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Abstract

Infinite derivative theory of gravity is a modification to the general
theory of relativity. Such modification maintains the massless gravi-
ton as the only true physical degree of freedom and avoids ghosts.
Moreover, this class of modified gravity can address classical singu-

larities.

In this thesis some essential aspects of an infinite derivative theory
of gravity are studied. Namely, we considered the Hamiltonian for-
malism, where the true physical degrees of freedom for infinite deriva-
tive scalar models and infinite derivative gravity are obtained. Fur-
thermore, the Gibbons-Hawking-York boundary term for the infinite
derivative theory of gravity was obtained. Finally, we considered the
thermodynamical aspects of the infinite derivative theory of gravity
over different backgrounds. Throughout the thesis, our methodology
is applied to general relativity, Gauss-Bonnet and f(R) theories of

gravity as a check and validation.
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Chapter 1

Introduction

General theory of relativity (GR), [I], can be regarded as a revolutionary step
towards understanding one of the most controversial topics of theoretical physics:
gravity. The impact of GR is outstanding. Not only does it relate the geometry
of space-time to the existence of the matter in a very startling way, but it also
passed, to this day, all experimental and observational tests it has undergone.
However, like many other theories, GR is not perfect [2]. At classical level, it is
suffering from black hole and cosmological singularities; and at quantum level,
the theory is not renormalisable and also not complete in the ultraviolet (UV)
regime. In other words, at short distances (high energies) the theory blows up.

It should be noted that non-renormalisability is not necessarily an indication
that a theory is not UV complete. In fact, non-renormalisability can indicate a
breakdown of perturbation theory at the energies of the order of the mass scale
of the non-renormalisable operators, with a UV-complete but non-renormalisable
theory at higher energies (e.g. loop quantum gravity). Renormalisability is how-
ever desirable as it allows the theory to be consistent and calculable at all energies,
thus renormalisability may help to formulate of a UV complete theory, but its
absence dos not necessarily mean the theory is UV incomplete.

As of today, obtaining a successful theory of quantum gravity [3, 4 [5] [6] [7]
remains an open problem. At microscopic level, the current standard model (SM)
of particle physics describes the weak, strong and electromagnetic interactions.

The interactions in SM are explained upon quantisation of gauge field theories



[T0]. On the other side of the spectrum, at macroscopic level, GR describes the
gravitational interaction based on a classical gauge field theory. Yet, generalisa-
tion of the gauge field theory to describe gravity at the quantum level is an open
problem. Essentially, quantising GR leads to a non-renormalisable theory [9]. On
the other hand also, the generalisation of the SM, with the current understanding
of the gauge groups, provides no description of gravity.

Renormalisation plays a crucial role in formulating a consistent theory of
quantum gravity [8]. So far, efforts on this direction were not so successful.
Indeed, as per now, quantum gravity is not renormalisable by power counting.
This is to say that, quantum gravity is UV divergent. The superficial degree of

divergence for a given Feynman diagram can be written as [170],

D—d+[n(d_2)—d]V—($)N (1.0.1)

where d is the dimension of space-time, V' is the number of vertices, N is the

number of external lines in a diagram, and there are n lines meeting at each
vertex. The quantity that multiplies V' in above expression is just the dimension
of the coupling constant (for example for a theory like A¢", where ) is the coupling

constant). There are three rules governing the renormalisability [L70]:

1. When the coupling constant has positive mass dimension, the theory is

super-renormalisable.
2. When the coupling constant is dimensionless the theory is renormalisable.

3. When the coupling constant has negative mass dimension the theory is

non-renormalisable.

The gravitational coupling, which we know as the Newton’s constant, Gy = Mp 2,
is dimensionful (where Mp is the Planck mass) with negative mass dimension,
whereas, the coupling constants of gauge theories, such as a of quantum electro-
dynamics (QED) [I4], are dimensionless.

Moreover, in perturbation theory and in comparison with gauge theory, af-

ter each loop order, the superficial UV divergences in quantum gravity becomes



worse [I1) 12, 13]. Indeed, in each graviton loop there are two more powers of
loop momentum (that is to say that there are two more powers in energy expan-
sion, 7.e. 1-loop has order (9g)?, 2-loop has order (9g)° and etc.), this is to atone
dimensionally for the two powers of Mp in the denominator of the gravitational
coupling. Instead of the logarithmic divergences of gauge theory, that are renor-
malisable via a finite set of counterterms, quantum gravity contains an infinite
set of counterterms. This makes gravity, as given by the Einstein-Hilbert (EH)
action, an effective field theory, useful at scales only much less the the Planck
mass.

Non-local theories may provide a promising path towards quantisation of grav-
ity. Locality in short means that a particle is only affected by its neighbouring
companion [I0, 15]. Thus, non-locality simply means that a particle’s behaviour
is no longer constrained to its close neighbourhood but it also can be affected by
interaction far away. Non-locality can be immediately seen in many approaches
to quantise gravity, among those, string theory (ST) [16} (17, 20] and loop quan-
tum gravity (LQG) [I8, [19] are well known. Furthermore, in string field theory
(SFT) [211, 22], non-locality presents itself, for instance in p-adic strings [23] and
zeta strings [24]. Thus, it is reasonable to ask wether non-locality is essential to
describe gravity.

ST E| is known to treat the divergences and attempts to provide a finite theory
of quantum gravity [10, [I7]. This is done by introducing a length scale, corre-
sponding to the string tension, at which particles are no longer point like. ST
takes strings as a replacement of particles and count them as the most funda-
mental objects in nature. Particles after all are the excitations of the strings.
There have been considerable amount of progress in unifying the fundamental
forces in ST. This was done most successfully for weak, strong and electromag-
netic forces. As for gravity, ST relies on supergravity (SUGRA) [25], to treat
the divergences. This is due to the fact that supersymmetry soothes some of the
UV divergences of quantum field theory, via cancellations between bosonic and

fermionic loops, hence the UV divergences of quantum gravity become milder in

Tt shall be mention that ST on its own has no problem in quantising gravity, as it is
fundamentally a 2-dimensional CFT, which is completely a healthy theory. However, ST is
known to work well only for small string coupling constant. Thus, ST successfully describes
weakly interacting gravitons, but it is less well developed to describe strong gravitational field.



SUGRA. For instance, ST cures the two-loop UV divergences; comparing this
with the UV divergences of GR at two-loop order shows that ST is astonishingly
useful. However, SUGRA and supersymmetric theories in general have their own
shortcomings. For one thing, SUGRA theories are not testable experimentally,
at very least for the next few decades.

An effective theory of gravity, which one derives from ST (or otherwise) per-
mits for higher-derivative terms. Before discussing higher derivative terms in the
context of gravity one can start by considering a simpler problem of an effective
field theory for a scalar field. In the context of ST, one may find an action of the

following form,

S = /de[%ngK(D)qb —V(e)], (1.0.2)

where K ([J) denotes the kinetic operator and it contains infinite series of higher
derivative terms. The d’Alembertian operator is given by O = ¢**V,V,. Finally,
V(¢) is the interaction term. The choice of K(OJ) depends on the model one
studies, for instance in the p-adic [23, 42} 43| [44] or random lattice [41], 45 [46] 147
48], the form of the kinetic operator is taken to be K(O) = e DM where M? is
the appropriate mass scale proportional to the string tension. The choice of K ([J)

_ 2 . . .
O/M” *which is an entire

is indeed very important. For instance for K(O) = e
function [69], one obtains a ghost free propagator. That is to say that there is no
field with negative kinetic energy. In other words, the choice of an appropriate
K (O) can prevent introducing extra un-physical states in the propagator.
Furthermore, ST [21], [40] serves two types of perturbative corrections to a
given background, namely the string loop corrections and the string world-sheet
corrections. The latter is also known as alpha-prime (o) corrections. In termi-
nology, o’ is inversely proportional to the string tension and is equal to the sting
length squared (o’ = [?) and thus we shall know that it is working as a scale.

Schematically the o’ correction to a Lagrangian is given by,
L=L94+oLW 40”1 ... (1.0.3)

where L is the leading order Lagrangian and the rest are the sub-leading correc-

tions. This nature of the ST permits to have corrections to GR. In other words, it



had been suggested that a successful action of quantum gravity shall contain, in
addition to the EH term, corrections that are functions of the metric tensor with
more than two derivatives. The assumption is that these corrections are needed
if one wants to cure non-renormalisability of the EH action [40]. An example of

such corrections can be schematically written as,
(a1 R? + ag R, R" + agRyne R*7) + - - (1.0.4)

where a; are appropriate coefficients. After all, higher derivative terms in the ac-
tion above, would have a minimal influence on the low energy regime and so the
classical experiments remain unaffected. However, in the high energy domain they
would dictate the behaviour of the theory. For instance, such corrections lead to
stabilisation of the divergence structure and finally the power counting renormal-
isability. Moreover, higher derivative gravity focuses specifically on studying the
problems of consistent higher derivative expansion series of gravitational terms
and can be regarded as a possible approach to figure out the full theory of gravity.

In this thesis, we shall consider infinite derivatives theories [70} [7T] [72} [73], [74]
75, [76], (77, (78, (79, 80, 811, 82, R3], 84, 85 86l [87]. These theories are a sub-class of
non-local theories. In the context of gravity, infinite derivative theories are con-
structed by infinite series of higher-derivative terms. Those terms contain more
than two derivatives of the metric tensor. Infinite derivative theories of gravity
(IDG) gained an increasing amount of attention on recent years as they address
the Big Bang singularity problem [53] 54, 55, 56, 57, [58] and they also have other
interesting cosmological [59, 60] 61, 62] [63] 64, 65, 66] implementations. Partic-
ularly, as studied in [53], IDG can provide a cosmological non-singular bouncing
solution where the Big Bang is replaced with Big Crunch. Subsequently, further
progress made in [54] 55] to discover inflationary scenarios linked to IDG. More-
over, such IDG can modify the Raychaudari equations [67], such that one obtains
a non-singular bouncing cosmology without violating the null energy conditions.
Additionally, at microscopic level, one may consider small black holes with mass
much smaller than the Planck mass and observe that IDG prevents singulari-

ties in the Newtonian limit where the gravitational potential is very weak [6§].



After all, many infinite derivative theories were proposed in different contexts.
[26], 27, 28], 29], B0, 31, 32} B3], B4) 35, 36}, 37, B8], 39]

It has been shown by Stelle [50} 51] that, gravitational actions which include
terms quadratic in the curvature tensor are renormalisable. Such action was

written as,

S = / d'z/—glaR + BR* + yR,, R"], (1.0.5)

the appropriate choice of coupling constants, «, § and ~ leads to a renormalisable
theory. Even though such theory is renormalisable, yet, it suffers from ghost. It
shall be noted that one does not need to add the Riemann squared term to the

action above, as in four dimensions it would be the Gauss-Bonnet theory,

Secp = / d*z/—g[R? — 4R, R" + R, R, (1.0.6)

which is an Euler topological invariant and it should be noted that such modifica-
tion does not add any local dynamics to the graviton (because it is topological).

For Stelle’s action [50, 51] the GR propagator is modified schematically as,

932

H=tlor = e

(1.0.7)
where it can be seen that there is an extra pole with a negative residue in the
spin-2 sector of the propagator (where P denotes spin projector operator). This
concludes that the theory admits a massive spin-2 ghost. In literature this is
known as the Weyl ghost. We shall note that the propagator in 4-dimensional
GR is given by,

P2 PO
Mep = — — —* 1.0.
GR T k2 k2 (1.08)

this shows that even GR has a negative residue at the k? = 0 pole, and thus a
ghost. Yet this pole merely corresponds to the physical graviton and so is not
harmful. The existence of ghosts is something that one shall take into account.
At classical level they indicate that there is vacuum instability and at quantum
level they indicate that unitarity is violated.

In contrast, there are other theories of modified gravity that may be ghost



free, yet they are not renormalisable. From which, f(R) theories [88] are the

most well known. The action for f(R) theory is given by,

S— % / A/ =g f(R), (1.0.9)

where f(R) is the function of Ricci scalar. The most famous sub-class of f(R)
theory is known as Starobinsky model [89] which has implications in primordial

inflation. Starobinsky action is given by,

1

S = 3 /d4x\/—g(M123R+ coR?), (1.0.10)

where ¢y is constant. The corresponding propagator is given by,

1 P
H=Tlgr+ 5757

_ 1.0.11
2 k2 +m?’ ( )

where there is an additional propagating degree of freedom in the scalar sector
of the propagator, yet this spin-0 particle is not a ghost and is non-tachyonic for
m? > 0.

[90] proposed a ghost-free tensor Lagrangian and its application in gravity. Af-
ter that, progress were made by [53] 91],02] to construct a ghost-free action in IDG
framework. Such attempts were made to mainly address the cosmological and
black hole singularities. Further development were made by [32, 33] [36}, 137, 68, 93]
to obtain a ghost-free IDG . This is to emphasis that ghost-freedom and renor-
malisability are important attributes when it comes to constructing a successful

theory of quantum gravity.
Infinite derivative theory of gravity
Among various modifications of GR, infinite derivative theory of gravity is

the promising theory in the sense that it is ghost-free, tachyonic-free and renor-

malisable, it also addresses the singularity problems. A covariant, quadratic in



curvature, asymptotically free theory of gravity which is ghost-free and tachyon-
free around constant curvature backgrounds was proposed by [68].

We shall mention that asymptotic freedom means that the coupling constant
decreases as the energy scale increases and vanishes at short distances. This is for
the case that the coupling constant of the theory is small enough and so the theory
can be dealt with perturbatively. As an example, QCD is an asymptotically free
theory [10].

Finally, the IDG modification of gravity can be written as [93],

S = Sgw+ Suv

1 _ _ _
= / d*zy/—g [M};R + RF(D)R + R, Fy(Q)R™ + Ry F5(Q)R¥A ||

(1.0.12)

where Sgg denotes the Einstein-Hilbert action and Sy is the IDG modification
of GR. In above notation, Mp is the Planck mass, J = [O/M? and M is the
mass scale at which the non-local modifications become important. The F;’s are

functions of the d’Alembertian operator and given by,
FO)=>_ f,0 (1.0.13)
n=0

As we shall see later in section one can perturb the action around Minkowski
background. To do so, one uses the definition of the Riemannian curvatures in

linearised regime and thus obtains,

1 D 1 = v AN v
S) 327T—GEVD) /d x [§hWDa(D)h“ + h7b(1) 050, h*
= 0% 1 = Ao f(lj) 72
+  he(0)0,0,hM + Ehljd(lj)h +h f&,a@“@h , (1.0.14)
where [94],
a(0) = 1+ Mp%(F(0)O + 4F5(0)0), (1.0.15)
b(O) = —1 — M2(F(0)O + 4F3(0)0), (1.0.16)



c(0) =1 — Mz*(4F, (D)0 + F(O)O), (1.0.17)
d(0) = -1+ Mp*(47, (D)0 + F»,(O)DO), (1.0.18)
f(O) = 2M52(2F,(0)0 + Fo(O)O + 2F5(0)0O). (1.0.19)

The field equations can be expressed in terms of the inverse propagator as,

H;leahpa = /{T/uu (1020)
by writing down the spin projector operators in D-dimensional Minkowski space
and then moving to momentum space the graviton propagator for IDG gravity

can be obtained in the form of,

H(D)(—/{?2) o ?2 Tg

© k2a(—k?) + K2[a(—k2) — (D — De(—k2)] (1.0.21)

We note that, P? and P? are tensor and scalar spin projector operators respec-
tively. Since we do not wish to introduce any extra propagating degrees of free-

dom apart from the massless graviton, we are going to take f([J) = 0 that implies

a(d) = ¢(0d). Thus,

1 1
M (k) = —— (P2 — ——P0 ). 1.0.22
(=+) k2a(—k?) D—-2° ( )
To this end, the form of a(—&?) should be such that it does not introduce any
new propagating degree of freedom, it was argued in Ref. [53] 68] that the form of
a(0J) should be an entire function, so as not to introduce any pole in the complex

plane, which would result in additional degrees of freedom in the momentum

space. In fact, the IDG action is ghost-free under the constraint [93],
27 (0) + FK(0O) +2F3(0) =0 (1.0.23)

around Minkowski background. In other words, the above constraint ensures

that the massless graviton remains the only propagating degree of freedom and



no extra degrees of freedom are being introduced. More specifically, if one chooses
the graviton propagator to be constructed by an exponential of an entire function

53] [
a(—k?) = &M (1.0.24)

the propagators becomes (for D = 4),

1 1 1
2y _ 2 0) _
TI(—k?) = W(? - 59)3) = e llan. (1.0.25)
Indeed, the choice of the exponential of an entire function prevents the produc-
tion of new poles. For an exponential entire function, the propagator becomes
exponentially suppressed in the UV regime while in the infrared (IR) regime one
recovers the physical graviton propagator of GR [96] [11§]. Recovery of GR at IR

regime takes place as k* — 0 that leads to a(0) = 1 and thus,

1 1
lim TI(—k?) = —(?2 - —fP°> 1.0.26
Jim I(—£%) = - 55 ) ( )
which is the GR propagator. Furthermore, the IDG action given in ((1.0.12)) can
resolve the singularities presented in GR, at classical level [53], upon choosing the
exponential given in ((1.0.24) (which represents the infinite derivatives); (consult
appendix . Such theory is known to also treat the UV behaviour, leading to

the convergent of Feynman diagrams [96].

The IDG theory given by the action (|1.0.12]) is motivated and established fairly
recently. Thus, there are many features in the context of IDG that must be stud-
ied. In this thesis we shall consider three important aspects of infinite derivative
theories: The Hamiltonian analysis, the generalised boundary term and thermo-

dynamical implications.

!The appearance of a(—k?) in the propagator definition is the consequence of having infinite
derivative modification in the gravitational action. [53]

10



Hamiltonian formalism

Hamiltonian analysis is a powerful tool when it comes to studying the stabil-
ities and instabilities of a given theory. It furthermore can be used to calculate
the number of the degrees of freedom for the theory of interest. Stabilities of a

theory can be investigated using the Ostrogradsky’s theorem [98].

Let us consider the following Lagrangian density,
£ = £(g.d,d), (1.0.27)

where “dot” denotes time derivative and so such Lagrangian density is a function
of position, ¢, and its first and second derivatives, in this sense ¢ is velocity and
¢ is acceleration. In order to study the classical motion of the system, the action
must be stationary under arbitrary variation of dq. Hence, the condition that

must be satisfied are given by the Euler-Lagrange equations:

0L d<8L> d? <3£>:0‘ (1.0.28)

g dit\oi) " drP\og

The acceleration can be uniquely solved by position and velocity if and only if ‘C?;Tf
is invertible. In other words, when ?;TS # 0, the theory is called non-degenerate.
If ?;Tﬁ = 0, then the acceleration can not be uniquely determined. Indeed, non-
degeneracy of the Lagrangian permits to use the initial data, g, qo, Go and ¢,

and determine the solutions. Now let us define the following,

oL d /9L
Q1 = q, P = a—q — £<3_q>’ (1.0.29)
oL
=dq  P=_ 1.0.
Q2 = ¢, TR (1.0.30)

where P;’s are the canonical momenta. In this representation the acceleration can

be written in terms of @1, @2 and P, as ¢ = f(Q1,Q2, ). The corresponding
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Hamiltonian density would then take the following form,

H=PQ1+ Pf(Q1,Qq ) — L(Q1,Qq, f), (1.0.31)

for such theory the vacuum decays into both positive and negative energy, and
thus the theory is instable, this is because the Hamiltonian density, JH, is linear
in the canonical momentum P;, [98]. Such instabilities are called Ostrogradsky
instability.

Higher derivative theories are known to suffer from such instability [20]. From
the propagator analysis, the instabilities are due to the presence of ghost in
theories that contain two or more derivatives. In gravity, the four-derivative
gravitational action proposed by Stelle [50] is an example where one encounters
Ostrogradsky instability.

Ostrogradsky instability is built upon the fact that for the highest momentum
operator, which is associated with the highest derivative of the theory, the energy
is given linearly, as opposed to quadratic. Yet in the case of IDG, one employs a
specific expansion of infinite derivatives, which traces back to the Taylor expan-
sion of F(0J), this leads to a graviton propagator that admits no ghost degree of
freedom and thus one can overcome the instabilities. We mentioned that, IDG
theory is ghost-free and there is no extra degrees of freedom. In this regard, we
shall perform the Hamiltonian analysis for the IDG gravity [99] to make sure
that the theory is not suffering from Ostrogradsky instability. Such analysis is
performed in Chapter

12



Boundary term

Given an action and a well posed variational principle, it is possible to asso-
ciate a boundary term to the corresponding theory [I0I]. In GR, when varying
the EH action, the surface contribution shall vanish if the action is to be station-
ary [102]. The surface contribution that comes out of the variation of the action
is constructed by variation of the metric tensor (i.e. dg,,) and variation of its
derivatives (i.e. §(0,9,,)). However, imposing dg,,, = 0 and fixing the variation
of the derivatives of the metric tensor are not enough to eliminate the surface
contribution.

To this end, Gibbons, Hawking and York (GHY) [101], 102] proposed a modi-
fication to the EH action, such that the variation of the modification cancels the
term containing 6(d,9,,) and so imposing dg,,, = 0 would be sufficient to remove

the surface contribution. Such modification is given by,

S = Sgg + Sauy ~ /d4$\/ —gR + Q%dgl’\/ﬁK, (1.0.32)

where Sggy is the GHY boundary term, K is the trace of the extrinsic curvature
on the boundary and h is the determinant of the induced metric defined on the
boundary. Indeed, Sgpy is essential to make the GR’s action as given by the Sgy
stationary. It shall be noted that boundary terms are needed for those space-times
that have well defined boundary. As an example, in the case of black holes, GHY
term is defined on the horizon of the black hole (where the geometrical boundary
of the black hole is located).

Additionally, Sggy possesses other important features. For instance, in Hamil-
tonian formalism, GHY action plays an important role when it comes to calcu-
lating the Arnowitt-Deser-Misner (ADM) energy [103]. Moreover, in Euclidean
semiclassical approach, the black hole entropy is given entirely by the GHY term
[104]. It can be concluded that, given a theory, obtaining a correct boundary is
vital in understanding the physical features of the theory.

To understand the physics of IDG better, we shall indeed find the bound-
ary term associated with the theory. Thus, in chapter 4| we generalise the GHY

13



boundary term for the IDG action [100] given by (1.0.12). The exitance of infi-
nite series of covariant derivative in the IDG theory requires us to take a more
sophisticated approach. To this end, ADM formalism and in particular coframe
slicing was utilised. As we shall see later, our method recovers GR’s boundary

term when 0 — 0.

Thermodynamics

Some of the most physically interesting solutions of GR are black holes. The
laws that are governing the black holes’ thermodynamics are known to be analo-
gous to those that are obtained by the ordinary laws of thermodynamics. So far,
only limited family of black holes are known, they are stationary asymptotically

flat solutions to Einstein equations. These solutions are given by [105],

Non-rotating (J = 0) | Rotating (J # 0)
Uncharged (@ = 0) Schwarzschild Kerr
Charged (@ #0) | Reissner-Nordstrom | Kerr-Newman

where J denotes the angular momentum and @ is the electric charge. The
reader shall note that a static background is a stationary one, and as a result a
rotating solution is also stationary yet not static. Moreover, electrically charged
black holes are solutions of Einstein-Maxwell equations and we will not consider
them in this thesis.

Let us summarise the thermodynamical laws that are governing the black
hole mechanics. The four laws of black hole thermodynamics are put forward by
Bardeen, Carter, and Hawking [106]. They are:

1. Zeroth law: states that the surface gravity of a stationary black hole is

uniform over the entire event horizon (H). i.e.

Kk =const on H. (1.0.33)
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2. First law: states that the change in mass (M), charge (@), angular mo-

mentum (J) and surface area (A) are related by:
8£5A = M + ®5Q — Q5J (1.0.34)
7r

where we note that A = A(M,Q, J), ® is the electrostatic potential and )

is the angular velocity.

3. Second law: states that the surface area of a black hole can never decrease,
1.€.

§A >0 (1.0.35)

given the null energy condition is satisfied.

4. Third law: states that the surface gravity of a black hole can not be reduced
to zero within a finite advanced time, conditioning that the stress-tensor

energy is bounded and satisfies the weak energy condition.

Hawking discovered that the quantum processes lead to a thermal flux of particles
from black holes, concluding that they do indeed behave as thermodynamical
systems [107]. To this end, it was found that black holes possesses a well defined

temperature given by,
_ hk

=5

T (1.0.36)

this is known as the Hawking’s temperature. Given this and the first law imply
that the entropy of a black hole is proportional to the area of its horizon and thus

the well known formula of [108§],

A
4hGN’

(1.0.37)

from the second law we must also conclude that the entropy of an isolated system
can never decrease. It is important to note that Hawking radiation implies that
the black hole area decreases which is the violation of the second law, yet one

must consider the process of black hole evaporation as a whole. In other words,

15



1.1 Summary of results in literature

the total entropy, which is the sum of the radiation of the black hole entropies,
does not decrease.

So far we reviewed the entropy which corresponds to GR as it is described by
the EH action. Deviation from GR and moving to higher order gravity means
getting corrections to the entropy. Schematically we can write (for f(R) and

Lovelock entropies [109]),

S

~ iGn + higher curvature corrections, (1.0.38)
as such the first law holds true for the modified theories of gravity including the
IDG theories. Yet in some cases the second law can be violated by means of
having a decrease in entropy (for instance Lovelock gravity [109]). Indeed, to
this day the nature of these violations are poorly understood. In other words
it is not yet established wether 0(Spy + Soutsize) > 0 holds true. The higher
corrections of a given theory are needed to understand the second law better.
To this end, we shall obtain the entropy for number of backgrounds and regimes
[117, 118, 119, 120] in chapter [5| for IDG theories.

1.1 Summary of results in literature

In this part, we shall present series of studies made in the IDG framework, yet

they are not directly the main focus of this thesis.

UV quantum behaviour

The perturbation around Minkowski background led to obtaining the lin-
earised action and subsequently the linearised field equations for action ,
the relevant Bianchi identity was obtained and the corresponding propagator for
the IDG action was derived. Inspired by this developments, an infinite derivative
scalar toy model was proposed by [96]. Such action is given by (note that this

action can be generalised to include quadratic terms as well, yet the purpose of
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1.1 Summary of results in literature

the study in [96] was to consider a toy model which can be handled technically),

1 — 1 _ _
5= [ e 560uD)6+ 57 (69,000 +006a()6-00,00(0)0,0) . (1139

for above action, 1-loop and 2-loop computations were performed and it was
found that counter terms can remove the momentum cut-off divergences. Thus,
it was concluded that the corresponding Feynman integrals are convergent. It has
been also shown by [96] that, at 2-loops the theory is UV finite. Furthermore, a
method was suggested for rendering arbitrary n-loops to be finite. Also consult
[94], 97]. It should be noted that is a toy model with cubic interactions
and considered in [96] due to its simplicity, however it is possible to consider

quadratic interactions too and thus generalise the action.

Scattering amplitudes

One of the most interesting aspect of each theory in the view of high energy
particle physics is studying the behaviour of the cross sections corresponding to
the scattering processes [I10]. A theory can not be physical if the cross section
despairs at high energies. This is normally the case for theories with more than
two derivatives. However, it has been shown by [95] that, infinite derivative scalar
field theories can avoid this problem. This has been done by dressing propagators
and vertices where the external divergences were eliminated when calculating the
scattering matrix element. This is to say that, the cross sections within the infi-

nite derivative framework remain finite.

Field equations

In [I11], the IDG action given in (1.0.12) was considered. The full non-linear
field equations were obtained using the variation principle. The corresponding

Bianchi identities were verified and finally the linearised field equations were
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1.1 Summary of results in literature

calculated around Minkowski background. In similar fashion [I5] obtained the

linearised field equations around the de-Sitter (dS) background.

Newtonian potential

Authors of [68] studied the Newtonian potential corresponding to the IDG
action, given in ((1.0.12)), in weak field regime. In linearised field equations taking
a(d) = e 7 leads to the following Newtonian potential (See Appendix [B| for

derivation),
rmgErf(2)

&rr

O(r) = : (1.1.40)

where my is the mass of the object which generates the gravitational potential
and k = 87Gy. In the limit where r — 0o one recovers the Minkowski space-
time. In contrast, when » — 0, the Newtonian potential becomes constant. This
is where IDG deviates from GR for good, in other words, at short distances the
singularity of the 1/r potential is replaced with a finite constant.

Similar progress was made by [112]. In the context of IDG the Newtonian

potential was studied for a more generalised choice of entire function, i.e. a(J) =
¢’ where ~ is an entire function. It was shown that at large distances the
Newtonian potential goes as 1/r and thus in agreement with GR, while at short
distances the potential is non-singular.

Later on, [I13] studied the Newtonian potential for a wider class of IDG. Such
potentials were found to be oscillating and non-singular, a seemingly feature of
IDG. [113] showed that for an IDG theory constrained to allow defocusing of null
rays and thus the geodesics completeness, the Newtonian potential can be made
non-singular and be in agreement with GR at large distances.

[T13] concluded that, in the context of higher derivative theory of gravity, null
congruences can be made complete, or can be made defocused upon satisfaction
of two criteria at microscopic level: first, the graviton propagator shall have a
scalar mode, comes with one additional root, besides the massless spin-2 and

secondly, the IDG gravity must be, at least, ghost-free or tachyon-free.
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1.2 Organisation of thesis

Singularities

GR allows space-time singularity, in other words, null geodesic congruences
focus in the presence of matter. [I14] discussed the singularity freedom in the
context of IDG theory. To this end, the Raychaudari equation corresponding to
the IDG was obtained and the bouncing cosmology scenarios were studied. The
latest progress in this direction outlined the requirements for defocusing condi-

tion for null congruences around dS and Minkowski backgrounds.

Infrared modifications

[115] considered an IDG action where the non-local modifications are ac-
counted in the IR regime. The infinite derivative action considered in [115]
contains an infinite power series of inverse d’Alembertian operators. As such

they are given by,
Gi(O)=> ¢, 0™ (1.1.41)
n=1

The full non-linear field equations for this action was obtained and the corre-
sponding Bianchi identities were presented. The form of the Newtonian potential
in this type of gravity was calculated. Some of the cosmological of implications,

such as dark energy, of this theory were also studied [116].

1.2 Organisation of thesis
The content of this thesis is organised as follows:

Chapter 2: In this chapter the infinite derivative theory of gravity (IDG) is

introduced and derived. This serves as a brief review on the derivation of

19



1.2 Organisation of thesis

the theory which would be the focus point of this thesis.

Chapter 3: Hamiltonian analysis for an infinite derivative gravitational action,
which is constructed by Ricci scalar and covariant derivatives, is performed.
First, the relevant Hamiltonian constraints (i.e. primary/secondary and
first class/ second class) are defined and a formula for calculating the num-
ber of degrees of freedom is proposed. Then, we applied the analysis to
number of theories. For instance, a scalar field model and the well known
f(R) theory. In the case of gravity we employed ADM formalism and ap-
plied the regular Hamiltonian analysis to identify the constraints and finally

to calculate the number of degrees of freedom.

Chapter 4: In this chapter the generalised GHY boundary term for the infi-
nite derivative theory of gravity is obtained. First, the ADM formalism is
reviewed and the coframe slicing is introduced. Next, the infinite deriva-
tive action is written in terms of auxiliary fields. After that, a generalised
formula for obtaining the GHY boundary term is introduced. Finally, we
employ the generalised GHY formulation to the infinite derivative theory

of gravity and obtain the boundary term.

Chapter 5: In this chapter thermodynamical aspects of the infinite derivative
theory of gravity are studied. We shall begin by reviewing the Wald’s
prescription on entropy calculation. Then, Wald’s approach is used to
obtain the entropy for IDG theory over a generic spherically symmetric
background. Such entropy is then analysed in the weak field regime. Fur-
thermore, the entropy of IDG action obtained over the (A)dS background.
As a check we used an approximation to recover the entropy of the well
known Gauss-Bonnet theory from the (A)dS background. We then study
the entropy over a rotating background. This had been done by generalising
the Komar integrals, for theories containing Ricci scalar, Ricci tensor and
their derivatives. Finally, we shall obtain the entropy of a higher deriva-
tive gravitational theory where the action contains inverse d’Alembertian

operators (i.e. non-locality).
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1.2 Organisation of thesis

Conclusion: In the final part of this thesis, we summarise the results of our
study and discuss the findings. Furthermore, the future work is discussed

in this section.

Appendices: We start by giving the notations, conventions and useful formulas
relevant to this thesis. Furthermore, the detailed computations, relevant to

each chapter, were presented so the reader can easily follow them.
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Chapter 2

Overview of infinite derivative

gravity

In this chapter we shall summarise the derivation of the infinite derivative grav-
itational (IDG) action around flat background. In following chapters we study

different aspects of this gravitational action.

2.1 Derivation of the IDG action

The most general, quadratic in curvature, and generally covariant gravitational

action in four dimensions [93] can be written as,

S = Sgw+ Suv, (2.1.1)
1

Spy = §/d4x\/—gM?,R, (2.1.2)
1

Syy = 3 / d%#—g(R,WMmOﬁ;Z;tg;Rm”?*”?), (2.1.3)

where Sgpy is the Einstein-Hilbert action and Spyy denotes the higher deriva-

o/lll/l)\la'l

Lava g, TETAINS

tive modification of the GR in ultraviolet sector. The operator

general covariance.
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2.1 Derivation of the IDG action

Expanding ([2.1.3)), the total action becomes,

1
2
R’ Fy(O)V,V AR + R F5(O)V,V,V,VAR" + RFs(0)V,V,V \V,R*

W
I

/ dz'y/=g| MER + RF\(D)R + RE,(D)V, VR + Ry Fy(O) R

R Fr(O)V, VR + R, F3(O)V,V,V,V R
R Fy(O)V 1, Vo, VuV, VAV, R 4 R Fio(O) RMM
Rp,u,l/)\

R F5(0)V 0, Vo, Vo,V VAV, R

Fr(O)V, VR + R, pve, Fio(D) VAV T, RO

+ + + o+ o+ o+

it shall be noted that we performed integration by parts where it was appropriate.
Also, F;’s are analytical functions of d’Alembertian operator (O = ¢V ,V,).
Around Minkowski background the operator would be simplified to: O = 9*¥9,0,,.

The functions F;’s are given explicitly by,
RO =3 .0, (21.5)
n=0

where [J = [J/M?. In this definition, M is the mass-scale at which the non-
local modifications become important at UV scale. Additionally, f; are the

appropriate coefficients of the sum in (2.1.5)).

Making use of the antisymmetric properties of the Riemann tensor,
Riw)pe = Ryu(pe) = 0, (2.1.6)
and the Bianchi identity,

VoR', +VsRE, 4+ VR =0, (2.1.7)

vyo
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2.1 Derivation of the IDG action

the action given in (2.1.4)), reduces to,

1
2
+  RunoFio(O)R* + R Fi3(0)V,, Vs, Vo, V, VAV RF
_|_

S = dx4\/—g MI%R+RF1 )R + R, F5(O)R" + RFs(O)V V., V.V, R
i 2

RPN B (D), Ve, Vi, V,, ViV, VAV, R (2.1.8)

Due to the perturbation around Minkowski background, the covariant derivatives

become partial derivatives and can commute around freely. As an example, (see
Appendix @[)

1
RE;(O)V,V, VAV, R = §RF6(D)VHVVVAVUR’“’A"

1
+ 5RF6(D)V,NVVNURMW. (2.1.9)

By commuting the covariant derivatives we get,

1
RE;(O)V,V, VAV, R = ERFG(D)VVVMVAVUR“”A”

1
+ §RF6(D)VMVVVAVUR’“’A". (2.1.10)

Finally, it is possible to relabel the indices and obtain,
RFs(0)V,V,V,\V,R*" = RF(0)V,V,V,V,RMA =0, (2.1.11)

which vanishes due to antisymmetric properties of the Riemann tensor as men-

tioned in (2.1.7)).

After all the relevant simplifications, we can write the IDG action as,

1 B — —
S = 5 /d4x\/ —g <M123R + Rpl(D)R + RuyFQ(D)R“V + Rul/)\UFs(D)RHV}\o‘>.

(2.1.12)

This is an infinite derivative modification to the GR.
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Chapter 3

Hamiltonian analysis

In this chapter, we shall perform a Hamiltonian analysis on the IDG action given
in (2.1.12). Due to the technical complexity, the analysis are being performed on a
simpler version of this action by dropping the R,,, Fo(C)R* and R,,,», F3(C) R*A°
terms. In our analysis, we obtain the true dynamical degrees of freedom. We shall
note that not including R, F5(O)R*™ and R, F3(0)R* to the IDG action
does not change the dynamics of the theory we are considering and thus the
degrees of freedom would not be changed. Consult [96] for propagator analysis
and the degrees of freedom. In fact, R, Fy(O)R* and R\, F3(0)R**7 terms
exist as a matter of generality. We will proceed, by first shortly reviewing the
Hamiltonian analysis, provide the definitions for primary, secondary, first-class
and second-class constraints [123|, 124, 125, 120, 127] and write down the formula
for counting the number of degrees of freedom. We then provide some scalar
toy models as examples and show how to obtain the degrees of freedom in those
models. After setting up the preliminaries and working out the toy examples,
we turn our attention to the IDG action and perform the analysis, finding the
constraints and finally the number of degrees of freedom.

Hamiltonian analysis can be used as a powerful tool to investigate the stabil-
ity and boundedness of a given theory. It is well known that, higher derivative
theories, those that contain more than two derivatives, suffer from Ostrograd-
sky’s instability [08]. Having infinite number of covariant derivatives in the IDG

action however makes the Ostrogradsky’s analysis redundant, as one can employ
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3.1 Preliminaries

a specific expansion which traces back to the Taylor expansion of F/(CJ) that leads
to a ghost free graviton propagator.

In the late 1950s, the 3+1 decomposition became appealing; Richard Arnowitt,
Stanley Deser and Charles W. Misner (ADM) [121] [122] have shown that it is
possible to decompose four-dimensional space-time such that one foliates the arbi-
trary region M of the space-time manifold with a family of spacelike hypersurfaces
>, one for each instant in time. In this chapter, we shall show how by using the
ADM decomposition, and finding the relevant constraints, one can obtain the
number of degrees of freedom. It will be also shown, that how the IDG action

can admit finite/infinite number of the degrees of freedom.

3.1 Preliminaries

Suppose we have an action that depends on time evolution. We can write down
the equations of motion by imposing the stationary conditions on the action and

then use variational method. Consider the following action,

I= /L(q,q)dt, (3.1.1)

the above action is expressed as a time integral and £ is the Lagrangian density
depending on the position ¢ and the velocity ¢. The variation of the action leads

to the equations of motion known as Euler-Lagrange equation,

(08 oL
E(%) S0, (3.1.2)

we can expand the above expression, and write,

L 0L 9L
0303~ oq 9407

(3.1.3)

the above equation yields an acceleration, ¢, which can be uniquely calculated by
ipe . . . . e 020 - . .
position and velocity at a given time, if and only if a0 18 invertible. In other

words, if the determinant of the matrix % # 0, i.e. non vanishing, then the
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3.1 Preliminaries

theory is called non-degenerate. If the determinant is zero, then the acceleration
can not be uniquely determined by position and the velocity. The latter system

is called singular and leads to constraints in the phase space [127, [128].

3.1.1 Constraints for a singular system

In order to formulate the Hamiltonian we need to first define the canonical mo-

menta,
0L
= —. 3.14
P= 5 (3.1.4)
The non-invertible matrix % indicates that not all the velocities can be written

in terms of the canonical momenta, in other words, not all the momenta are
independent, and there are some relation between the canonical coordinates [123]

124 [125], [126], 127], such as,

©(q, p) =0 <= primary constraints , (3.1.5)

known as primary constraints. Take p(q, p) for instance, if we have vanishing
canonical momenta, then we have primary constraints. The primary constraints
hold without using the equations of motion. The primary constraints define a
submanifold smoothly embedded in a phase space, which is also known as the

primary constraint surface, I',. We can now define the Hamiltonian density as,

H=pj—L. (3.1.6)

If the theory admits primary constraints, we will have to redefine the Hamiltonian

density, and write the total Hamiltonian density as,

Hiot = H 4+ X(q,p)palq,p), (3.1.7)
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3.1 Preliminaries

where now \%(q, p) is called the Lagrange multiplier, and ¢,(q, p) are linear com-
binations of the primary constraints H The Hamiltonian equations of motion are
the time evolutions, in which the Hamiltonian density remains invariant under

arbitrary variations of dp, d¢ and A ;

_ 5g{tot

p = 5(] - {Q7 g{tot} ) (318)
. 0FH 4,
j=— 5}; L= {p, Hy} (3.1.9)

As a result, the Hamiltonian equations of motion can be expressed in terms of
the Poisson bracket. In general, for canonical coordinates, (¢, p;), on the phase
space, given two functions f(q, p) and g(g, p), the Poisson bracket can be defined

as

N~ (0f 09 Of Og
(.9} _;<8qi8_pi_6_pi0qi>’ (3.1.10)

where ¢; are the generalised coordinates, and p; are the generalised conjugate
momentum, and f and ¢ are any function of phase space coordinates. Moreover,
¢ indicates the number of the phase space variables.

Now, any quantity is weakly vanishing when it is numerically restricted to be
zero on a submanifold I' of the phase space, but does not vanish throughout the
phase space. In other words, a function F'(p,q) defined in the neighbourhood of

I is called weakly zero, if
F(p,q)lr =0<= F(p,q) =0, (3.1.11)

where I' is the constraint surface defined on a submanifold of the phase space.

Note that the notation “~” indicates that the quantity is weakly vanishing; this

'We should point out that the total Hamiltonian density is the sum of the canonical Hamilto-
nian density and terms which are products of Lagrange multipliers and the primary constraints.
The time evolution of the primary constraints, should it be equal to zero, gives the secondary
constraints and those secondary constraints are evaluated by computing the Poisson bracket
of the primary constraints and the total Hamiltonian density. In the literature, one may also
come across the extended Hamiltonian density, which is the sum of the canonical Hamiltonian
density and terms which are products of Lagrange multipliers and the first-class constraints,
see [128].

28



3.1 Preliminaries

is a standard Dirac’s terminology, where F'(p,q) shall vanish on the constraint
surface, I', but not necessarily throughout the phase space.

When a theory admits primary constraints, we must ensure that the theory is
consistent by essentially checking whether the primary constraints are preserved
under time evolution or not. In other words, we demand that, on the constraint

surface I'p,
¢lr, = {@, Hiottlr, =0 <= o ={o, H} = 0. (3.1.12)

That is,
o =1, Hit} =0 = secondary constraint . (3.1.13)

By demanding that Eq. (not identically) be zero on the constraint surface
I', yields a secondary constraint [123| [129], and the theory is consistent. In case,
whenever Eq. fixes a Lagrange multiplier, then there will be no secondary
constraints. The secondary constraints hold when the equations of motion are
satisfied, but need not hold if they are not satisfied. However, if Eq.
is identically zero, then there will be no secondary constraints. All constraints
(primary and secondary) define a smooth submanifold of the phase space called
the constraint surface: I'y C I'y. A theory can also admit tertiary constraints,
and so on and so forth [128]. We can verify whether the theory is consistent by
checking if the secondary constraints are preserved under time evolution or not.
Note that H;. is the total Hamiltonian density defined by Eq. (3.1.7). To
summarize, if a canonical momentum is vanishing, we have a primary constraint,
while enforcing that the time evolution of the primary constraint vanishes on the

constraint surface, I'y give rise to a secondary constraint.

3.1.2 First and second-class constraints

Any theory that can be formulated in Hamiltonian formalism gives rise to Hamil-
tonian constraints. Constraints in the context of Hamiltonian formulation can be

thought of as reparameterization; while the invariance is preserved E| The most

'For example, in the case of gravity, constraints are obtained by using the ADM formalism
that is reparameterizing the theory under spatial and time coordinates. Hamiltonian constraints
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3.1 Preliminaries

important step in Hamiltonian analysis is the classification of the constrains. By
definition, we call a function f(p,q) to be first-class if its Poisson brackets with
all other constraints vanish weakly. A function which is not first-class is called

second-class E| On the constraint surface I'y, this is mathematically expressed as

{f(p, Q)a90}|p1 ~0 = first-class, (3.1.14)
{f(p,0), ¢}, #0 = second-class. (3.1.15)

We should point out that we use the “x~” sign as we are interested in whether
the Poisson brackets of f(p, ¢) with all other constraints vanish on the constraint
surface I'; or not. Determining whether they vanish globally, i.e., throughout the

phase space, is not necessary for our purposes.

3.1.3 Counting the degrees of freedom
Once we have the physical canonical variables, and we have fixed the number of
first-class and/or second-class constraints, we can use the following formula to
count the number of the physical degrees of freedom E|, see [12§],
1 1
N=(2A—-B-2€) =X (3.1.16)
where

e N = number of physical degrees of freedom

A = number of configuration space variables

e B = number of second-class constraints

C = number of first-class constraints

e X = number of independent canonical variables

generate time diffeomorphism, see [I30].

1One should mention that the primary/secondary and first-class/second-class classifications
overlap. A primary constraint can be first-class or second-class and a secondary constraint can
also be first-class or second-class.

2Note that the phase space is composed of all positions and velocities together, while the
configuration space consists of the position only.
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3.2 Toy models

3.2 Toy models

In this section we shall use Dirac’s prescription and provide the relevant con-
straints for some toy models and then obtain the number of degrees of freedom.
Our aim will be to study some very simplistic time dependent models before

extending our argument to a covariant action.

3.2.1 Simple homogeneous case

Let us consider a very simple time dependent action,
I= /q52dt, (3.2.17)

where ¢ is some time dependent variable, and qb = 0y¢. For the above action the

canonical momenta is [1

oL

= % 2¢ . (3.2.18)

p

If the canonical momenta is not vanishing, i.e. p # 0, then there is no constraints,
and hence no classification, i.e. B =0 in Eq. (3.1.16), and so will be, € = 0. The
number of degrees of freedom is then given by the total number of the independent
canonical variables:

N Ly %(p 6) = %(1 1) =1 (3.2.19)

Therefore, this theory contains only one physical degree of freedom. A simple

generalization of a time-dependent variable to infinite derivatives can be given

'We are working around Minkowski background with mostly plus, i.e., (—, +, +, +).
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3.2 Toy models

82
I = /dtd)&" (—@)¢
2 2\ 2 2\ 3
= /dt<00¢2+cl¢ (-%) ¢+ co¢ (—%) ¢+ c30 (_%) ¢_|_...)

- / dt (Co¢2 —c168? + 269 — c304® + - ) 7 (3.2.20)

where ¢ = ¢(t), and F could take a form, like:

0? - ?\"
F (—@) = Z;cn (—@) . (3.2.21)

The next step is to find the conjugate momenta, so that we can use the generalised

( ) ( ) ( ) o
! aq.ﬁ dt aé dt a ‘¢' . ’

9L d (oL d\?/ 8L
“‘a_as‘ﬂa?)*(%) (%)—

(3.2.22)
Now the conjugate momenta for action Eq. (3.2.20) as,
pr=—c1¢ + 20 — c30™ + ¢4 — -
p3 = —cadM + 50 — 1 + -+
pa = 2 — c30® + ey — -
: (3.2.23)

and, so on and so forth. For Eq. (3.2.20), we can count the number of the

degrees of freedom essentially by identifying the independent number of canonical
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3.2 Toy models

variables, that is,

1 1 1
N:§XZ§(¢, P1, P2, ---)25(1—1—1—1—14—---):00. (3.2.24)

An infinite number of canonical variables corresponding to an infinite number
of time derivatives acting on a time-dependent variable leads to a theory that

contains infinite number of degrees of freedom.

3.2.2 Scalar Lagrangian with covariant derivatives

As a warm up exercise, let us consider the following action,
= /d% (c0¢2 + c1¢i¢) : (3.2.25)

where ¢ is a generic scalar field of mass dimension 2; and (J = [0/M?, where M is
the scale of new physics beyond the Standard Model, [J is d’Alembertian operator
of the form O = »**V,V,, where 1,, is the Minkowski metric, and ¢y, c¢; are
constants. We can always perform integration by parts on the second term, and

rewrite

16016 = % OV = —%(‘%gf)@oqﬁ n %a@aw, (3.2.26)

therefore the canonical momenta can be expressed, as

o 8L . Cc1 -
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3.3 Infinite derivative scalar field theory

where we have used the notation ¢ = 9y¢, also note that g’ = —8yPpdoo.

The next step is to write down the Hamiltonian density, as:

H=m)— £—2 <b2—cO</5 — 1909
= 2—¢2 — c0¢2 ( P* + 0,00 9) (3.2.28)
= —co#® + W¢2 + W@ww.

Again, if m # 0, or for instance, ¢; # 0, then there are no constraints. The

number of degrees of freedom for the action will be given by,

= (o)} =1 (32:29)

It can be seen from the examples provided that going to higher derivatives
amounts to have infinite number of conjugate momenta and thus infinite number
of degrees of freedom. In the next section we are going to construct an infinite
derivative theory such that the number of the degrees of freedom are physical

and finite.

3.3 Infinite derivative scalar field theory

Before considering any gravitational action, it is helpful to consider a Lagrangian
that is constructed by infinite number of d’Alembertian operators, we build this

action in Minkowski space-time,
I= / d'zoF(D)g,  with:  FO) =) 0", (3.3.30)
n=0

where ¢, are constants. Such action is complicated and thus begs for a more

technical approach, we approach the problem by first writing an equivalent action
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3.3 Infinite derivative scalar field theory

of the form,
Ly = /d“xA?(E)A, (3.3.31)

Where the auxiliary field, A, is introduced as an equivalent scalar field to ¢,

this means that the equations of the motion for both actions (I and I.,,) are

equivalent. In the next step, let us expand the term F([J)A,

?(E)A = Z CnljnA = C()A + C1|jA + CQ|j2A + C3|j3A + - (3332)

n=0

Now, in order to eliminate the contribution of A, 0?4 and so on, we are going
to introduce two auxiliary fields y, and 7,, where the x,’s are dimensionless and
the 7,,’s have mass dimension 2 (this can be seen by parameterising (A, (1?4,

-+ ). We show few steps here by taking some simple examples

e Let our action to be constructed by a single box only, then,
L = /d%AEA. (3.3.33)

Now, to eliminate (JA in the term ACJA, we wish to add a following term

in the above action,

/ d*z 1 Al —OA) = / d*z {XlAm + " (8, x1 A0, A + x10,A0,A) | .
(3.3.34)

where we derived above as follow:

xiAim —04) = xidm — x1ADA
= x1dm —n""x1490,0,A
= x1dm —n"0,(x1A0,A) + 0" 0,x1A0, A+ n"'x10, A0, A
= x1dm + "0, x1A0, A+ n"'x10,A0, A, (3.3.35)

where it should be noted that we have dropped the total derivative and also
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3.3 Infinite derivative scalar field theory

we have absorbed the factor of M2 into x; (the mass dimension of 7, is
modified accordingly). Therefore, here the d’Alembertian operator is not
barred. Finally, we can write down the equivalent action in the following

form,

[eqv = /d43§' <A771 + XlA(ﬁl — DA)) R (3336)

by solving the equation of motion for y;, we obtain

m=U0A, (3.3.37)

and hence, Eqs. (3.3.33)) and (3.3.36)) are equivalent.

Before generalising our method, let us consider the following,
Ly = / d*z [ADA+ ACPA] (3.3.38)
in order to eliminate the term ACJ?A, we add the term

/d4x XoA(ny — Ony) = /d4x [XgAng + 0" (0, x2A0,m + XQGMAﬁym)}
(3.3.39)
We can rewrite action Eq. (3.3.38]) as:

Togw = /d4$ (A(Th +1m2) + x1A(m — OA) + x2A(n2 — im)) . (3.3.40)

Solving the equation of motion for y, yields n, = O, = [J2A.

Similarly, in order to eliminate the terms AC"A and so on, we have to repeat

the same procedure up to (J”. Note that we have established this by solving the

equation of motion for x,, we obtain, for n > 2,

N = 0N,y = O"A. (3.3.41)
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3.3 Infinite derivative scalar field theory

Now, we can rewrite the action Eq. (3.3.31) as,

Ly = /d‘{r{A cOA+ch77n + x1A(m — OA) +ZXZA n — O 1)}

1=2
- /d4x{A(coA+chnn)
n=1

+ 0" (A0x100A + 10, A0, A) + 0™ Y (AdxaOuii-1 + a0, A1)
=2
+ Z AXﬂ?l} ;
=1
= /d4x{A(COA —+ Z Cnnn) + Z Axlm
n=1 =1

+ nOO(Ac%Xl@oA + XlaoAaoA) + 77”(/181)(18]/1 + Xl&AE)]A)

o0

+ 7% Z(Aao)(zaomq + x100Adm-1) + 17 > (AdixiOym—1 + XlaiAajnll)} -

=2 =2
(3.3.42)

where we have absorbed the powers of M~2 into the ¢,’s & X,’s and the mass
dimension of the n,’s has been modified accordingly. Hence, the box operator is
not barred. We shall also mention that in Eq. we have decomposed the
d’Alembertian operator to its components around the Minkowski background:
O = 09,0, = n°0,0y + 1" 0;0;, where the zeroth component is the time coordi-
nate, and {i, j} are the spatial coordinates running from 1 to 3. The conjugate

momenta for the above action are given by:

0L b
= = = | = (Adox1 + 100 A) — Y (0
pa A [ ( 0X1 T X100 — X100Mi— 1}
0L 0L
= = —AQA =& (A0
Px1 aXl a0 ) Py, aXl ( 80771 1)7
0L
Py = 5— = —(Adoxi + X100 A)- (3.3.43)
-1
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3.3 Infinite derivative scalar field theory

where A = 9yA. Therefore, the Hamiltonian density is given by

H = paA+paxi+paXi+ 0y 71— L
= A(COA + Z Cnnn) - Z AXlnl
n=1 =1
— (1" A0, x10,A + 1 x10;A0; A)

— "> (AduxiDumi-1 + xu0u A1) - (3.3.44)

=2

See Appendix for the explicit derivation of ([3.3.44)). Let us recall the equivalent
action (3.3.42)) before integration by parts. That reads as,

Ly = /d4x{A(CoA+Z Cn77n)+X1A(771—DA)+Z XlA(m—Dml)} ; (3.3.45)

n=1 =2

we see that we have terms like :
x1A(m — OA)

and
xitA(m —Omiq), for 1> 2.

Additionally, we know that solving the equations of motion for y,, leads to n, =
(0" A. Therefore, it shall be concluded that the x,,’s are the Lagrange multipliers,
and not dynamical as a result. From the equations of motion, we get the following

primary constraints E|:

o1 ="M — OA ~ 07
(3.3.46)
op=m—Un_1~0.

Let us note that T, is a smooth submanifold of the phase space determined by the primary
constraints; in this section, we shall exclusively use the “~” notation to denote equality on I',.
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3.3 Infinite derivative scalar field theory

In other words, since x,’s are the Lagrange multipliers, o; and o;’s are pri-
mary constraints. The time evolutions of the o,,’s fix the corresponding Lagrange
multipliers A7 in the total Hamiltonian (when we add the terms A\’"o,, to the
Hamiltonian density H); therefore, the ¢,,’s do not induce secondary constraints.

As a result, to classify the above constraint, we will need to show that the Poisson

bracket given by ([3.1.10|) is weakly vanishing:
{om,on}lr, =0, (3.3.47)

so that o,,’s can be classified as first-class constraints. However, this depends on
the choice of F(OJ), whose coefficients are hiding in x’s and n’s. It is trivial to
show that, for this case, there is no second-class constraint, i.e., B = 0, as we do
not have {o,,,0,} # 0. That is, the o,,’s are primary, first-class constraints. In

our case, the number of phase space variables,

24 = 2 {(Apa) (). ()2 | =2 (14 00) =24 00,

~~
n=1, 2, 3,---00

(3.3.48)

For each pair, (,, p,,), we have assigned one variable, which is multiplied by
a factor of 2, since we are dealing with field-conjugate momentum pairs, in the
phase space. In the next section, we will fix the form of F(0) to estimate the
number of first-class constraints, i.e., € and, hence, the number of degrees of
freedom. Let us also mention that the choice of F(0J) will determine the number
of solutions to the equation of motion for A we will have, and consequently these
solutions can be interpreted as first-class constraints which will determine the
number of physical degrees of freedom, i.e. finite/infinite number of degrees of

freedom will depend on the number of solutions of the equations of motion for A.

See more detail on Appendix [G|
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3.3 Infinite derivative scalar field theory

3.3.1 Gaussian kinetic term and propagator

Let us now consider an example of infinite derivative scalar field theory, but with
a Gaussian kinetic term in Eq. (3.3.30)), 7.e. by exponential of an entire function,

Logy = / d'z A(De—D>A. (3.3.49)

For the above action, the equation of motion for A is then given by:
2 (De—D> A=0. (3.3.50)

We observe that there is a finite number of solutions; hence, there are also finitely

many degrees of freedom ﬂ In momentum space, we obtain the following solution,
k=0, (3.3.51)

and the propagator will follow as [68], 03] :

- 1 5
(k%) ~ e M (3.3.52)
where we have used the fact that in momentum space 0 — —k2, and we have

k = k/M. There are some interesting properties to note about this propagator:

e The propagator is suppressed by an exponential of an entire function, which
has no zeros, poles. Therefore, the only dynamical pole resides at k? = 0,
i.e., the massless pole in the propagator, i.e., degrees of freedom N = 1.
This is to say that, even though we have infinitely many derivatives, but
there is only one relevant degrees of freedom that is the massless scalar field.
In fact, there are no new dynamical degrees of freedom. Furthermore, in

the UV the propagator is suppressed.

!Note that, for an infinite derivative action of the form I.4, = [ d*z Acos(0)A, we would
have an infinite number of solutions and, hence, infinitely many degrees of freedom. Note that
the choice of cos(UJ) leads to infinite number of solutions due to the periodicity of the cosine

function. In this footnote we take cos(0J) to illustrate what it means by bad choice of F(OJ).
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3.4 IDG Hamiltonian analysis

e The propagator contains no ghosts (this is because an entire function does
not give rise to poles in the infinite complex plane), which usually plagues
higher derivative theories. By virtue of this, there is no analogue of Ostrogradsky
instability at classical level. Given the background equation, one can indeed

understand the stability of the solution.
The original action Eq. (3.3.49) can now be recast in terms of an equivalent

action as:

]eqv = /d4$ [A(DQ_E)A + XIA(WI - DA) + Z XlA(T]l - Dnl—1>:| :
=2
(3.3.53)

We can now compute the number of the physical degrees of freedom. Note that
the determinant of the phase-space dependent matrix A,,,, = {om, 0.} # 0, so the

o,’s do not induce further constraints, such as secondary constraints. Therefore E],

2A =2 x {(A,pA),(7717]7771)7(772717772)7";} =2x(1+00)=2+00

n

B —0,
2C =2 x (0,) = 2(0) = 0,
:N:%(2/[—3—2@):%(%00—0—00):1. (3.3.54)

As expected, the conclusion of this analysis yields exactly the same dynamical
degrees of freedom as that of the Lagrangian formulation. The coefficients ¢; of
F(0) are all fixed by the form of (e~

3.4 IDG Hamiltonian analysis

In this section we will take a simple action of IDG, and study the Hamiltonian

density and degrees of freedom, we proceed by briefly recap the ADM formalism

'In this case and hereafter in this chapter, one shall include the k2 = 0 solution when
counting the number of degrees of freedom. This can be written in position space as [JA = 0.
Since [JA is already parameterised as 71, the counting remains unaffected.
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3.4 IDG Hamiltonian analysis

for gravity as we will require this in our analysis.

3.4.1 ADM formalism

One of the important concepts in GR is diffeomorphism invariance, i.e. when
one transforms coordinates at given space-time points, the physics remains un-
changed. As a result of this, one concludes that diffeomorphism is a local trans-
formation. In Hamiltonian formalism, we have to specify the direction of time.
A very useful approach to do this is ADM decomposition [121, 122], such de-
composition permits to choose one specific time direction without violating the
diffeomorphism invariance. In other words, choosing the time direction is nothing
but gauge redundancy, or making sure that diffeomorphism is a local transforma-
tion. We assume that the manifold M is a time orientable space-time, which can
be foliated by a family of space like hypersurfaces ¥;, at which the time is fixed
to be constant ¢ = 2°. We then introduce an induced metric on the hypersurface

as
hi; = 9451,

where the Latin indices run from 1 to 3 for spatial coordinates.

In 3 + 1 formalism the line element is parameterised as,
ds® = —N?dt* + hy;(dz' + N'dt)(dz? + N7dt), (3.4.55)

where N is the lapse function and N is the shift vector, given by

N = _goo’ N' = _goo (3.4.56)
In terms of metric variables, we then have
goo = —N? + h;jN' N7, goi = Ni 9ij = hij ,
_ ;N ij iy NN
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3.4 IDG Hamiltonian analysis

Furthermore, we have a time like vector n# (i.e. the vector normal to the hyper-
surface) in Eq. (3.4.55)), they take the following form:

) N
n; =0, n’:—w, no=—-N, n'=N"1. (3.4.58)

From Eq. (3.4.55), we also have /—¢g = Nv/h. In addition, we are going to

introduce a covariant derivative associated with the induced metric h;;:
= M
D;=¢e'vV,.

We will define the extrinsic curvature as:

1
Kij = TON (D;N; + DjN; — 0,h;) . (3.4.59)
It is well known that the Riemannian curvatures can be written in terms of the

3+1 variables. In the case of scalar curvature we have [122]:

. 2 2 .
R=K;KV - K>+ R+ —0,(Vhn"K) — ——8;(Vhh"9.N), (3.4.60
J NG u( n'K) NV ( j ) ( )

where K = h K;; is the trace of the extrinsic curvature, and R is scalar curvature
calculated using the induced metric h;; E|

One can calculate each term in (3.4.60|) using the information about extrinsic
curvature and those provided in (3.4.58)). The decomposition of the d’Alembertian

operator can be expressed as:

O = ¢™V,V, (3.4.61)
= (" +en'n")V,V, = (h7el'e} —n"n")V,V,
= hD;D; —n’"VaV, = Opyp — 1"VaV,,

'We note that the Greek indices are 4-dimensional while Latin indices are spatial and 3-
dimensional.
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3.4 IDG Hamiltonian analysis

where we have used the completeness relation for a space-like hypersurface, i.e.

¢ = —1, and we have also defined V,, = n*V,,.

3.4.2 ADM decomposition of IDG

Let us now take an IDG action. We will restrict ourselves to part of an IDG

action which contains only the Ricci scalar,

S = 1/d‘{x \/—_g{MI%R + R?(E)R] ., F(O) = ifni", (3.4.62)

2
where Mp is the 4-dimensional Planck scale, given by M3 = (87Gy)~!, with
G is Newton’s gravitational constant. The first term is Einstein Hilbert term,
with R being scalar curvature in four dimensions and the second term is the
infinite derivative modification to the action, where 0 = O/M? |, since [J has
dimension mass squared and F(J) will be dimensionless. Note that [J is the
4-dimensional d’Alembertian operator given by U = ¢V ,V,. Moreover, f, are

the dimensionless coefficients of the series expansion.

Having the 3 + 1 decomposition discussed in the earlier section, we rewrite

our original action given in Eq.(3.4.62)) in its equivalent form,

1

Seqv = 5 /d4LE‘ vV —4g |:M12;>A + Aff(lj)A + B(R - A) 3 (3463)

where we have introduced two scalar fields A and B with mass dimension two.
Solving the equations of motion for scalar field B results in A = R. The equations

of motion for the original action, Eq.(3.4.62)), are equivalent to the equations of

motion for Eq. (3.4.63):

§S e = %5{\/——9[1\41%/1 + AF(A+ B(R - A)] } —0=R=A. (3.4.64)
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3.4 IDG Hamiltonian analysis

Following the steps of a scalar field theory, we expand F([J) A,

F(O)A = Z FO"A = foA+ HOA+ fLEPA+ fPA+--- (3.4.65)
n=0
As before, in order to eliminate (JA, (J?A, - - -, we will introduce two new auxiliary

fields x,, and n, with the y,,’s being dimensionless and the 7,’s of mass dimension

two.

e As an example, in order to eliminate (JA in ALJA, we must
add the following terms to Eq. (3.4.63)):

1 _
5/6541’\/ —9X1A(771 - DA)

1

— §/d4x\/—g[X1A'r]1 — x1AOA]
1
2

1
—/d4x\/—g[X1A771 — ¢"0,(x1A0,A)

/ d*z/—glxiAm — ¢"'x1A0,0,A]

2
+ glw MX1A0VA+9“”X18MA8,,A]

1
3 / d*zv/=glx1Am + ¢" 0,x1 A0, A + ¢ x10, A0, Al
1

5 / d*z\/—g [X1A771 + ¢" (0ux1A0, A + x10,A0,A)

(3.4.66)

Solving the equation of motion for y;; yields 7, = A. In the about
derivation we integrated by parts on the second step and have dropped the
total derivative, also we have absorbed the factor of M2 into xi(the mass
dimension of 7; is modified accordingly), hence, the d’Alembertian operator

is not barred.
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3.4 IDG Hamiltonian analysis

e For instance, in order to eliminate the term AJ?A, we add the term

1 - 1

B / d'x x2A(ny—0Om) = 5 / d'x [X2A772 + 9" (Opux2 A0y + X20,A0,m1)
(3.4.67)

Solving the equation of motion for v, yields; 7, = On; = (2 A.

Similarly, in order to eliminate the terms A" A and so on, we have to repeat the
same procedure up to (J". Again, we have shown that by solving the equations

of motion for y,,, we obtain,
Ny = 0Ny = O"A, for n > 2.

Following the above steps, we can rewrite the action Eq. (3.4.63)), as:

Seqv = /d4$\/_{ (MP + fOA + Z fnnn + B(R A) + XlA(nl DA)
+ Z XiA(n — Dm—l)}

/d4x\/_{ (M2+f0A+annn + B(R— A)

n=1

+ 9" (A0 x10,A + x10,A0,A) + g Z(AaquauTh—1 + x10,A0,mi—1)
1=2

+§:Amm}, (3.4.68)
=1

where we have absorbed the powers of M~2 into the f,’s and Y,,’s, and the mass

dimension of 7,,’s has been modified accordingly, hence, the box operator is not

barred.

Note that the gravitational part of the action is simplified. In order to perform

the ADM decomposition, let us first look at the B(R — A) term, with the help of
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3.4 IDG Hamiltonian analysis

Eq. (3.4.60) we can write:

B(R - A) = B(KUKM K2+ R A) _OVLBE — —=0,(0:( BRI,

Vh
(3.4.69)
where from Eq. we expanded the following terms,
2 H
Bﬁa L (Vi K) (3.4.70)
2
—v [ \/EnMK)} - (VMB)W(\/ETL“K)
—V [ZBn“K] — 2V, B)n"K = —2n"(V,B)K = —2V,BK ,
and,
2 .
—BN—\/E@(\/M 9;N) (3.4.71)
2 iy 2 4 iig
:—N—\/ﬁai(B(\/ﬁh a]N))+N\/EaZ(B)\/Eh 8;N
2 7 9. _ 2 5] _ - ij
:N—\/Eai(B)Jﬁh ajN_N\/g (0i(B)Vhh N) \/Ea( .(B)Vhh)
2 y
= —ﬁaj(@-(mﬁh ).

Note that we have used n*V, = V,, and dropped the total derivatives. Further-

more, we can use the decomposition of d’Alembertian operator, given in (3.4.61)),

and also in 3+1, we have /—¢g = Nv/h. Hence, the decomposition of the action
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3.4 IDG Hamiltonian analysis

(13.4.68) becomes:

1 > g
Sew = 3 / d3xN¢E{A(M% T+ foA+ Y fumn) + B(KyKY — K2+ R - A)
n=1

2 ..
— 9V.BK — ——8,(0;(B)Vhh"
N ;(0i(B) )
+ WY (A0x10;A+ x10;A0;A) — (AVax1 VA + X1 VAV A)

+ hY Z(Aainajnl—l +x10;A0;m-1) — Y (AVaxiVam—1 + xiVaAVan_1)

=2 =2

=1

where the Latin indices are spatial, and run from 1 to 3. Note that the y fields
were introduced to parameterise the contribution of (JA, J?A4, ---, and so on.
Therefore, A and n are auxiliary fields, which concludes that y fields have no
intrinsic value, and they are redundant. In other words they are Lagrange mul-
tiplier, when we count the number of phase space variables.

The same can not be concluded regarding the B field, as it is introduced to
obtain equivalence between scalar curvature, R, and A. Since B field is coupled
to R, and the scalar curvature is physical - we must count B as a phase space vari-
able. As we will see later in our Hamiltonian analysis, this is a crucial point while
counting the number of physical degrees of freedom correctly. To summarize, as

we will see, B field is not a Lagrange multiplier, while y fields are.

3.4.3 f(R) gravity

Before proceeding further in our analysis and count the number of degrees of
freedom for IDG, it is worth providing a well known example to test the machinery

we build so far. To this end, let us consider the action for f(R) gravity,

S = i /d4x\/—_gf(R), (3.4.73)
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3.4 IDG Hamiltonian analysis

where f(R) is a function of scalar curvature and k = 87Gy. The equivalent
action for above is then given by,

1

SQ&

/d4x\/—_g(f(A) + B(R - A)) , (3.4.74)

where again solving the equations of motion for B, one obtains R = A, and hence

it is clear that above action is equivalent with Eq. (3.4.73]). Using Eq. (3.4.69))

we can decompose the action as,

S = 2i / d%N\/E(f(A) + B(KUK” K24 R— A) — 9V.BK
K
2

Vh

Now that the above action is expressed in terms of (hg, N, N¢, B, A), and their

@-(@(B)\/ﬁhij)). (3.4.75)

time and space derivatives. We can proceed with the Hamiltonian analysis and

write down the momentum conjugate for each of these variables:

o= 9% VhB(KY — hWWEK) —VhV,Bh9, — pp= 95 _ —2VhK,
Oh; OB
oL oL oL
= = ~0, = = ~0, = A 3.4.76
Y ™ TN AT (3470

where A = 9y A is the time derivative of the variable. We have used the “~” sign
in Eq. (3.4.76)) to show that (pa, 7™y, ;) are primary constraints satisfied on the
constraint surface:

Fp:<pA%07 WN%O, 71—2%0)

I', is defined by the aforementioned primary constraints. For our purposes,
whether the primary constraints vanish globally (which they do), i.e., through-
out the phase space, is irrelevant. Note that the Lagrangian density, £, does not

contain A, N or N, therefore, their conjugate momenta vanish identically.
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3.4 IDG Hamiltonian analysis

We can define the Hamiltonian density as:

H= Wijhzj —i—pBB—L
= NHy + N'H;,
where Hy = 7y, and H; = 7;. By using Eq. (3.4.77)), we can write
2 TPB B,

1 1
Hy = _ n

N VhB sVhB 3vh  6vh P
—VhBR + VhBA + 20;[Vhh78,|B + f(A),

i hikhjlﬂ'kl —

and,

H;, = —2hy, V7 + ppoiB .

Therefore, the total Hamiltonian can be written as,

Htot = /d3l':}c

_ / &P <N}CN NG 4 M pa + Ay + x‘m) ,

where A, ANV, X" are Lagrange multipliers, and we have G4 = pa.

3.4.3.1 Classification of constraints for f(R) gravity

(3.4.77)
(3.4.78)

(3.4.79)

(3.4.80)

(3.4.81)

(3.4.82)

Having vanishing conjugate momenta means we can not express A, N and N°* as

a function of their conjugate momenta and hence py ~ 0, 7y ~ 0 and m; ~ 0

are primary constraints, see (|3.4.76)). To ensure the consistency of the primary

constraints so that they are preserved under time evolution generated by total

Hamiltonian Hy.;, we need to employ the Hamiltonian field equations and enforce

that H and J(; be zero on the constraint surface I'p,

ﬁ_N:_ég{tot::H:NzO’ ﬁ_i:_é‘j{tot:g{izoy

IN?

90

(3.4.83)



3.4 IDG Hamiltonian analysis

such that Hy ~ 0 and H; ~ 0, and therefore they can be treated as secondary

constraints.

Let us also note that I'; is a smooth submanifold of the phase space determined
by the primary and secondary constraints; hereafter in this section, we shall
exclusively use the “~” notation to denote equality on I'y. It is usual to call
Hy as the Hamiltonian constraint, and H; as diffeomorphism constraint. Note
that Hy and H; are weakly vanishing only on the constraint surface; this is why

the r.h.s of Eqgs. (3.4.79) and (3.4.80|) are not identically zero. If 7y = Hy and

7; = H; were identically zero, then there would be no secondary constraints.

Furthermore, we are going to define G4, and demand that G4 be weakly zero

on the constraint surface I'y,
_ o . 59{tot . \/_ /
Ga=0pa=A{pa, i} = ———— = —VhN(B+ f'(A)) =0, (3.4.84)

which will act as a secondary constraint corresponding to primary constraint

pa ~ 0. Hence,

I=pam0, iy =0, m~0, G4a~0, Hy~0, H;~0).

Following the definition of Poisson bracket in Eq., we can see that
since the constraints Hy and H; are preserved under time evolution, i.e., Hy =
{Hn, Hiot }Hr, = 0 and H;, = {H;, Hiot Hr, = 0, and they fix the Lagrange multi-
pliers AN and A’. That is, the expressions for Hy and H; include the Lagrange
multipliers AN and \%; thus, we can solve the relations Hy ~ 0 and H; ~ 0
for AV and M, respectively, and compute the values of the Lagrange multipliers.
Therefore, we have no further constraints, such as tertiary ones and so on. We

will check the same for G4, that the time evolution of G4 defined in the phase
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3.4 IDG Hamiltonian analysis

space should also vanish on the constraint surface I'y,

GA = {GA7 :H:tot}

Q

(5GA (Sj'ctot . (5GA &}Ctot
5N 57TN (sﬂ'N 5N
(5GA (Sj'ctot . (5GA &}Ctot
5hij 57Tij 67Tij 6}11]
(5GA (Sj'ctot . (5GA &}Ctot
0B 6])3 (SpB OB
(SGA (Sj'ftot 5CTvA (Sg{tot
0A dpa 0B 0pg

e
a

5GA (Sj'ftot . 5GA &}Ctot
5GA (Sj'ctot . 5GA 55{1&01&
0A Opa opa O0A

N{ g (27r - QBpB> — 2VAN'9,B — Vi f”(A))\A}

0.

(3.4.85)

The role of Eq. ([3.4.85) is to fix the value of the Lagrange multiplier A* as long

as f"(A) # 0. We demand that f”(A) # 0 so as to avoid tertiary constraints. As

a result, there are no tertiary constraints corresponding to G 4.

The next step in our Hamiltonian analysis is to classify the constraints. As

shown above, we have 3 primary constraints for f(R) theory. They are:

7TN%O7 Wi%()? pAzov

and there are three secondary constraints, that are:

j{N%07 J'CZQJ'O, GAzO
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3.4 IDG Hamiltonian analysis

Following the definition of Poisson bracket in Eq. (3.1.10]), we have:

(ry.m} = omN O B (57TN@ N o 0T B onn 0T
MRl =\ 6N 6ry  Omy ON SNidm;  om ON°

n omN O B omN OT; n omN O B 57TN@
5hjij omtd o 5hl] 0A (SpA 5pA 0A

oy O0m; 0wy Oy
— ~0. 4.
* (53 505 Ops 53) ’ (3.4.86)

In a similar fashion, we can prove that:

{mnv vt =A{nn, m} ={nn.pa} = {7y, Hn} = {mn, Hi} = {7n, Ga} = 0
{mi, i} = {mi, pa} = {m, Hn} = {7, Hs} = {m,Ga} = 0

{pa,pa} = {pa, Hn} = {pa, H;} = 0

{Hn, Hn} ={Hn,H;} ={Hn,Ga} =0

(3, 3} = {5, Ga} ~ 0

(G, Ga} ~ 0. (3.4.87)

The only non-vanishing Poisson bracket on I’y is

padGs  0G
{pa, Ga} = —(%5—; =~ = —VRNS(A4) £ 0. (3.4.88)

Having {pa, Ga} # 0 for f”(A) # 0 means that both ps and G4 are second-class
constraints. The rest of the constraints (my,m;, Hy, H;) are to be counted as

first-class constraints.

3.4.3.2 Number of physical degrees of freedom in f(R) gravity

Having identified the primary and secondary constraints and categorising them

into first and second-class constraints E|, we can use the formula in (3.1.16)) to

'Having first-class and second-class constraints means there are no arbitrary functions in
the Hamiltonian. Indeed, a set of canonical variables that satisfies the constraint equations
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3.4 IDG Hamiltonian analysis

count the number of the physical degrees of freedom. For f(R) gravity, we have,

2A = 2% {(hij,77), (N, 7n), (N*,m), (A, pa), (B, pp)}
= 26+1+3+1+1)=24,
B = (pa,Ga)=(1+1)=2,
20 = 2x (my. 7, Hy, Hy) = 2(1 +3+1+3) = 16,
N = %(24—2—16):3. (3.4.89)

Hence f(R) gravity has 3 physical degrees of freedom in four dimensions; that

includes the physical degrees of freedom for massless graviton and also an extra

scalar degree of freedom [1]

Let us now briefly discuss few cases of interest:

e Number of degrees of freedom for f(R) = R + aR*:
For a specific form of
f(R) = R+ aR?, (3.4.90)

where o = (6M?)~! to insure correct dimensionality. In this case we have,
{pa,Gat = —VENf"(A) = —2V/hN 0. (3.4.91)

The other Poisson brackets remain zero on the constraint surface I';, and
hence we are left with 3 physical degrees of freedom. These 3 degrees of are
corresponding to the two polarised degrees of freedom for massless graviton,
and one scalar mode. This extra degree of freedom which is a spin-0 particle

is not a ghost and is non-tachyonic.

Number of degrees of freedom for f(R) = R:
For Einstein Hilbert action f(R) is simply,

f(R) =R, (3.4.92)

determines the physical state.
'We may note that the Latin indices are running from 1 to 3 and are spatial. Moreover,
(hij, ) pair is symmetric therefore we get 6 from it.
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3.4 IDG Hamiltonian analysis

for which,

{pa,Gay = —VhNf"(A) = 0. (3.4.93)

Therefore, in this case both py and G4 are first-class constraints. Hence,
now our degrees of freedom counting formula in Eq. (3.1.16]) takes the

following form:

24 = 2 {(hyj,7), (N, 7x), (N', ), (A, pa). (B.pp)}
= 26+14+3+1+1)=24,
B = 0,
2C = 2x (wn,m, Hn, Hiypa,Ga) =2(14+34+1+3+1+1) =20,
N = %(24—0—20):2, (3.4.94)

which coincides with that of the spin-2 graviton as expected from the

Einstein-Hilbert action.

3.4.4 Constraints for IDG

The action and the ADM decomposition of IDG has been explained explicitly so

far. In this section, we will focus on the Hamiltonian analysis for the action of

the form of Eq. (3.4.62)). The first step is to consider Eq. (3.4.72)), and obtain

the conjugate momenta,

0L 0L
= — & O, T = —
ON ON'?

~0, ai= OF VhB(K — hiK) — VRV BhY,

1

0L > oL
= = = Vh| = (AVax1 + x1Vad) — Vani-1)!, == = 2VhK,
PA= 3 [ ( X1+ X1 ) ;(Xl M 1)} PE= 5

TN

0L oL
_ 98 havaA, py =25 - VRAVa),
Pxu 8X1 \/_ \4 Px, aXl \/_< \4 M 1)
oL
Py = % = _\/E(Aanl + lenA)' (3495)
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3.4 IDG Hamiltonian analysis

as we can see in this case, the time derivatives of the lapse, i.e. N, and the shift

function, N, are absent. Therefore, we have two primary constraints,
™ ~ 0, T, = 0. (3496)

The total Hamiltonian is given by:

Hyp = / d*z H (3.4.97)

= / dx (NJ{N + N3+ A\V7y + Aim) : (3.4.98)

where MVand A are Lagrange multipliers and the Hamiltonian density is given

by:

H= Wijhij + pAA —i—pBB + Py X1+ Py X1+ Py -1 — L (3.4.99)

= NHy + N'KH;, (3.4.100)

using the above equation and after some algebra we have:
1 1 Y
Hy = —— ° —
Y VaB 3vhB 3vh

B )
+ﬁp23 — VhBR + VhBA + 20,[Vhh 9, B

7 hikhﬂﬂ'kl —

(3.4.101)

1 X1 I X1
_mpxl (pA - me) - A—\/E ZZ;sz (pmq - ZpM)

n 1 o0
—Vhy Ay — Vh=A(M? A nn
\/_; X1 \/_2 (Mp + fo +;f77)

—Vhh7 (Adix10;A + x10;A0;A) — Vhh7 Y “(Adixidimi—1 + xi0:A0mi1) |

=2

o6



3.4 IDG Hamiltonian analysis

and,

Hi = —2hy Vi + a0, A+ py, 0ix1 + pOiB + E (Px.Oixt + Py, Oiti—1) -
=2
(3.4.102)

As described before in Eq. (3.4.83]), we can determine the secondary constraints,
by:
(3.4.103)

We can also show that, on the constraint surface I'y, the time evolutions Hy =
{Hn, Hy} ~ 0 and H; = {H;, Hyo} ~ 0 fix the Lagrange multipliers AN and X,

and there will be no tertiary constraints.

3.4.4.1 Classifications of constraints for IDG

As we have explained earlier, primary and secondary constrains can be classified
into first or second-class constraints. This is derived by calculating the Poisson
brackets constructed out of the constraints between themselves and each other.
Vanishing Poisson brackets indicate first-class constraint and non vanishing Pois-

son bracket means we have second-class constraint.
For IDG action, we have two primary constraints: wn ~ 0 and m; =~ 0, and
two secondary constraints: Hy =~ 0, H; ~ 0, therefore we can determine the

classification of the constraints as:

{7TN7 ﬂ-i} -

571']\[ (S?Ti _57TN@ i (S?TN(STFZ‘_(STFN (S7Ti 4 (57TN (S?TZ‘
ON oy  OmnON ONtom;  om; ON? dh;j omii

B (S?TN 571'2‘
omii 5h1]

571']\[577'%'_571']\[@ 4 57TN5771'
0A dpa  Opa 0A 0B dpp

omN 0T B 57TN@ N onn Oy _ orn 0T ~0
5Xl (prl 5pxz 5Xl 5771—1 517771_1 5pm_1 6nl—1 ‘

o7

_(SWN@ i (S?TN 57Ti _(S?TN(;WZ‘
5pB OB 5X1 6px1 6px1 6X1

(3.4.104)
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In a similar manner, we can show that:

{mn,7n} ={nn,m} ={rn,Hn} = {nn,H;} = 0

{mi,mi} ={mi, Hn} = {m;, H;} = 0

{Hn, Hn} ={Hy,H;} =0

(3, 9} ~ 0. (3.4.105)

Therefore, all of them (my, m;, Hn, H;) are first-class constraints. We can estab-

lished that by solving the equations of motion for y,, yields
m= DA, e, M= Dnl—l = DlA7

for [ > 2. Therefore, we can conclude that the x,’s are Lagrange multipliers, and

we get the following primary constraints from equations of motion,

El =1 — Dnl—l = 0, (34106)

where [ > 2. In fact, it is sufficient to say that n; —[JA ~ 0 and n,— 1 =~ 0 on
a constraint surface spanned by primary and secondary constraints, i.e., (Tn ~

0, m ~0, Hy=~0, H;~0, =, ~0). As a result, we can now show,
{2, 78} ={Z,m} ={E., Hn} ={2.,, H;} = {=., 2.} = 0; (3.4.107)

where we have used the notation &, which is a sufficient condition to be satisfied
on the constraint surface defined by I'y = (7y = 0, m; = 0, Hy = 0, H; =
0, =, =~ 0), which signifies that =,’s are now part of first-class constraints. We
should point out that we have checked that the Poisson brackets of all possible
pairs among the constraints vanish on the constraint surface I';; as a result, there

are no second-class constraints.
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3.4 IDG Hamiltonian analysis

3.4.4.2 Physical degrees of freedom for IDG

We can again use to compute the degrees of freedom for IDG action
(13.4.62). First, let us establish the number of the configuration space variables,
A. Since the auxiliary field y,, are Lagrange multipliers, they are not dynamical
and hence redundant, as we have mentioned earlier. In contrast we have to count

the (B, py) pair in the phase space as B contains intrinsic value. For the IDG

action Eq. (3.4.62), we have:

2A

(.

2 ¢ { g ), O, (V% 70, (). (4 ), () ). |

o~
n=1, 2, 3,00

= 2x(64+14+3+1+1+00)=24+ 00, (3.4.108)

we have (7, pp,) and for each pair we have assigned one variable, which is mul-
tiplied by a factor of 2 since we are dealing with field-conjugate momentum pairs
in the phase space. Moreover, as we have found from the Poisson brackets of all
possible pairs among the constraints, the number of the second-class constraints,
B, is equal to zero. In the next sub-sections, we will show that the correct number

of the first-class constraints depends on the choice of F(OJ).

3.4.5 Choice of F(1J)

In this sub-section, we will focus on an appropriate choice of F(OJ) for the action
Eq., such that the theory admits finite relevant degrees of freedom (this is
what we want to satisfy when choosing the form of F(0J)). From the Lagrangian
point of view, we could analyse the propagator of the action Eq.. It was

found in Refs. [53], 68] that F(O) can take the following form,

FO) = ME~—L— (3.4.109)

The choice of ¢(J) determines how many roots we have and how many poles are
present in the graviton propagator, see Refs. [53] [68, 93]. Here, we will consider

two choices of ¢(LJ), one which has infinitely many roots, and therefore infinite
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3.4 IDG Hamiltonian analysis

poles in the propagator. For instance, we can choose
c(d) = cos(OJ), (3.4.110)

then the equivalent action would be written as:

cos(l)) — 1

Seqn = %/d4x\/—_g[M]23 (A+A( )A) +B(R—A)1 . (3.4.111)

By solving the equations of motion for A, and subsequently solving for cos([]) we
get,

k2(BMp* —1)
24 ’

cos(k?) =1 — (3.4.112)

where in the momentum space, we have (O — —k?, around Minkowski space),
and also note & = k/M; where B has mass dimension 2. From (F.0.10) in

appendix [F], we have that

4A
B = M3 (1 + @) : (3.4.113)

Therefore, solving cos(k?) = %, we obtain infinitely many solutions. We observe
that there is an infinite number of solutions; hence, there are also infinitely many
degrees of freedom. These, infinitely many solutions can be written schematically

as:

U, =0A+a;A=0,
Wy = OA 4+ asA =0,
Uy = A+ azA =0,
(3.4.114)
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3.4 IDG Hamiltonian analysis

or, in the momentum space,

A’ + Aa =0= k2 =qq,
—AK* + Aay = 0= k2 =ay,
—Ak* + Aas = 0= k* = a3,

(3.4.115)
Now, acting the [J operators on Eq. (3.4.114)), we can write
D\DQ = DQA -+ GQDA,
0?03 = P A + a3[PA,
O ', =0"A + a,0" A,
(3.4.116)

As we saw earlier it is possible to parameterize the terms of the form [JA, [J2A,
etc, by employing the auxiliary fields y;, n;, for [ > 1. Therefore, we can write

the solutions V,, as follows:

Ty = +aA=0,
Wy =1y +agm =0,
Uy =13 + agny = 0.
(3.4.117)

We should point out that we have acted the operator (J on ¥y, the operator [1?

on W3, etc. in order to obtain \11/2, \IJ;,, etc. As a result, we can rewrite the term
A+ Mp2AF(D)A, as

A+ MpPAF(O)A = a0, [ O, (3.4.118)

n=2
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3.4 IDG Hamiltonian analysis

We would also require ¢, auxiliary fields acting like Lagrange multipliers. Now,

absorbing the powers of M =2 into the coefficients where appropriate,

1 o
3 /d4:c \/—_g[M,%ao H Un+ B(R—A) + xaA(m — UA)

n=1

Seqv =

+szAm Oni—t) + é1 (41 — +Z¢n n — O )

=2
(3.4.119)

where ag is a constant and, let us define ®; = ¢ — \I!/1 and, for n > 2, ¢, =

¥, — O . Then the equations of motion for ¢, will yield:
®, =, — O =0. (3.4.120)

Again, it is sufficient to replace v, — D_"“\I/;L = 0 with v, — D_"H\Il;l ~ 0
satisfied at the constraint surface. As a result there are n primary constraints in
®,,. Moreover, by taking the equations of motion for y,,’s and ¢,,’s simultaneously,
we will obtain the original action, see Eq. . The time evolutions of the
Z,’s & ®,’s fix the corresponding Lagrange multipliers A= & A®" in the total
Hamiltonian (when we add the terms A==, & A*»®,, to the integrand in (3.4.98)));
hence, the Z,’s & ®,,’s do not induce secondary constraints.

Now, to classify these constraints, we can show that the following Poisson
brackets involving ®,, on the constraint surface (my ~ 0,m; ~ 0, Hy ~ 0,H; ~
0,2, ~0,P, ~0) are satisﬁedﬂ

{(I)n>7TN} = {(I)naﬂi} = {(I)mj{N} = {(I)na:]{i} = {q)maEn} = {(I)mv (I)n} ~0,
(3.4.121)
which means that the ®,’s can be treated as first-class constraints. We should
point out that we have checked that the Poisson brackets of all possible pairs

among the constraints vanish on the constraint surface I'y; as a result, there are

'Let us note again that I'; is a smooth submanifold of the phase space determined by the
primary and secondary constraints; hereafter in this section, we shall exclusively use the “x”
notation to denote equality on I'y.
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3.4 IDG Hamiltonian analysis

no second-class constraints. Now, from Eq. (3.4.108]), we obtain:

2A=2x {(hijaﬂij)7 (N7 7TN)7 (Nivﬂ-i)a (B,pb), (AapA)a (nlapm)a (772ap772)7 : ,}

n

=2x(6+1+3+1+1+4+00)=24+00

B =0,

2€E2X (WN,WZ,:]‘CN,:H:Z,En,q)n):2(1+3+1+3+OO+OO):16+OO+OO,
1

N= (24 -3 -20) = 0. (3.4.122)

As we can see a injudicious choice for F(OJ) can lead to infinite number of degrees
of freedom., and there are many such examples. However, our aim is to come
up with a concrete example where IDG will be determined solely by massless
graviton and at best one massive scalar in the context of Eq. .

3.4.6  F(e) and finite degrees of freedom

In the definition of F(0) as given in Eq. (3.4.109), if

o) = O, (3.4.123)
where «(0J) is an entire function, we can decompose the propagator into partial
fractions and have just one extra pole apart from the spin-2 graviton. Conse-
quently, in order to have just one extra degree of freedom, we have to impose
conditions on the coefficient in F((J) series expansion (The reader may also con-
sult Appendix. Moreover, to avoid [J~! terms appearing in the F(CJ), we must

have that,
(@) =) e,0, (3.4.124)
n=0

with the first coefficient ¢y = 1, therefore:

F(O) = (%)2 Y cunl, (3.4.125)
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3.4 IDG Hamiltonian analysis

Suppose we have ¢((J) = e~9, then using Eq. (3.4.109) we have,
FO)=>_ fu0, (3.4.126)
n=0

where the coefficient f,, has the form of,

MP 2(_1 n+1
fn = ( M) (n+)1)! , (3.4.127)

Indeed this particular choice of ¢([J) is very well motivated from string field
theory [53]. In fact the above choice of (CJ) = —[ contains at most one extra
zero in the propagator corresponding to one extra scalar mode in the spin-0

component of the graviton propagator [68, 93]. We rewrite the action as:

1 01
Seqv = 5 /d43§‘ vV —4g |:M]23 (A + A(e )A> + B(R — A)] . (34128)
The equation of motion for A is then:
2 e -1
ME(1+2( JA] —=B=0. (3.4.129)

In momentum space, we can solve the equation above:

k2(BMp* —1)

E2
—1-
¢ 2A )

(3.4.130)

where in the momentum space [J — —k? (on Minkowski space-time) and also
k = k/M. From Eq. (F.0.15) in the appendix , we have, e*’ = %, therefore
solving Eq. (3.4.130)), we obtain

4A
B = M} (1 + @) : (3.4.131)
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Note that we obtain only one extra solution (apart from the one for the massless
spin-2 graviton). We observe that there is a finite number of real solutions; hence,
there are also finitely many degrees of freedom. The form of the solution can be

written schematically, as:
Q=0A+b0A=0, (3.4.132)

or, in the momentum space,
—AK* + Aby = 0= k* =, (3.4.133)

Now, we can parameterize the terms like A, [J2A, etc. with the help of auxiliary

fields x; and 7, for [ > 1. Therefore, equivalently,
Q=m+bA=0. (3.4.134)

Consequently, we can also rewrite the term AJ(CJ)A with the help of auxiliary
fields p and w. Upon taking the equations of motion for the field p, one can recast
A+ Mp2AF(D)A = bow G(A,m1,79,...). Hence, we can recast the action, Eq.

(13.4.128)), as,

1
Seqv = 5 /d4£L' vV —g |:M123b0w 9(A77717 N2, ... ) + B<R - A) + XlA(nl - DA)
+ Z XtA(m —Ony) + p(w — Q’) , (3.4.135)

=2

where by is a constant, and we can now take p as a Lagrange multiplier. The

equation of motion for p will yield:

O=w-0 =0. (3.4.136)
Note that © = w — Q" ~ 0 will suffice on the constraint surface determined by
primary and secondary constraints (my ~ 0,m; ~ 0, Hy ~ 0,H; ~0,=Z, = 0,0 ~

0). As a result, © is a primary constraint. The time evolutions of the Z,’s &

O fix the corresponding Lagrange multipliers A=» & A® in the total Hamiltonian
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(when we add the terms A2, & A0 to the integrand in (3.4.98)); hence, the
=,’s & O do not induce secondary constraints.

Furthermore, the function G(A,n;,19,...) contains the root corresponding
to the massless spin-2 graviton. Furthermore, taking the equations of motion

for x,’s and p simultaneously yields the same equation of motion as that of in
Eq. (3.4.128). The Poisson bracket of © with other constraints will give rise to

(0, 7y} = {0, 1) = {0, Ky} = {0,%,} = {6,5,} = {6,0) ~0, (3.4.137)

where ~ would have been sufficient. This leads to © as a first-class constraint.

Hence, we can calculate the number of the physical degrees of freedom as:

2‘A =2X {(hzjaﬂ-w>7 (N7 7TN); (Niaﬂ-i)7 (vab)7 (AapA)7£n1apﬂ1)7 (772ap772)7 : 1}

n

—2x (6+1+3+1+1+00)=24+00

B =0,

26=2x (my, 7, Hy, H;,2,,0) =2(1+34+14+3+00+1) =18 + o0,
N:%(QA—B—QG):%(24—1—00—0—18—00):3. (3.4.138)

This gives 2 degrees of freedom from the massless spin-2 graviton in addition to

an extra degree of freedom as expected from the propagator analysis. This extra

degree of freedom which is not a ghost or tachyon comes from the choice of F(J),

in fact we have that F(OJ) = M3 673_1 and this function admits one pole and

hence one degree of freedom. This is shown explicitly on Appendix [F] Moreover,
note that the choice of F(0J) is such that we avoid (0~ terms.

3.5 Summary

In this chapter we used Hamiltonian analysis to study the number of the degrees
of freedom for an infinite derivative theory of gravity (IDG). In this gravitational
modification, IDG contains infinite number of covariant derivatives acting on the

Riccei scalar.
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3.5 Summary

In Lagrangian framework, the number of the degrees of freedom is determined
from the propagator analysis. Particularly, it hinges on the number of the poles
arising in the propagator. The results of this chapter support the original idea
that both Lagrangian and Hamiltonian analysis will yield similar conclusions for
infinite derivative theories with Gaussian kinetic term [53]. In case of IDG, one
can study the scalar and the tensor components of the propagating degrees of
freedom [68, 093], and for Gaussian kinetic term which determines F(0J), there
are only 2 dynamical degrees of freedom. In order to make sure that there are
no poles other than the original poles (corresponding to the original degrees of
freedom ) in the propagator, one shall demand that the propagator be suppressed
by exponential of an entire function. An entire function does not have any poles in
the finite complex plane This choice of propagator determines the kinetic term in
Lagrangian for infinite derivative theories. For a scalar toy model the kinetic term
becomes Gaussian, i.e., F = Oe 2, while in gravity it becomes F = M%Dfl(efi—
1).

From the Hamiltonian perspective, the essence of finding the dynamical de-
grees of freedom relies primarily on finding the total configuration space vari-
ables, and first and second-class constraints. As expected, infinite derivative
theories will have infinitely many configuration space variables, and so will be
first and second-class constraints. However, for a Gaussian kinetic term, F =
M2 (e7™ — 1), the degrees of freedom are finite and the gravitational action
we considered admits 3 relevant degrees of freedom, two for the massless graviton

and an extra scalar mode that is not ghost or tachyonic.
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Chapter 4

Boundary terms for higher

derivative theories of gravity

In this chapter we wish to find the corresponding Gibbons-Hawking-York term for
the most general quadratic in curvature gravity by using Coframe slicing within
the ADM decomposition of space-time in four dimensions.

Irrespective of classical or quantum computations, one of the key features of
a covariant action is to have a well-posed boundary condition. In particular, in
the Euclidean path integral approach - requiring such an action to be stationary,
one also requires all the boundary terms to disappear on any permitted varia-
tion. Another importance of boundary terms manifests itself in calculating the
black hole entropy using the Euclidean semiclassical approach, where the entire
contribution comes from the boundary term [104] 132 [133].

It is well known that the variation of the EH action leads to a boundary term
that depends not just on the metric, but also on the derivatives of the metric.
This is due to the fact that the action itself depends on the metric, along with
terms that depend linearly on the second derivatives. Normally, in Lagrangian
field theory, such linear second derivative terms can be introduced or eliminated,
by adding an appropriate boundary term to the action. In gravity, the fact that
the second derivatives arise linearly and also the existence of total derivative

indicates that the second derivatives are redundant in the sense that they can
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be eliminated by integrating by parts, or by adding an appropriate boundary
term. Indeed, writing a boundary term for a gravitational action schematically
confines the non-covariant terms to the boundary. For the EH action this ge-
ometrically transparent, boundary term is given by the Gibbons-Hawking-York
(GHY) boundary term [102]. Adding this boundary to the bulk action results in
an elimination of the total derivative, as seen for f(R) gravity [134] 135].

In the Hamiltonian formalism, obtaining the boundary terms for a gravita-
tional action is vital. This is due to the fact that the boundary term ensures that
the path integral for quantum gravity admits correct answers. As a result, ADM
showed [121] that upon decomposing space-time such that for the four dimen-
sional Einstein equation we have three-dimensional surfaces (later to be defined
as hypersurfaces) and one fixed time coordinate for each slices. We can there-
fore formulate and recast the Einstein equations in terms of the Hamiltonian and

hence achieve a better insight into GR.

In the ADM decomposition, one foliates the arbitrary region M of the space-
time manifold with a family of spacelike hypersurfaces ;, one for each instant
in time. It has been shown by the authors of [136] that one can decompose a
gravitational action, using the ADM formalism and without necessarily moving
into the Hamiltonian regime, such that we obtain the total derivative of the
gravitational action. Using this powerful technique, one can eliminate this total

derivative term by modifying the GHY term appropriately.

The aim of this chapter is to find the corresponding GHY boundary term for
a covariant IDG. We start by providing a warm up example on how to obtain a
boundary term for an infinite derivative, massless scalar field theory. We then
briefly review the boundary term for EH term and introduce infinite derivative
gravity. We shall set our preliminaries by discussing the time slicing and reviewing
how one may obtain the boundary terms by using the 3+ 1 formalism. We finally
turn our attention to our gravitational action and find the appropriate boundary

terms for such theory.
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4.1 Warming up: Infinite derivative massless scalar field theory

4.1 Warming up: Infinite derivative massless
scalar field theory

Let us consider the following action of a generic scalar field ¢ of mass dimension

2:
Sy = / d*z 0", (4.1.1)

where U = 0"V, V,,, where 1, is the Minkowski metricE]and n € Nyg. General-
ising, we have that 0" =[]\, n**V,,V,,. The aim is to find the total derivative
term for the above action. We may vary the scalar field ¢ as: ¢ — ¢+ d¢. Then

the variation of the action is given by

5Sy = / d'z [6¢0"¢ + ¢d(0"9)] |
= [t oo+ o0as).
— / d*z [(20%¢)6¢ + X, (4.1.2)

where now X are the 2n total derivatives:

X = / d*z [V, (eVHO"'6¢) — V#(V 00" '6¢)
+ VA(OeVAO"26¢) — VNV A" 26¢) + - - -
+ V(O 1'¢VIp) — V7 (V.0 '¢de)]. (4.1.3)

(13 b

where in the above equation indicates the intermediate terms.

Let us now consider a more general case

S, = / diz 6F(O)o, (4.1.4)

!The O term comes with a scale [1/M?. In our notation, we suppress the scale M in order
not to clutter our formulae for the rest of this chapter.
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4.2 Introducing Infinite Derivative Gravity

where F(O) = >, c,[0", where the ‘c,’s are dimensionless coefficients. In this

case the total derivatives are given by
oo 2n
X=> c / d'z ) (1), (VU eV e se), (4.1.5)
n=1 j=1

where the superscript V) indicate the number of covariant derivatives acting
to the right. Therefore, one can always determine the total derivative for any
given action, and one can then preserve or eliminate these terms depending on
the purpose of the study. In the following sections we wish to address how one

can obtain the total derivative for a given gravitational action.

4.2 Introducing Infinite Derivative Gravity

The gravitational action is built up of two main components, the bulk part and
the boundary part. In the simplest and the most well known case [102], for the
EH action, the boundary term are the ones known as Gibbons-Hawking-York
(GHY) term. We can write the total EH action in terms of the bulk part and the
boundary part simply as, (See Appendix |C|for derivation),

Sa = Sgy+Sg

_ 1/d4x\/—_ng+
M

1
87TGN M

T Pye|h|'P K, (4.2.6)
where R is the Ricci-scalar, and K is the trace of the extrinsic curvature with
K;; = —V;n;, M indicates the 4-dimensional region and M denotes the 3-
dimensional boundary region. h is the determinant of the induced metric on the
hypersurface M and ¢ = n*n, = £1, where € is equal to —1 for a spacelike
hypersurface, and is equal to +1 for a timelike hypersurface when we take the
metric signature is “mostly plus”; i.e. (—,+,+,+). A unit normal n, can be
introduced only if the hypersurface is not null, and n* is the normal vector to the

hypersurface.

71



4.3 Time Slicing

Indeed, one can derive the boundary term simply by using the variational
principle. In this case the action is varied with respect to the metric, and it
produces a total-divergent term, which can be eliminated by the variation of
Sp, [102]. Finding the boundary terms for any action is an indication that the
variation principle for the given theory is well posed.

As mentioned earlier on, despite the many successes that the EH action
brought in understanding the universe in IR regime, the UV sector of gravity
requires corrections to be well behaved. We shall recall the most general covari-

ant action of gravity, which is quadratic in curvature,

S = Spu+ Suv

_ 1 4 — uv
=~ TorGs /d /=g [SR + a(RF(O)R + R, F2(O)R
F R Ty DR, with F(O) =Y f,0°,  (42.7)
n=0

where « is a constant with mass dimension —2 and the ‘f; ’s are dimensionless
coefficients. For the full equations of motion of such an action, see [I11]. The
aim of this chapter is to seek the boundary terms corresponding to Sy, while

retaining the Riemann term.

4.3 Time Slicing

Any geometric space-time can be recast in terms of time like spatial slices, known
as hypersurfaces. How these slices are embedded in space-time, determines the
extrinsic curvature of the slices. One of the motivations of time slicing is to
evolve the equations of motion from a well-defined set of initial conditions set at

a well-defined spacelike hypersurface, see [137, [138].

4.3.1 ADM Decomposition

In order to define the decomposition, we first look at the foliation. Suppose that

the time orientable space-time M is foliated by a family of spacelike hypersurfaces
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4.3 Time Slicing

¥, on which time is a fixed constant ¢ = 2°. We then define the induced metric
on the hypersurface as h;; = gij|t7 where the Latin indices run from 1 to 3 E| Let

us remind the line element as given in section [3.4.1], [139]:

ds® = —(N? — B,3")dt* + 2B;idx'dt + h;jdx'da’ (4.3.8)
where
1
N =
— g0
is the “lapse” function, and
0i
; g
§— -
%0

is the “shift” vector.
In the above line element Eq. (4.3.8)), we also have \/—¢g = Nv/h. The induced
metric of the hypersurface can be related to the 4 dimensional full metric via the

completeness relation, where, for a spacelike hypersurface,

g = hUe! ej +entn”
= h*" —nkn", (4.3.9)
where ¢ = —1 for a spacelike hypersurface, and +1 for a timelike hypersurface,
and
et = % , (4.3.10)
i T By

are basis vectors on the hypersurface which allow us to define tangential tensors
on the hypersurfaceﬂ We note ‘x’s are coordinates on region M, while ‘y’s are
coordinates associated with the hypersurface and we may also keep in mind that,

R = h'elte” (4.3.11)

7

Tt should also be noted that Greek indices run from 0 to 3 and Latin indices run from 1
to 3, that is, only spatial coordinates are considered.

2We can use h* to project a tensor A, onto the hypersurface: AWefe;’ = A;; where A;;
is the three-tensor associated with A,
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4.3 Time Slicing

where h* is the inverse of the induced metric h;; on the hypersurface.

The change of direction of the normal n as one moves on the hypersurface
corresponds to the bending of the hypersurface ¥; which is described by the ex-
trinsic curvature. The extrinsic curvature of spatial slices where time is constant
is given by:

Kij = —Vin; = (DB + D;pi — Ohij) (4.3.12)

1
2N
where D; = €'V, is the intrinsic covariant derivative associated with the induced
metric defined on the hypersurface, and e/’ is the appropriate basis vector which
is used to transform bulk indices to boundary ones.

Armed with this information, one can write down the Gauss, Codazzi and

Ricci equations, see [136]:

Rijm = KK — KKk + Riju (4.3.13)
Rijgn = n*Ryjry = —DiKjp + D Kig (4.3.14)
mejn = n'unV:Riuju

= N Y 8Ky — £5Ky;) + KoK, + N'\D,D;N,  (4.3.15)

where in the left hand side of Eq. (4.3.13])) we have the bulk Riemann tensor, but
where all indices are now spatial rather than both spatial and temporal, and R
is the Riemann tensor constructed purely out of h;j, i.e. the metric associated

with the hypersurface; and £ is the Lie derivative with respect to shiftE].

4.3.1.1 Coframe Slicing

A key feature of the 3+1 decomposition is the free choice of lapse function and
shift vector which define the choice of foliation at the end. In this study we
stick to the coframe slicing. The main advantage for this choice of slicing is
the fact that the line element and therefore components of the infinite derivative

function in our gravitational action will be simplified greatly. In addition, [140]

1W€ have f:ﬁKij = ﬂkaKij + Kiijﬁk + KjkDiﬁk.
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4.3 Time Slicing

has shown that such a slicing has a more transparent form of the canonical action
principle and Hamiltonian dynamics for gravity. This also leads to a well-posed
initial-condition for the evolution of the gravitational constraints in a vacuum by
satisfying the Bianchi identities. In order to map the ADM line element into the

coframe slicing, we use the convention of [140]. We define

¢ = dt,
0" = da'+ Bldt, (4.3.16)

where 2¢ and i = 1,2, 3 is the spatial and ¢ is the time coordinates.ﬂ The metric

in the coframe takes the following form

ds? = gupl®0® = —N?*(0°)? + g;;0'0" (4.3.17)

coframe

where upon substituting Eq. (4.3.16]) into Eq. (4.3.17) we recover the original
ADM metric given by Eq. (4.3.8)). In this convention, if we take g as the full

space-time metric, we have the following simplifications:
_ i __ LiJ 07
9ij = hij, g7 =h", gu=g"=0. (4.3.18)

The convective derivatives 0, with respect to 0 are

_9
80: at _Baza
_ 0
0; = el (4.3.19)

— £g, (4.3.20)

where £ is the Lie derivative with respect to the shift vector 4°. This is because

the off-diagonal components of the coframe metric are zero, i.e., go; = g° = 0.

'We note that in Eq. (4.3.16]), the “i” for 6 is just a superscript not a spatial index.
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4.3 Time Slicing

We shall see later on how this time slicing helps us to simplify the calculations

when the gravitational action contains infinite derivatives.

4.3.1.2 Extrinsic Curvature

A change in the choice of time slicing results in a change of the evolution of
the system. The choice of foliation also has a direct impact on the form of
the extrinsic curvature. In this section we wish to give the form of extrinsic
curvature K; in the coframe slicing. This is due to the fact that the definition
of the extrinsic curvature is an initial parameter that describes the evolution of
the system, therefore is it logical for us to derive the extrinsic curvature in the
coframe slicing as we use it throughout the chapter. We use [140] to find the

general definition for Kj;; in the coframe metric. In the coframe,

1
Y5y =%y + 9% Csa9c = 5C%q (4.3.21)

1
do* = —écameﬂ AOY (4.3.22)

where I is the ordinary Christoffel symbol and “A” denotes the exterior or wedge
product of vectors #. By finding the coefficients C's and subsequently calculating
the connection coefficients 3., one can extract the extrinsic curvature K;; in
the coframe setup. We note that the expression for df® is the Maurer-Cartan
structure equation [144]. Tt is derived from the canonical 1-form 6 on a Lie group
GG which is the left-invariant g-valued 1-form uniquely determined by 0(§) = £ for
all € € g.

We can use differential forms (See Appendix [H) to calculate the Cs, the coef-

ficients of df where now we can write,
) 1 ) )
dot = — (Giﬁk) ° NG+ 50’2]«9’ AN (4.3.23)
where k = 1,2,3. Now when we insert the C's from Appendix

6" = d (da* + B'dt) = dB* A dt (4.3.24)
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4.3 Time Slicing

and

d0° = d(dt) = d(t) =0

do* = dB' Adt. (4.3.25)

From the definition of df“ in Eq. (4.3.22)) and using the antisymmetric properties

of the A product,
o 1 o Ié; 1 « 8 1 @ B
we get
C%, = —C%p3. (4.3.27)

Using these properties, we find that C"; = 8;7?, C™;; =0 and Coi]‘ = 0. Using
Eq. (4.3.21]), we obtain that

1 _
%Qj ~ T 9N2 (hilaj (B) + hudi(B") — a()hij> - (4.3.28)
Since from Eq. (4.3.12))

the expression for the extrinsic curvature in coframe slicing is given by:

Kij = % (hilaj(ﬂl) + hd;(8') — éohij) ; (4.3.30)

where 0, is the time derivative and ' is the “shift” in the coframe metric

Eq. (#3.17).
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4.3 Time Slicing

4.3.1.3 Riemann Tensor in the Coframe

The fact that we move from the ADM metric into the coframe slicing has the
following implication on the form of the components of the Riemann tensor.
Essentially, since in the coframe slicing in Eq. we have ¢ = go; = 0,
therefore we also have, n’ = n; = 0. Hence the non-vanishing components of the

Riemann tensor in the coframe, namely Gauss, Codazzi and Ricci tensor, become:

Rijw = KKy — KK, + Riju,
Roij = N(—DpKj; + DjKy;) ,
Roioj = N(0oKij + NKuK;* + D;D;N), (4.3.31)

with 0y defined in Eq. (4.3.20) and D; = eyv#. It can be seen that the Ricci
equation, given in Eq. (4.3.13)) is simplified in above due to the definition of

Eq. (4.3.20). We note that Eq. (4.3.31) is in the coframe slicing, while Egs.
(4.3.13H4.3.15|) are in the ADM frame only.

4.3.1.4 D’Alembertian Operator in Coframe

Since we shall be dealing with a higher-derivative theory of gravity, it is therefore
helpful to first obtain an expression for the [J operator in this subsection. To do
so, we start off by writing the definition of a single box operator in the coframe,
[146],

O = ¢™V,V,
= (W +en'n")V,V,
= —nn"V,V, +hr"V,V,
= —n"n'VV, + hijeé‘e]’fvuv,,
1

= —(N'90)% + Opyp s (4.3.32)
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4.4 Generalised Boundary Term

where we note that the Greek indices run from 1 to 4 and the Latin indices
run from 1 to 3 (¢ = —1 for a spacelike hypersurface). We call the spatial
box operator Uy, = h”D;D;, which stands for “hypersurface” as the spatial
coordinates are defined on the hypersurface meaning [, is the projection of
the covariant d’Alembertian operator down to the hypersurface, i.e. only the
tangential components of the covariant d’Alembertian operator are encapsulated
by Upyp- Also note that in the coframe slicing g = h'. Generalising this result

to the nth power, for our purpose, we get
Fo(O) =D fin [Z(N7'30)* + Ohy)” (4.3.33)
n=0

where the f; s are the coefficients of the series.

4.4 Generalised Boundary Term

In this section, first we are going to briefly summarise the method of [136] for
finding the boundary term. It has been shown that, given a general gravitational

action

— 1 4
S = Torce /M 4= F Rypo) (4.4.34)

one can introduce two auxiliary fields g,,,, and ¢*”??, which are independent of
cach other and of the metric g,,, while they have all the symmetry properties
of the Riemann tensor R,,,,. We can then write down the following equivalent

action:

1
5= 167Gy

/ d'z Vg [f(@/wpa) + P (fRquU - QW/JU)] . (4'4'35)
M
The reason we introduce these auxiliary fields is that the second derivatives of

the metric appear only linearly in Eq. (4.4.35)). Note that in Eq. (4.4.35]), the

terms involving the second derivatives of the metric are not multiplied by terms
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4.4 Generalised Boundary Term

of the same type, i.e. involving the second derivative of the metric, so when we
integrate by parts once, we are left just with the first derivatives of the metric;
we cannot eliminate the first derivatives of the metric as well - since in this study
we are keeping the boundary terms. Note that the first derivatives of the metric
are actually contained in these boundary terms if we integrate by parts twice,
see our toy model scalar field theory example in Eqs. E| Therefore,
terms which are linear in the metric can be eliminated if we integrate by parts;
moreover, the use of the auxiliary fields can prove useful in a future Hamiltonian
analysis of the action.

From [136], we then decompose the above expression as

(pw/pa (Rm/pa - Quupa) = ¢ijkl(Rijkl - pijkl) _4¢ijk (Rijkn - pzyk) - 2\I/ij(gzinjn - ng) 3

(4.4.36)
where
fRijkl = Pijkl = Oijkl, fRijkn = Pijk = nMQijk:ua Rinjn = Qij = n“””@imu
(4.4.37)

are equivalent to the components of the Gauss, Codazzi and Ricci equations given

in Eq. (4.3.13)), also,
M =g IR =T BT = —2n,n, ", (4.4.38)

where ¢* ¢* and W% are spatial tensors evaluated on the hypersurface. The
equations of motion for the auxiliary fields p***” and g, are, respectively given
by [136],

5S 5S of
=0= 0ppo = Ryuvpe and =0= " =
590/,Ll/p0' HYp v p 5Quupa aQ,uypa

. (4.4.39)

IThis is because Ouvpo and *”P? are independent of the metric, and so although f (0,1 p0)
can contain derivatives of g, o, these are not derivatives of the metric. R, - contains a second
derivative of the metric but this is the only place where a second derivative of the metric appears

in Eq. (.4.39)
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4.4 Generalised Boundary Term

where R, is the four-dimensional Riemann tensor.
One can start from the action given by Eq. (4.4.35)), insert the equation of
motion for ¢**#? and recover the action given by Eq. (4.4.34]). It has been shown

by [136] that one can find the total derivative term of the auxiliary action as

1
167Gy

/M d*z (/=9L — 20,[/—g n"K - ¥]) , (4.4.40)

where K = hK;;, with K;; given by Eq. (4.3.30), and ¥ = AV ¥,; | where U;; is
given in Eq. , are spatial tensors evaluated on the hypersurface ¥; and £
is the Lagrangian density.

In Eq. , the second term is the total derivative. It has been shown
that one may add the following action to the above action to eliminate the total
derivative appropriately. Indeed W can be seen as a modification to the GHY

term, which depends on the form of the Lagrangian density [136].

1
87TGN

SGHY == % dZ,m“\I/ . K, (4441)
oM

where n# is the normal vector to the hypersurface and the infinitesimal vector
field

A%, = €apyeleseldy (4.4.42)

is normal to the boundary OM and is proportional to the volume element of OM;

in above €,43, = \/—¢g[ra 7] is the Levi-Civita tensor and y are coordinates

intrinsic to the boundary |I|, and we used Eq. (4.3.10). Moreover in Eq. (4.4.41)),

we have: L 5f
U9 = —— 4.4.43

where f indicates the terms in the Lagrangian density and is built up of tensors
Opvpo> O a0d 0 as in Eq. (4.4.35)); G is the universal gravitational constant and
2;; is given in Eq. (4.4.37). Indeed, the above constraint is extracted from the

'We shall also mention that Eq.(4.4.41)) is derived from Eq.(4.4.40) by performing Stokes
theorem, that is [} A% /=g d%x = §,, A" d%,, with A* =ntK - 0.
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4.5 Boundary Terms for Finite Derivative Theory of Gravity

equation of motion for €2;; in the Hamiltonian regime [136]. In the next section
we are going to use the same approach to find the boundary terms for the most

general, covariant quadratic order action of gravity.

4.5 Boundary Terms for Finite Derivative The-
ory of Gravity

In this section we are going to use the 341 decomposition and calculate the

boundary term of the EH term R, and
ROR,  RLORM, Ry peORP7

as prescribed in previous section, as a warm-up exercise.

We then move on to our generalised action given in Eq. . To decompose
any given term, we shall write them in terms of their auxiliary field, therefore we
have R = o, R = 0w, and Ry = 0uvpe, Where the auxiliary fields o, 0,
and g, have all the symmetry properties of the Riemann tensor. We shall also

note that the decomposition of the [] operator in 3+1 formalism in the coframe

setup is given by Eq. (4.3.32)).

4.5.1 R

For the Einstein-Hilbert term R, in terms of the auxiliary field o we find in
Appendix [[.1]

f=0 = "9 0uwpo
(W' —ntnP) (R"" — n"n%) 0upo

= (h*""R"7 —n'nPh"7 — h*n"n%) 0. p0
(

p—20), (4.5.44)
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4.5 Boundary Terms for Finite Derivative Theory of Gravity

where Q = h¥();; and we used hh*p, 1 = p, and hp;,;,n'n = h¥Q;; and
o = R in the EH action and the right hand side of Eq. is the 3 + 1
decomposed form of the Lagrangian and hence p and €2 are spatial. We may note
that the last term of the expansion on the second line of Eq. vanishes
due to the symmetry properties of the Riemann tensor. Using Eq. , and

calculating the functional derivative, we find

16f

U = -5 = hY. (4.5.45)

]

This verifies the result found in [I36], and it is clear that upon substituting this
result into Eq. (4.4.41]), we recover the well known boundary for the EH action,
as K = WK, and ¥ - K = WY K,; where K;; is given by Eq. (4.3.30)). Hence,

1
S, =5) = dx,n"K 4.5.46
GHY 0 817Gy ng ull ) ( )

where d¥,, is the normal to the boundary OM and is proportional to the volume

element of OM while n* is the normal vector to the hypersurface.

4.5.2 Ry OIRHPo

Next, we start off by writing R, ,c[JR**? as its auxiliary equivalent o,,,,,L10""*°
to obtain
Ouvpe IO = 6ﬁ55535{;\ga57/\[19“"p"

= @w@@_(@w@m%+@wmwm+wmm@@

+nanuhfh2h§> + hfjnﬁn,,thAng + hfjnﬁn,,n”nphg + no‘n#hthnAn,,

+ nanuhannph;\,] 0apr (—(N7'00)% 4+ Ohyp) 077, (4.5.47)

where 0,,p0 = 05050702 0agyx (Where 02 is the Kronecker delta). This allowed us
to use the completeness relation as given in Eq. (4.3.9). In Eq. (4.5.47)), we used
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the antisymmetry properties of the Riemann tensor to eliminate irrelevant terms

in the expansion. From Eq. (4.5.47)), we have three types of terms:
hhhh,  hhhnn,  hhnnnn.

The aim is to contract the tensors appearing in Eq. and extract those
terms which are €2;; dependent. This is because we only need (2;; dependent
terms to obtain U¥ as in Eq. and then the boundary as prescribed in
Eq. (4.4.41).

A closer look at the expansion given in Eq. leads us to know which
term would admit €2;; type terms. Essentially, as defined in Eq. , Q=
n*n” gi,;, therefore by having two auxiliary field tensors as gagyy and o7 in
Eq. (with symmetries of the Riemann tensor) we may construct 2;;
dependent terms. Henceforth, we can see that in this case the €2;; dependence
comes from the hhnnnn term.

To see this explicitly, note that in order to perform the appropriate contrac-
tions in presence of the d’Alembertian operator, we first need to complete the
contractions on the left hand side of the [ operator. We then need to commute
the rest of the tensors by using the Leibniz rule to the right hand side of the
components of the operator, i.e. the dy’s and the [, and only then do we
obtain the €);; type terms.

We first note that the terms that do not produce €;; dependence are not in-
volved in the boundary calculation, however they might form p;;x;, piji, or their
contractions. These terms are equivalent to the Gauss and Codazzi equations
as shown in Eq. , and we will address their formation in Appendix .
In addition, as we shall see, by performing the Leibniz rule one produces some
associated terms, the X;;’s, which appear for example in Eq. . Again we
will keep them only if they are €);; dependent, if not we will drop them.

hhnnnn terms: To this end we shall compute the hhnnnn terms, hence we

commute the h’s and n’s onto the right hand side of the [ in the hhnnnn term
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of BEq. (#.5.47):

h,lojnﬁnlfh’zn/\nagaﬁ'y)\ (_(N*lgo)Q 4 Dhyp) Q,uzlpo'

= (h;e?eﬁ) TL'BTZV (hg/ezeZ) nAnUQaBWA (_(N_18_0>2 + Dhyp) Q“Vpo

= (h;@i) ny (h;eg) naQij (—(N*150)2 + Dhyp) Q/WPU

= —N_QQij{gg (27)

—3o [0 0y ([(Beer) mo (We¥) no])] = 8o ([(REe2) o (BeY) o)) Do (0%7) }
+Qij{|]hyp [QU] — Da (Da [eﬁnyegng} hihigulmo) _ Da [eznyegna} D¢ (hihgguupo) }
= (= (N7'00)” + Oy )27 + 0y X

= 007+ 2 XY (4.5.48)

where Qi = hgeFhjmeln,nso™* = hyhjmn,nso’™™; we note that X’ only

appears because of the presence of the [ operator.

X = NG [0 ([(1e) m (1) )] + B (1) m (14e2) ) B (22)
— D, (Da [exnl,eyng} hihég’“’p") - D, [emnyeyng} D* (h;hgg“l’p”) ) (4.5.49)

p'vtp p'vep

The term Q,,X7° will yield X when functionally differentiated with respect to
Q;; as in Eq. (4.4.43). Also note X}’ does not have any Q% dependence. Similarly
for the other X terms which appear later in the chapter. We shall note that when

we take [J =1 in Eq. (4.5.47), we obtain,

hZ‘n’Bn,,thAnagaﬁ%Q“”pU
= (h;ef‘eﬁ) n®n, (hie;eg) N g Ougyn 077
= (haei) mu (yep) o0
= (h;ei) n, (h{/eg) ng o'’

where we just contract the indices and we do not need to use the Leibniz rule as

we can commute any of the tensors, therefore we do not produce any X% terms
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at all |I| Finally, one can decompose Eq. (4.5.47)) as
QWWDQW”U = 4QUDQ” + 4Q”Xij + - y (4551)

(13 b

where are terms such as py;u0p7™, p;x0p“% and terms that are not Q%
dependent and are the results of performing the Leibniz rule (see Appendix .
When we take M? — oo, i.e., when we set [J — 0 (recall that [J has an associated
mass scale (J/M?), which is also equivalent to considering a — 0 in Eq. ,

we recover the EH result.

When O — 1, we recover the result for R,,,,,R** found in [136]. At both

limits, [ — 0 and [J — 1, the ij term is not present. To find the boundary

term, we use Eq. (4.4.43) and then Eq. (4.4.41). We are going to use the Euler-

Lagrange equation and drop the total derivatives as a result. We have,

1of 459,007 +Q; X))

vy = —
Hiem 2 55 2 682,
_ 0(Q;007) 4O 0(Q;00) n (9, X7)
= —2(0QY +0QY + X7) = —4007 — 2X7 . (4.5.52)

Hence the boundary term for R, ,,[JR*?7 is,

= — dy,n" K; (2007 + X77). 4.5.
Si= ~ g § AT (2007 + X7) (1559

where K;; is given by Eq. (4.3.30]).

1This is the same for 2 and O".
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4.5.3 R, OR™

We start by first performing the 3+1 decomposition of R, LJR* in its auxiliary

form o, 00",

Q,WDQ“V =g qucrl/Dg}mgw\gms OykdA

= (h*7 — nPn?) (W** — ntn") (h”’\ — n”n)‘) (h“"s — n“’n‘s) Oppov 0y
= [W7RSRARY — (0P RSRARY 4 Tt R AR 4 hPT RSt b0

+hp”h““h”)‘n7n6) + nPnC MR AR n® + hp”n“n”n”n’\hw} Opuov0ks

(4.5.54)

where we have used appropriate contractions to write the Ricci tensor in terms of
the Riemann tensor. As before, we then used the completeness relation Eq.
and used the antisymmetric properties of the Riemann tensor to drop the van-
ishing terms. We are now set to calculate each term, which we do in more detail
in Appendix Again our aim is to find the €2;; dependent terms, by looking at
the expansion given in Eq. and the distribution of the indices, the reader
can see that the terms which are 2;; dependent are those terms which have at

least two nns contracted with one of the gs such that we form n#n”;,;,.

e hhhnn terms: We start with the hhhnn terms in Eq. (4.5.54). We calculate

the first of these in terms of €, and p?* also by moving the ‘h’s and ‘n’s
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onto the right hand side of the [J,

g ] 2V R (— (N"'30)° + Dhyp) 0o

= o (el ) (M efe) (Nl gpuon (— (N 7'00)” + Dhay) 03050
= non (W) (W6 (0 65,8 gyion (= (N'00)" + D) @300

= Qu(he) (W) (€3, (= (N7'90)” + Onap ) 0350

= =N 205 { B(0™) = O (0yuardolh e et e, eh))

— Dol RN, 63100101 )

0 { O (") = Da(0smr D (W75 e} e )
—D,[h7eshM e} n™ e ed] D QW»}

= Qu0p™ + Qu X (4.5.55)

where the contraction is h% e;’?hklel’\h”me7 €2 0ymon = WM p;y = p'* | and

Xél(C ) = N_Q{éo(Qw&)\éo[h”e"f”hkle)‘hm"e7 6]) + do[hVe Hhkl Lhmme e ](%Qw‘”‘}

_D (Qq/mS)\Da[hU nhkl )\hmne'y 5]) D [hzj Iih/k‘l Ahmne'y 5]D 0o -
(4.5.56)

e hhhnn trems: The next hhhnn term in Eq. (4.5.54]) is

W R 0, (= (N7100)” + D) 30

= (W) (heler) (W€l ed)n n gy (= (N7'30)" + D) €000

= prn (A7) (0" ed)n (= (N700)" + O ) 02000

= —N_zpkm{ég(ka) — 50(9755,\50[hklefhm”e,’inwn‘s]) — 50[hklefhm”e,’}bnvn‘s]éogwg,\}
—l—pkm{Dhyp(ka) — Da(gw(;,\D“[hkl Fh™"e Arﬂn‘;]) Da[hklefhm"eznvn‘s]D“QW(;A}
= P DQF™ 4 (4.5.57)
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where we used hklefhm"e,’,\m”’n‘sgw(;)\ = hklhm”n7n5g,yl§n = QF" and we note

that “ ..” are extra terms which do not depend on Q™.

e hhnnnn terms: The the next term in Eq. (4.5.54]) is of the form hhnnnn:

n"n"h“”h”n”n‘sgpwy (— (N_léo)2 + Dhyp> OykoA

= npn"(hijefe?)(hkleZel)‘)nVn‘sgpum, (— (N7150)2 + Dhyp) OyrkoA

= lee””el)‘n”n‘s <— (]\77150)2 + Dhyp) Ok

= —N 20 G () — Bo(omasdolefetnn®]) — Bolefetnn’|Buosusn |
+Qﬂ{Dhyp(sz) - D, (Qw-aSADa[e €1 nvna]) - D [eﬁefnvné]DaQwM}
= 'O + Q' Xo (4.5.58)

where efe N0 esn = n'nl 0,55 = Qy1, and

Xowyji = {ao(@maxao[e ernn’]) + dolese; nvné]éogwsx}
— Da(04xaxD[efefn"n’]) — Dylefen n’ ] D%0yusn . (4.5.59)

e hhnnnn terms: Finally, the last hhnnnn terms in Eq. (4.5.54)) is

R n h° 0,10 <— (N*150)2 + Dhyp) Oyrix

= (hijefe;)n“n”n”nk(hmneﬁy ) 0ppov (— (N_léo)Q + Dhyp) OyroA

= Qn“nkhm"eynefl (— (N_lgo) + Dhyp> Oykd\

N0 - Bl N G ]) — B )
+Q{|:|hyp(Q) — Da(gwg,\D“[n”n’\hm"eVmefL]) — Dg[n"n*h™"e) 2] D gwﬂ;)\}

= QO + QXo( (4.5.60)
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where we used n“n’\hm”e;{le‘;gwtg A= h"Q, = Q, and

Xaw) = {50(Qm6A50[” n*h™e) ed]) + Qo[ n ™" e, 5]%%&}
— Do(0mar D[ n ™ el el]) — Da[n"n k™ el ed] D0 sn . (4.5.61)

Summarising this result, we can write Eq. (4.5.54)), as

Q,;(0p" +X;’(a)) . (4.5.62)
where “--” are the contractions of p;;i; and p;j (see Appendix and the terms

that are the results of performing Leibniz rule, which have no €;; dependence.
When OO0 — 1, we recover the result for R, R* found in [136].

At both limits, [J — 0 and [0 — 1, the X, terms are not present. Obtaining
the boundary term requires us to extract U'¥ as it is given in Eq. . Hence
the boundary for R, [JR* is given by,

Sy = — 4z, n [KOQ + K,009 — K,0p"|
2 87TGN ng ult + J FP
1 Z
T 167Gy ng Ay [ KXo + KXy = X30)] (4.5.63)

where K = hK;; and K;; is given by Eq. (4.3.30).

4.5.4 ROR

We do not need to commute any h’s, or n’s across the [J here, we can simply

apply Eq. (4.5.44)) to oo, the auxiliary equivalent of the RLIR term:

odo=(p—20)0(p—29Q), (4.5.64)
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whereupon extracting ¥% using Eq. (4.4.43), and using Eq. (4.4.41)) as in the

previous cases, we obtain the boundary term for RCIR to be

1

S = —
3 47TGN

7{ ds3, n" [QKDQ — KDp} , (4.5.65)
oM

where K = hK;; and Kj; is given by Eq. (4.3.30). Again when O — 1, we

recover the result for R? found in [136].

4.5.5 Full result
Summarising the results of Eq. (4.5.53)), Eq. (4.5.63)) and Eq. (4.5.65)), altogether

we have
1

S= 167Gy /M d'z /=g [Q + o000 + 000" + 0upe00™ ") + 77 (Rype — prg)}
1

- % a%,n | = K +a( = 2K0p + 4K0Q + KOO + 4K,007 — Ky0p7 + K;,007) |
87TGN M

1 g 3 3
7] 7] 1]
T 167Gy jém dx,ma [KXQ(c) + K (AXY + Xy — XZ(a)):|
1
- / d'z /=g [@ + (0o + 000" + 0uwpeD00™ ) + @77 (Ryspo — prg)}
— % dzunu[—K—f-Oé(—QKDP+5KDQ-}-5KUDQZJ —Kz‘jDP”]
STI‘GN M
L ij ij ij
~ T6rG ém dX,nta [KXQ(C) + K;;(4X7 + Xotyy — X2(a))} . (4.5.66)

This result matches with the EH action [I36], when we take the limit O — 0;
that is, we are left with the same expression for boundary as in Eq. (4.5.46)):

1

4 /__ uvpo .
167TGN /Jv[d v g|:Q+ ¥ (:RMVPO' QMVpU>:|
1

X, "MK 4.5.67
+ 87TGN %;M ,un ’ ( )

SEH =

since the X-type terms are not present when [ — 0. When [J — 1, we recover
the result for R + a(R? + R, R¥ + R, R¥P7) found in [136]; that is, we are
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left with
1
S= / d'z~\/—g [9 + (0 + 0w + Cups 0""7) + "7 (Ruvpe — Quupo)
].67TGN M
- f{ A%, | = K +a( = 2Kp+5KQ + 5K, 07 - K| ; (4.5.68)
87TGN M

again the X-type terms are not present when [J — 1. We should note that the
X; and X, terms are the results of having the covariant d’Alembertian operator
so, in the absence of the d’Alembertian operator, one does not produce them at

all and hence the result found in [130] is guaranteed.

We may now turn our attention to the R[I?R, RWD2fRu” and fRWpaDQSQW'”. Here
the methodology will remain the same. One first decomposes each term into its
3+1 equivalent. Then one extracts ¥¥ using Eq. , and then the boundary
terms can be obtained using Eq. (4.4.41). In this case we will have two operators,

namely
0° = (— (N"100)" + Dhyp) (— (N'00)” + Dhyp) (4.5.69)

This means that upon expanding to 3 + 1, one performs the Leibniz rule twice
and hence obtains eight total derivatives that do not produce any ();;s or its
contractions that are relevant to the boundary calculations and hence must be

dropped.

4.5.6 Generalisation to IDG Theory

We may now turn our attention to the infinite derivative terms; namely, RF; ()R,
R T2 (O)R™ and R, Fs(O)R#P7. For such cases, we can write down the
following relation (see Appendix [[.4)):

XD*Y = D*™(XY) - D" 1 (D(X)Y) — D™ 2(D(X)D(Y))
D" (D(X)D*(Y)) — -+ = D(D(X)D*™*(Y))
—D(X)D* 1Y), (4.5.70)
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where X and Y are tensorial structures such as 0,p0, 04, 0 and their con-
tractions, while D denotes any operators. These operators do not have to be
differential operators and indeed this result can be generalised to cover the case
where there are different types of operator and a similar (albeit more complicated)

structure is recovered.

From (4.5.70]), one produces 2n total derivatives, analogous to the scalar toy
model case, see Eqs. (4.1.214.1.3). We can then write the 3 + 1 decompositions

for each curvature by generalising Eq. (4.5.53), Eq. (4.5.63) and Eq. (4.5.65) and

writing R, pe F3(O)R#P7 R, Fo(O)R™ and RF; (O)R in terms of their auxiliary
equivalents 9,0 F3(03)0"*7, 0, F5(0) 0" and oF;(0)p. Then

0po F3(0) 077 = 4Q,;F 3 (D)0 4 4Q,; X7 + - -+ | (4.5.71)

oF1 (D)o = (p— 20) F1(0) (p — 200 , (4.5.73)

where we have dropped the irrelevant terms, as we did before, while X fj and X;j

are the analogues of Eqs. (4.5.49), (4.5.56)), (4.5.59), (4.5.61). We now need to

use the generalised form of the Euler-Lagrange equations to obtain the U¥ in

each case:

sf  of f of
mij‘aﬁj Vi (a<v o, >)+V Ve (a<vuvymj>>+”'
_ > < o, ) (4.5.74)

where we have imposed that §{2;; = 0 on the boundary oM.
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Hence, by using Q = h"Q);; and p = h'p;;, we find in Appendix |J| that:

0(QF(0)Q) y 5 (€, F(0)021) y
T, 2pY F (D)L, 50, = 25(0)Q
i(pF(OQ) . 3 (pi; F (D)) y
I S S S /p— ] — N p¥
s, 7w 5, FO)p
—— = IO = F(O)p” 4.5.
50, h?3(0)p, 5, F(O)pY,  (4.5.75)
and so using Eq. (4.4.43), the U¥s are:
\Ijgiem = _49:3(|:|)Q” - 2Xi]
Uie = F2(O)p” — hF(0)02 — Fo(O)QY — §X§]
U = 2095 (0)( =20+ p) = 209F, (D), (4.5.76)

where we have used Eq. (4.5.44) in the last line. Finally, we can use Eq. (4.4.41))

and write the boundary terms corresponding to our infinite-derivative action as,

Stot = Sgrowity + Sboundm‘y

_ 1 4 o
© 167Gy /Md Ty g[g—i— a(eF1(0)e + 0 F2(O)o

+ Quupa??)(l:')gwjpa) + SOHVPU (:Ruupa - Quupo)]

+ f ds, ' [K +a(2KF,(0)p — AKF, (D)
87TGN M
— KF(OD)Q — Ky Fo(O)Q7 + Ky Fo(0)p — 4K, F5(0)07 — 2X7 — 5X;J)] .
(4.5.77)

where ;; = n”n‘sgng, Q) = hijQij, Pij = hkmpijkm, p = hijpij, K = hinZ-j
and K, is the extrinsic curvature given by Eq. . We note that when
we decompose the [, after we perform the Leibniz rule enough times, we can
reconstruct the [ in its original form, i.e. it is not affected by the use of the
coframe. In this way, we can always reconstruct F;(0J). However, the form of

the X-type terms will depend on the decomposition and therefore the use of the
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coframe. In this regard, the X-type terms depend on the coframe but the F;(0J)

terms do not.

4.6 Summary

This chapter generalised earlier contributions for finding the boundary term for
a higher derivative theory of gravity. Our work focused on seeking the boundary
term or GHY contribution for a covariant infinite derivative theory of gravity,
which is quadratic in curvature.

Indeed, in this case some novel features distinctively filter through our anal-
ysis. Since the bulk action contains non-local form factors, F;(0J), the boundary
action also contains the non-locality, as can be seen from our final expression
Eq. (4.5.77). Eq. also has a smooth limit when M — oo, or O — 0,
which is the local limit, and our results then reproduce the GHY term corre-
sponding to the EH action, and when F;((J) — 1, our results coincide with that
of [136].
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Chapter 5

Thermodynamics of infinite

derivative gravity

In this chapter we will look at the thermodynamical aspects of the infinite deriva-
tive gravity (IDG). In particular, we are going to study the first law of thermo-
dynamics [106] for number of cases. In other words, we are going to obtain
the entropy of IDG and some other theories of modified gravity for static and

spherically symmetric, (A)dS and rotating background.

To proceed, we will briefly review how Wald [147, 148] derived the entropy
from an integral over the Noether charge. We will use Wald’s approach to find
the entropy for static and spherically symmetric and (A)dS backgrounds. For the
rotating case, we are going to use the variation principle and obtain the gener-
alised Komar integrals [149] for gravitational actions constructed by Ricci scalar,
Ricci tensor and their derivatives. By using the Komar integrals we will obtain
the energy and the angular momentum and finally the entropy using the first law.
We finally shall use the Wald’s approach for a non-local action containing inverse

d’Alambertian operators and calculate the entropy in such case.
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5.1 Wald’s entropy, a brief review

The Bekenstein-Hawking [107, [108] law states that the entropy of a black hole,
Spy, is proportional to its horizon’s area A in units of Newton’s constant. A
black hole in Einstein’s theory of gravity has entropy of,
A
Spy = ——. 5.1.1
i = 1o (511
The above relation indicates that the entropy as it stands is geometrical and
defined strictly by the black hole horizon. This relation shall satisfy the first law
of black hole mechanics,

TydS = dM, (5.1.2)

where M is the conserved or the ADM mass, and Ty = k/27 is the Hawking
temperature in terms of the surface gravity, k. For the sake of simplicity, we
assumed that no charge or rotation is involved with the black hole. We shall
also note that the conserved mass and the surface gravity are well defined for
a stationary black hole and thus their definitions are free of modification when
considering various types of gravitational theories. The Wald entropy [147], Sy,
is also a geometric entropy and interpreted by Noether charge for space-time
diffeomorphisms. This entropy can be represented as a closed integral over a

cross-section of the horizon, H,

H

where sy is the entropy per unit of horizon cross-sectional area. For a D-
dimensional space-time with metric ds?* = gudt? + g, dr?® + ijfl oidvdz; |
dA = \Jodzy...dxp o .

In order to derive (5.1.3)), we start by varying a Lagrangian density L with
respect to all fields {¢)}, which includes the metric. In compact presentation,

(with all tensor indices suppressed),

SL = &8 + d[f(69)], (5.1.4)
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where & = 0 are the equations of motion and the dot denotes a summation over
all fields and contractions of tensor indices. Also, d denotes a total derivative, so
that 6 is a boundary term.

We shall now introduce £ to be a Lie derivative operating along some vector

field £. Due to the diffeomorphism invariance of the theory we have,

and
deL=LL=d(-L) .

with the help of the above identity and ([5.1.4) we can identify the associated
Noether current, Jg, as:

Je = 0(£ab)—€-L . (5.1.5)

In order to satisfy the equations of motion, i.e. € = 0, we should have dJ; = 0.
This indicates that, there should be an associated potential, ()¢, such that J; =
dQ¢. Now, if D is the dimension of the space-time and 8 is a D — 1 hypersurface
with a D — 2 spacelike boundary 98, then

[ = [ a (5.1.6)
8 08

is the associated Noether charge.

Wald [147] proved in detail that the black holes’ first law can be satisfied by
defining the entropy in terms of a particular form of Noether charge. This is
to choose surface S as the horizon, H, and the vector field, &, as the horizon
Killing vector, x (with appropriate normalisation to the surface gravity). Wald

represented such entropy as|z| ,

Sy = QW]{ Q, - (5.1.7)
H

Note that since y = 0 on the horizon, the most right hand side term in (5.1.5) is not
contributing to the Wald entropy. See [147].
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To understand the charge let us begin with an example. Suppose we have a
Lagrangian that is £ = L£(gap, Ravea) (This can be extended to the derivatives of

the curvatures too),

L=+/=gL, (5.1.8)

the variation of the above Lagrangian density is,
§L = —2V, (X*V . Sgmav/—g) + -+, (5.1.9)

where dots indicates that we have dropped the irrelevant terms to the entropy.

Moreover,
0L
xobed = : 5.1.10
a:Rabcd ( )
The boundary can then be expressed as,
0 = —2n,X%N Sgpar/7 + - (5.1.11)

where n® is the unit normal vector and ~,;, is the induced metric for the chosen
surface 8. For an arbitrary diffeomorphism 6¢g. = Voo + V&, , the associated

Noether current is given by
J = =2V, <3C“deVc (Ve + Vi) na\/ﬁ> 4o (5.1.12)

We note that hy, is the induced metric corresponding to the 98. Let us now assign
the following: the horizon 8§ — H and (normalised) Killing vector &% — x*; so
that n,vh — €a\/T With €, = €4 X" , also we have €4, = VX3 as the binormal
vector for the horizon. By noting that ¢, = —¢,, and also using the symmetries

of X which is due to the presence of Riemann tensor, we get
J = =2V, (XY xaea/T) + - . (5.1.13)
Finally the potential becomes:

Q = —xadeeabecd\/E + . (5.1.14)
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5.2 Spherically symmetric backgrounds

and so
Sw = —2m 7{ Xbede eadA. (5.1.15)
H

5.2 Spherically symmetric backgrounds

In this section we are going to use the Wald’s approach [147] to obtain the entropy
for number of cases where the space-time is defined by a spherically symmetric
solution. In particular we will focus on a generic and homogenous spherically

symmetric background. We then extend our calculations to the linearised limit
and then to the (A)dS backgrounds.

5.2.1 Generic static and spherically symmetric background

Let us recall the IDG action given by (2.1.12)). In D-dimensions we can rewrite

the action as:

1
tot D /
! a 167TG§VD) /d ! g[R

+ a(RFIO)R + RuFo(O)R™ + RyunoF3(O)R™)],  (5.2.16)

where GEVD) is the D-dimensional Newton’s constant ; « is a constant || with
dimension of inverse mass squared; and u, v, A\, o run from 0, 1, 2,--- D—1. The

form factors given by F;(CJ) contain an infinite number of covariant derivatives,

F,(00) = nf;f (%)n (5.2.17)

with constants f;, , and O = ¢"”V,V, being the D’Alembertian operator. The

reader should note that, in our presentation, the function F;(J) comes with

of the form:

In D-dimensions GEVD) has dimension of [G§\,D)] = [GE&,)]LD’4 where L is unit length.

2Note that for an arbitrary choice of F([J) at action level, a can be positive or negative
as one can absorbs the sign into the coefficients f;, contained within F(O) to keep the overall
action unchanged, however « has to be strictly positive once we impose ghost-free condition (to
be seen later). [53]
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5.2 Spherically symmetric backgrounds

an associated D-dimensional mass scale, M < Mp = (1/ (87rG§\],)))), which
determines the scale of non-locality in a quantum sense, see [96].

In the framework of Lagrangian field theory, Wald [147] showed that one
can find the gravitational entropy by varying the Lagrangian and subsequently
finding the Noether current as a function of an assigned vector field. By writing
the corresponding Noether charge, it has been shown that, for a static black hole,
the first law of thermodynamics can be satisfied and the entropy may be expressed
by integrating the Noether charge over a bifurcation surface of the horizon. In so
doing, one must choose the assigned vector field to be a horizon Killing vector,
which has been normalised to unit surface gravity.

In order to compute the gravitational entropy of the IDG theory outlined
above, we take a D-dimensional, static, homogenous and spherically symmetric

metric of the form [141],
ds®> = —f(r)dt* + f(r)rdr* + r2dQ3,_,. (5.2.18)

For a spherically symmetric metric the Wald entropy given in (5.1.15) can be

written as,

0L

Sw = =27 ]{ €ap€eqr” 2d03, (5.2.19)
5Rabcd

where we shall note that 0 denotes the functional differentiation for a Lagrangian

that not only does it include the metric and the curvature but also the derivatives

of the curvature, i.e.
L = L(gu Ruvrps Var Ruwrps - - Viar - - - Van) Ruvrp) (5.2.20)

Note that the parentheses denote symmetrisation. Moreover, the integral in
(5.2.19)) is over D — 2 dimensional space-like bifurcation surface. The ¢, is the
binormal vector to the bifurcation surface. This normal vector is antisymmetric
under the exchange of a <+ b and normalised as €,,c®* = —2. For metric (5.2.18)),

the bifurcation surface is at » = ry and t =constant. We note that dQ%_, is the
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5.2 Spherically symmetric backgrounds

spherical element |I| In the case of ((5.2.18]), the relevant Killing vector is d; and

€ = 1. The €’s vanish for a,b # t,r. We finally write the Wald entropy as,

0L
5R7"t7“t

Sy = —87 rP72d0% . (5.2.21)

Subsequently, we shall define the area of the horizon [139], that is,

2 n/2,.n—1
Ay = f{ rP=24Q2 = % (5.2.22)

2

where n = D — 1. As an example for a 4-dimensional metric of the form given by

(5.2.18]), we have,

27 2 271'3/27’2
Ay = erng = / dqb/ r?sin(0)df = 4mr? = - : (5.2.23)
0 0
It is now possible to use the generalised Euler-Lagrange equation and calculate

the functional differentiation given in (5.2.19)). That is,

0L 0L 0L oL
é‘Fiabcd B 8Rabcd a vul <a(vu1 Rabcd)> * VMI VMQ <a(vul vquabcd)> -
L
+ (=1)"V(,..V 0 (5.2.24)

“ O 11N ) Rabe)

where we shall note that parentheses denote symmetrisation. Now we are set to

calculate the entropy for the IDG action, (5.2.16]) via (5.2.21)). To do so, we are

In four dimensions we have dQ3 = df + sin® 8d¢.
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5.2 Spherically symmetric backgrounds

required to calculate the quantity —2*—. We have,

6R’rt7‘t.
OR 1
T A A (5.2.25)
I(RF1(O)R
'Lﬁ%fl = F(O)(g" g™ — ¢*'g")R, (5.2.26)
5 R Vg: |:| RMV 1 ac a C
( M5_]§(b d) ) — Egz([,)(g Rbd_g d b
— ¢ R+ g"R™), (5.2.27)
) v USL" O UVAO
(R,u A(sRS(b d)R ) — 23‘1(D)Rabcd, (5,2,28)

by assigning (a, b, c,d) — (r,t,r,t) we obtain,

OR 1 t t t 1
Lo gy L 2.2
Ry 299 9= (5:2.29)
O]
6(RF1(O)R) — —7,(0)R, (5.2.30)
6thrt
m
ST OVRY) Lo oy gt 4 gt ey, (5.2.31)
5thrt 2
UVAC
(5(RMV)\059;),{(D)R ) _ 2351(D>thrt7 (5232)
rirt

where we note that ¢ = —1, and ¢ = ¢"* = 0. See Appendix [L| for detailed
derivation of the above functional differentiation. By using the Wald’s formula

given in (5.2.21)) we have [118],

A
o= Egn [1+a(251 (O)R—F»(0) x (¢ R +¢"" R™) —4F5 (D) R™™)] (5.2.33)
N

It is convenient, for illustrative purposes, to decompose the entropy equation into
its (r,t) and spherical components. For the metric given in (5.2.18]) we denote the
r and t directions by the indices {a, b}; and the spherical components by {m,n}.

As such, we express the curvature scalar as follows

R = gw/R;w = gabRab + gmann, (5234)
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where g, is a 2-dimensional metric tensor accounting for the r,t directions and
Gmn 18 a (D — 2)-dimensional metric tensor, corresponding to the angular compo-

nents, such that
glwguy = gabgab + gmngmn =92+ (D — 2) = D. (5235)

Expanding the scalar curvature into Ricci and Riemann tensors, along with the
properties of the static, spherically symmetric metric ((5.2.18]), allows us to express

the relevant components of the entropy equation as follows:
grrRtt L gTRT = —gttht — g R = —g“bRab- (5.2.36)
Moreover,
9" Rap = 9" R0y = 99" Rrare = 9”9 Raach + 9°°9™" Rramp, ~ (5.2.37)
we can write above as,
— 9°9“ Raaer = — 9" Rap + 99" R (5.2.38)
by assigning the coordinates we have,

—QMQMRMW _ gttgtthttt _ grrgtthrtr _ gttgrrthrt
= _gabRab + gabgmanamb> (5239)

given that for metric (5.2.18]), Ryprr = Ruse = 0, Riptr = Ryge and gg™ = —1,

we have,
2thrt = _gabRab + gabgmanamb, (5240)

or,
- 4thrt - 2gabRab - 29abgmananb~ (5241)

Substitution into Eq. (5.2.33)), results in a decomposed D-dimensional entropy
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equation for the action (5.2.16)) in a static, spherically symmetric background :

A
Sw = —55[1+a2F(0) + F»(0) + 25(0)) g™ Ry
AGY
+ 20(F (D) g™ Ry — F5(0) g™ g™ R )] (5.2.42)

5.2.2 Linearised regime

In this section we shall study an interesting feature of the entropy given in .
To begin, let us consider the perturbations around D-dimensional Minkowski
spacetime E| with metric tensor 7,,, such that 7,,n7*" = D, and where the pertur-
bations are denoted by h,, so that ¢,, = 1., + h,,. One should also note that
we are using mostly plus metric signature convention.

The O(h?) expressions for the Riemann tensor, Ricci tensor and curvature

scalar in D-dimensions are given by [I11], [141]:
1
R,uu)\o' = §(a[>\ath,ua] - a[)\auhucr])
1 g
R, = 5(806(,,6” — 0,0,h — Ohy)

R = 8,0,k — Oh. (5.2.43)

Thus, the IDG action given in ([5.2.16)) can be written as [94],

1

So = ——
® 327G

1 = v o = v
/ dPx [§hwma(m)hﬂ + h3b(0)9,0, h*

_ 1 - O
+  he(@)0,0,h" + §hDd(D)h+ h”’%&,@ﬁﬁuh“” , (5.2.44)
where we have (] = [J/M?. In above action we have [94],

RF(O)R = F,(0)[h0%h + h*70,0,0,0,h* — 2h00,0,h*"],  (5.2.45)

Later we shall see that in linearised regime we can take f(r) = (1 +2®(r)) and f(r)~! =

(1 —=2¥(r)), thus (5.2.18) will be of the form of (5.2.61]).
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v 1 1 4 v 1 (o v 1 14
)R = Fo(O) AT+ T O — Shi00,0,h" — Sh00,0,h

Ch

Ry 1

1
+ 5H0,0:0,0,1"], (5.2.46)

RunoFs(O)RF = Fo(O) [T — 2000,0,h + W 0,0,0,0,h"].

(5.2.47)

As a result, o(0),b(0), ¢(0), d(D) and f(5) are given by [94],
a(0) = 1+ Mp%(F(0)0O + 455(0)0), (5.2.48)
b(0) = —1 — M2(F(D)O + 475(0)0), (5.2.49)
c(0) =1— Mp?*(49,(0)0 + Fo(D)D), (5.2.50)
d(0) = —1 + Mp*(47, (D)0 + Fr,(O)O), (5.2.51)
f(O) = 2M:2(25F, (D)3 + F»(O)O + 2F5(0)0O). (5.2.52)

It can be noted that,

a(d) + b(0) = 0, (5.2.53)
c(d) + d(d) =0, (5.2.54)
b(D) + (D) + £(O) =0, (5.2.55)
a(d) — (@) = £(O). (5.2.56)

By varying ([5.2.44)), one obtains the field equations, which can be represented in
terms of the inverse propagator. By writing down the spin projector operators in
D-dimensional Minkowski space and representing them in terms of the momentum

space one can obtain the graviton D-dimensional propagator (around Minkowski
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space) as|]

Dy o P P
IR = o) () — (0~ Do) (5.2.57)

We note that, P? and PY are tensor and scalar spin projector operators respec-
tively. Since we do not wish to introduce any extra propagating degrees of freedom

apart from the massless graviton, we are going to take f(CJ) = 0. Thus,

1 1
1P (—k?) = (%) (?2 - m?ﬂ) : (5.2.58)
To this end, the form of a(—k?) should be such that it does not introduce any
new propagating degree of freedom, and it was argued in Ref. [53] [68] that the
form of a(0J) should be an entire function, so as not to introduce any pole in
the complex plane, which would result in additional degrees of freedom in the
momentum space.

Furthermore, the form of a(—k?) should be such that in the IR, for k& —
0, a(—k?) — 1, therefore recovering the propagator of GR in the D-dimensions.
For D = 4, the propagator has the familiar 1/2 factor in front of the scalar part

of the propagator. One such example of an entire function is [53] [68]:

a(d) =e, (5.2.59)

which has been found to ameliorate the UV aspects of gravity while recovering

the Newtonian limit in the IR. We conclude that choosing f([I) = 0, yields

a(d) = ¢(0) and therefore we get the following constraint:
2F1(0) + Fo(0O) + 2F3(0) = 0. (5.2.60)

At this point, the entropy found in (5.2.42) is very generic prediction for the IDG

action. Indeed, the form of entropy is irrespective of the form of a(UJ). Let us

!Obtaining the graviton propagator for the IDG action is not in the scope of this thesis.
Such analysis have been done extensively and in detail by [94] [118].
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assume that the (¢, r) component of the original spherically symmetric metric

given by ([5.2.18]) takes the form:
ds® = —(1+2®(r))dt* + (1 — 2U(r))dr* + r2d; (5.2.61)

In fact, ® and ¥ are the two Newtonian potentials. Note that we now took
D = 4 in the metric above for the sake of clarity. Considering the perturbation

9w = N + Iy, We have
hy = h'* = =2®,  h,. =h"" = =2V, (5.2.62)

hoo = h" =0, hyy = h** = 0. (5.2.63)

As we are in the spherical coordinate we shall take the spherical form of the

d’Alembertian operator,

! Op(sin 80pu) + #8211 — O}, (5.2.64)

1
Ou = —0,(r%),
Y r2 (r°0ru) + r2sinf r2sin®@ ¥

where u is some variable at which we are operating the d’Alembertian operator
at. However, since ® and ¥ are r-dependent, we are only left with the first term,
1.€.

1

Ou = ﬁar(TQé)ru). (5.2.65)

Now let us take the Wald entropy found in (5.2.42) and calculate the relevant

components in the linearised limit,

Rab - Rtt + RT‘T? (5266)
expanding the (5.2.43)) gives,
1
Ry, = 5(80@11;’ + 0,0,h5, — 8,0,h — Ohy,), (5.2.67)
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hence,

1
Rtt — i(ao—ath? + atao—h? - aﬁth - Dhtt)

1 29/
— —§Dhtt =00 ="+ —, (5.2.68)
r

where ‘prime’ is differentiation with respect to r. Next we have,

R, — %(agamg +0,0,h8 — 8,0,h — Th,,)

1
5 (0:0: 1y + 0,0, b — 0.0, h — Ty,
= %(2@%: — 0,0,h — Oh,.,)

1
= 5(287?(77Wh7“7“) - 83 (0" hu + 0" hyy) — Ohyy)
/

1 AT
= (4T 20" 4+ 20" 420" + —)

r
20’
= ¢+ —. (5.2.69)
r
We note that,
R, = Rgg + R¢¢ = 0. (5.2.70)

Moving to the Riemann tensor, we have,

1
Ryov = 5(&,8#@,, + 0,0, — 0,0, hpe — 0x0,h,u), (5.2.71)

and thus,

1
thrt - 5(5T((9thrt + @g&htr - atathm» - @@htt) - (P”. (5272)
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From ([5.2.41)), it follows that,

gabgmananb = 2thrt+gabRab

= 2th7“t + nttht + nTTR’/‘T
— 2@//_@//_2;@_(1)//_’_2_\1//
T T
20" 20/
= = ;+= (5.2.73)

T T

Now let us look back at the entropy equation given in (5.2.42)) , and plug in the

values,

Ay _
Sy = M[uz@m@-m%(m)(

\11’_<I>’>],

- (5.2.74)

where we used the constraint (5.2.60). Now if we take the Newtonian potentials
to be equal, i.e. ®(r) = U(r),

An

Sw = e

(5.2.75)

To sum up we have shown that, the entropy for a spherically symmetric back-
ground in the linearised regime and within the IDG framework is given only by
the area law. This is upon requiring that the massless graviton be the only prop-
agating mode in the Minkowski background. In other words, we required in the

linearised regime that 25, (0J) + Fo(0J) + 2F3(0) = 0.

5.2.3 D-Dimensional (A)dS Entropy

We now turn our attention to another class of solutions which contain an hori-
zon, such as the (A)dS metrics [118], where the D-dimensional non-local action

Eq. (5.2.16) must now be appended with a cosmological constant A to ensure
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that (A)dS is a vacuum solution,

1
Itot: T G(D) /de /_g[R—2A+Q(R§1<D>R+Ruy3’2(m)Rﬂy
TGaN

+ R F3(O) R . (5.2.76)

The cosmological constant is then given by

(D—-1)(D—-2)

A=+
202 ’

(5.2.77)

where the positive sign corresponds to dS, negative to AdS, and hereafter, the
topmost sign will refer to dS and the bottom to AdS. [ denotes the cosmological
horizon. The (A)dS metric can be obtained by taking

f(r) = (1 F 7;—5) , (5.2.78)

in Eq. (5.2.18)). Recalling the D-dimensional entropy Eq. (5.2.42)), we write,

A(A)dS
S’ = (14 a251(0) + Fo(0) + 255(0)) g™ Ray
4Gy B B
+ 2a(F (D) g™ R — F3(0)g™ g™ Rinars)] (5.2.79)

where now A%‘)ds = P24, 5, with Ap_y = (27r%)/f‘[%]. Given the D-
dimensional definitions of curvature in (A)dS background,

1 D—1 D(D —1)

R,uzz/\a = iﬁg[ukgy]oa Rw/ = il—29y1/7 R== 2 ) (5280)

simple substitution reveals the gravitational entropy in (A)dS can be expressed

as:

was _ A ® 20
S~ S 1 DD =)+ D= 20 (280
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Note that f;,’s are now simply the leading constants of the functions JF;(0J),
due to the nature of curvature in (A)dS. In particular, in 4-dimensions, the
combination 12 f1, + 3 fa, +2f3, is very different from that of the Minkowski space
constraint, see Eq. , required for the massless nature of a graviton around
Minkowski. Deriving the precise form of the ghost-free constraint in (A)dS, is

still an open problem for the action given by ([5.2.76|).

5.2.4 Gauss-Bonnet entropy in (A)dS background

As an example, we will briefly check the entropy of Gauss-Bonnet gravity in D-
dimensional (A)dS. Recalling that the Lagrangian for the Gauss Bonnet (GB)

modification of gravity in four dimensions is given by,

(07

Lop = —
167G

(1-22 — 4R, R"™ + RWMRWA"> : (5.2.82)

Hence, simply taking fi, = f3, = 1 and fy, = —4 in Eq. (5.2.81)), recovers the
(A)dS entropy of the GB modification of gravity,

2(D — 2)(D — 3)

A)dS
g(A)ds AP
w l2

«
= (14
el

). (5.2.83)

This result is also found by [150], showing the validity of our calculations. We
note that the first term corresponds to the Einstein-Hilbert term. It shall be
mentioned that [ denotes the cosmological radius. In the limit [ — oo, the GB
modification to entropy vanishes and this corresponds to the fact that the horizon
is flat, so the GB term has no effect on the expression for the entropy, which is

simply the area of the event horizon.
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5.3 Rotating black holes and entropy of modi-
fied theories of gravity

In this section, we show how to obtain the Kerr entropy when the modification
to the general relativity contains higher order curvatures up to Ricci tensor and
also covariant derivatives by modifying the Komar integrals accordingly. We
then obtain the entropy of the Kerr black hole for a number of modified theories
of gravity. We show the corrections to the area law which occurs due to the
modification of the general relativity and present an argument on how these
corrections can be vanishing.

It is well established that the black holes behave as thermodynamical sys-
tems [106]. The first realisation of this fact was made by Hawking, [107]. It is
discovered that quantum processes make black holes to emit a thermal flux of
particles. As a result, it is possible for a black hole to be in thermal equilibrium
with other systems. We shall recall the thermodynamical laws that govern black
holes: The zeroth law states that the horizon of stationary black holes have a
constant surface gravity. The first law states that when stationary black holes
are being perturbed the change in energy is related to the change of area, angular
momentum and the electric charge associated to the black hole. The second law
states that, upon satisfying the null energy condition the surface area of the black
hole can never decrease. This is the law which was realised by Hawking as the
area theorem and showed that black holes radiate. Finally, the third law states
that the black hole can not have vanishing surface gravity.

The second law of the black holes’ thermodynamics requires an entropy for
black holes. It was Hawking and Bekenstein, [108], who conjectured that black
holes’ entropy is proportional to the area of its event horizon divided by Planck
length. Perhaps, this can be seen as one of the most striking conjectures in
modern physics. Indeed, through Bekenstein bound, [I5I], one can see that the
black hole entropy, as described by the area law, is the maximal entropy that
can be achieved and this was the main hint that led to the holographic principle,
[152].
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The black hole entropy can be obtained through number of ways. For instance,
Wald [147] has shown that the entropy for a spherically symmetric and stationary
black hole can be obtained by calculating the Noether charge, see the previous
sections of this chapter for this approach. Equivalently, one can obtain the change
in mass and angular momentum by using the Komar formula and subsequently
use the definition of the first law of the black holes’ thermodynamics to obtain
the entropy. Normally, obtaining the entropy for non-rotating black holes is very
straightforward. In this case, one uses the Schwarzschild metric (for a charge-
less case) and follows the Wald’s approach to calculate the entropy. Also for
rotating black holes that are described by Kerr metric one can simply use the
Komar integrals to find the mass and angular momentum and finally obtain the
entropy. However, when we deviate from Einstein’s theory of general relativity
obtaining the conserved charge and hence the entropy can be challenging. See
[154], 155, [156], 157, 171] for advancement in finding the conserved charges.

In this section, we are going to briefly review the notion of Noether and Komar
currents in variational relativity. We show how the two are identical and then
we move to calculate the entropy of Kerr black holes for a number of examples,
namely f(R) gravity, f(R, R, ) theories where the action can contain higher order
curvatures up to Ricci tensor and finally higher derivative gravity. The entropy

in each case is obtained by calculating the modified Komar integrals.

5.3.1 Variational principle, Noether and Komar currents

Variational principle is a powerful tool in physics. Most of the laws in physics
are derived by using this rather simple and straightforward method. Given a

gravitational Lagrangian,
L =L(9uw: R VaRuvs -V - - Ve Ru), (5.3.84)

where the Lagrangian is a constructed by the metric, Ricci tensors and its deriva-
tives (This can be generalised to the case where Riemann tensors are involved,
however that is beyond the scope of this section). Note that the parentheses de-

note symmetrisation. We can obtain the equations of motion by simply varying
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the action with respect to the inverse metric, ¢g* and R,,. In short form, this

can be done by defining two covariant momenta [148]:

6L
Ty = W, (5385)
and,
pu 0L
R,
oL oL 0L
= Vb (=1)"V(, ...V .
8Ruu ! 8Va1 R,uy + + ( ) ( ™) av(al ce. Vam)RuV
(5.3.86)
Thus the variation of the Lagrangian would be given by [153]:
0L = 109" + P*OR,,. (5.3.87)

It is simple to see that in the example of Einstein Hilbert (EH) action, the first
term admits the equations of motion (i.e. m, = 0) and the second term will
be the boundary term. Since we are considering gravitational theories, the gen-
eral covariance must be preserved at all time. In other words, the Lagrangian,
L, is covariant with respect to the action under diffeomorphisms of space-time.

Infinitesimally, the variation can be expressed as:

(55[/ = d(ZgL) = 7Tul,£§g‘uy + P‘uyagng,, (5388)

where ¢ denotes an infinitesimal variation of the gravitational action, d is the
exterior derivative, 7, is interior derivative of forms along vector field £ and £ is
the Lie derivative with respect to the vector field. By expanding the Lie derivative

of the Ricci tensor, and noting that:

55901/3 = "659065 = vagﬁ + vﬁgaa (5389)
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the Nother conserved current can be obtained. The way this can be done for
the EH action is demonstrated in Appendix |M|as an example. Furthermore, the
conserved Noether current associated to the general covariance of the Einstein-
Hilbert action s identical to the generalised Komar current. This can be seen

explicitly in Appendix . In general, we define the Komar currentﬂas [153]:
U = Ve Pieds,,, (5.3.90)

where ds,,,, denotes the surface elements for a given background and is the stan-

dard basis for n — 2-forms over the manifold M (n = dim(M)).

5.3.2 Thermodynamics of Kerr black hole

A solution to the Einstein field equations describing rotating black holes was
discovered by Roy Kerr. This is a solution that only describes a rotating black
hole without charge. Indeed, there is a solution for charged black holes (i.e.
satisfies Einstein-Maxwell equations) known as Kerr-Newman. Kerr metric can
be written in number of ways and in this section we are going to use the Boyer-

Lindquist coordinate. The metric is given by [139]

2Mr
2

AMarsin? 6
T

P

ds* = —(1 — )dt? Adrz + p*df?,

(5.3.91)

)y
dtdg + e sin? Od¢? +

where,

PP =r*+a’cos’d, A=r*—2Mr+a*, X=(*+d*)?—a*Asin’0.
(5.3.92)

LAs a check it can be seen that for EH action we have,
Piy = V=99, Upn = V=gVaglg1*ds,u,

which is exactly the same as what we obtain in Eq. (M.0.6).
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5.3 Rotating black holes and entropy of modified theories of gravity

The metric is singular at p? = 0. This singularity is real] and can be checked via
Kretschmann scala . The above metric has two horizons r+ = m £+ v/m?2 — a2.

Furthermore, a?> < m? is a length scale. Let us define the vector:
£ = % 4 Q4. (5.3.93)

This vector is null at the event horizon. It is tangent to the horizon’s null gen-
erators, which wrap around the horizon with angular velocity 2. Vector £* is a
Killing vector since it is equal to sum of two Killing vectors. After all, the event
horizon of the Kerr metric is a Killing horizon. Using Eqs. (5.3.90)) and (5.3.93))
we can define the Komar integrals for the general Lagrangian describing

the energy and the angular momentum of the Kerr black hole as,

& = _87 Jim jqf v ng(t dS g, (5.3.94)
3 = 16_71'511—1}100% V)\Pa)f )dsag, (5395)

where the integral is over S;, which is a closed two-surfaceg’] We shall note that
S; is an n— 2 surface. In above definitions f(ﬁt) is the space-time’s time-like Killing
vector and f(ﬁ 5) is the rotational Killing vector and they both satisfy the Killing’s
equation, {u.3 + s, = 0. Moreover, the sign difference in two definition has
its root in the signature of the metric. In this thesis we are using mostly plus

signature. The surface element is also given by,

dsap = —2nar\/0dbdd, (5.3.96)

I This is different than the singularity at A = 0 which is a coordinate singularity.

The Kretschmann scalar for Kerr metric is given by: RO‘M‘SRQM(; =

48 M2 (1?2 —a? cos® 0) (p* —16a°r2 cos® 9)
2 .

3We shall note that scalar curvature, R, and Ricci tensor, R,,, are vanishing for the Kerr
metric and only some components of the Riemann curvature are non-vanishing.

1Note that we can write limg, o0 fst as simply 3%( where H is a two dimensional cross
section of the event horizon.
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5.3 Rotating black holes and entropy of modified theories of gravity

where n,, and r, are the time-like (i.e. n,n* = —1) and space-like (i.e. r,r* = 1)

normals to S;. For Kerr metric in Eq. (5.3.91)) the normal vectors are defined as:

1 P2A
Ng = (_W’ 0,0,0) = (—{/=-,0,0,0), (5.3.97)

1 2
5= (0, 72=.0,0) = (0, \/%,0,0). (5.3.98)

Furthermore, the two dimensional cross section of the event horizon described by
t =constant and also r = r; (i.e. constant), hence, from metric in Eq. (5.3.91])

we can extract the induced metric as:

)
oapd0tdoP = p2do? + e sin? 0d¢?. (5.3.99)

Thus we can write,

Vo = VI sin 0dfde. (5.3.100)

First law of black hole thermodynamics states that when a stationary black
hole at manifold M is perturbed slightly to M + dM, the difference in the energy,

€, angular momentum, J,, and area, A, of the black hole are related by:
K K
0 =0%J, + —0A =Q%J, + —08, (5.3.101)
8 27

where Q0% are the angular velocities at the horizon. We shall note that § is the

associated entropy. k denotes the surface gravity of the Killing horizon and for

the metric given in Eq. (5.3.91)) the surface gravity is given by

2 _ 42
K= —”Z”“ . (5.3.102)
mr4
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5.3 Rotating black holes and entropy of modified theories of gravity

The surface area [139] of the black hole is given by}

A _j{ Vod®0, (5.3.103)
H

where d?0 = dfd¢. Now by using Eq. (5.3.100]), the surface area can be obtained

as,

™ 2
A= 75{ Vod*0 = /0 sin(6)do /0 do(r? + a®) = 4n(rl + a®). (5.3.104)

Modified theories of gravity were proposed as an attempt to describe some of the
phenomena that Einstein’s theory of general relativity can not address. Examples
of these phenomena can vary from explaining the singularity to the dark energy.
In the next subsections, we obtain the entropy of the Kerr black hole for number

of these theories.

5.3.3 Einstein-Hilbert action

As a warm up exercise let us start the calculation for the most well knows case,

where the action is given by:

1
Sgx = 3 / d*r/—gM}R, (5.3.105)

We shall note that § = A/4 (with G = 1) denotes the Bekenstein-Hawking entropy.
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5.3 Rotating black holes and entropy of modified theories of gravity

where M#% is the Planck mass squared. For this case, as shown in footnote , the

Komar integrals can be found explicitly as [153], (see Appendix @ for derivation)

1
& = —— ¢ Vs,
87Tf;;v Saf

1 21 T
= —— do / do
8T Jo 0

(1 sin(0) (a® cos(26) + a* + 2r7)

8m (a® + 7?) (a® cos(20) + a* — 27’2)> o
5 =m.

(a2 cos(20) + a2 + 2r2)?
(5.3.106)

We took &% = t*, where t* = 8;’—:; x® are the space-time coordinates. So, for

instance, g, "¢ = g tH't” = gu, that is after the contraction of the metric with

two Killing vectors, one is left with the ¢¢ component of the metric. In similar

manner, we can calculate the angular momentum as,

1
= xhBd
J 167 g{v @ dsag

1 2w s
= — d do
167 J, ¢ /0

<% sin(6) (a* cos(26) + a* + 2r?)

—8amsin®(0) (a* — 3a’r? + a*(a — r)(a + 1) cos(20) — 6r4>> = ma

. (a2 cos(26) + a2 + 2r2)°
(5.3.107)
Now given Eq. , we have,
%55 = 6€ — Q%59, = (1 — Qa)dm — Qmda. (5.3.108)
By recalling the surface gravity from Eq. we have,
8§ =2mmr,. (5.3.109)
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5.3 Rotating black holes and entropy of modified theories of gravity

which is a well known result.

5.3.4 f(R) theories of gravity

There are numerous ways to modify the Einstein theory of general relativity, one
of which is going to higher order curvatures. A class of theories which attracted
attention in recent years is the f(R) theory of gravity [88]. This type of theories
can be seen as the series expansion of the scalar curvature, R, and one of the very
important features of them is that they can avoid Ostrogradski instability. The

action of this gravitational theory is generally given by:

Sf(R) = %/d4x\/—_gf(R), (5.3.110)

where f(R) is the function of scalar curvature and it can be of any order. In this

case the Komar potential can be obtained by,

Sf(R) 6R 1
a’B = _—_———_—— — / _ Olﬁ
Pitn = =5r 5m., — o (FIV-99™, (5.3.111)
and thus: ,
Uysr) = §f’(R)\/—gVa€[“g”]adsW. (5.3.112)

This results in modification of the energy and angular momentum as (see Ap-
pendix [P| for validation),

1
Ermy = —g- f;(f/(R)vatﬁdSaﬁ = f'(R)m, (5.3.113)

and ,
dpr) = m—ﬂﬁf’(R)V%ﬂdsa@ = f'(R)ma. (5.3.114)

We know that the f(R) theory of gravity is essentially the power expansion in

the scalar curvature,

f(R) = MER+ a1 R* + apR® + -+ - + a1 R", (5.3.115)
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5.3 Rotating black holes and entropy of modified theories of gravity

where «; maintains the correct dimensionality, and thus,
f'(R) = M} + 20, R + 3o R* + - - + nay,  R" 1. (5.3.116)

As a result, the entropy of f(R) theory of gravity is given only by the Einstein
Hilbert contribution,

Sf(R) :SEHIQWmT+. (53117)

This is due to fact that the scalar curvature, R, is vanishing for the Kerr metric

given in Eq. (5.3.91) and so only the leading term in Eq. (5.3.116) will be

accountable.

5.3.5 f(R,R,,)

After considering the f(R) theories of gravity, it is natural to think about the
more general form of gravitational modification. In this case: f(R,R,,), the
action would contain terms like R, R*, RF*R}R,, and so on. Let us take a

specific example of,

1
SRu =5 / d'z/=g(MER + M Ry R* + MR R R,,), (5.3.118)

where A\; and A\, are coefficients of appropriate dimension (i.e. mass dimension
L? and L* respectively where L denotes length). The momenta would then be

obtained as,
Py, = T_‘(](M?ag“ﬁ + 20 R + 30 RPRY). (5.3.119)

As before, the only contribution comes from the EH term since the Ricci tensor
is vanishing for the Kerr metric given in Eq. (5.3.91). So, without proceeding
further, we can conclude that in this case the entropy is given by the area law

only and with no correction.
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5.3 Rotating black holes and entropy of modified theories of gravity

5.3.6 Higher derivative gravity

Another class of modified theories of gravity are the higher derivative theories.
We shall denote the action by S(g,R,VR,VR,,,---). In this class, there are
covariant derivatives acting on the curvatures. Moreover, there are theories that
contain inverse derivatives acting on the curvatures [I15]. These are known as
non-local theories of gravity.

A well established class of higher derivative theory of gravity is given by [53]
where the action contains infinite derivatives acting on the curvatures. It has
been shown that having infinite derivatives can cure the singularity problem [68].
This is achieved by replacing the singularity with a bounce. Moreover, this class
of theory preserves the ghost freedom. This is of a very special importance,
since in other classes of modified gravity, deviating from the EH term and going
to higher order curvature terms means one will have to face the ghost states.
Having infinite number of derivatives makes it extremely difficult to find a metric
solution which satisfies the equations of motion. Moreover, infinite derivative
theory is associated with singularity freedom and Kerr metric is a singular one.
As a result, in this section we wish to consider a finite derivative example as a

matter of illustration, let us define the Lagrangian of the form:
Lyp =+v—=9 MR+ RF(O)R+ R, F(O)R™] , (5.3.120)

where F1(0) = Y7 fi, 07 F(0) = Y72, fo, 00" while O = ¢"'V,V, is
d’Alembertian operator and [0 = [J/M? to ensure the correct dimensionality.
Note that f; are the coefficient of the expansion. We also note that m; and my

are some finite number. In this case, we have the Lagrange momenta as,

P = =g | M3g®? +2f1,0°° Y O"R+2f,, > O"R¥| . (5.3.121)
n=1 n=1

As mentioned previously for the Kerr metric: R = R = 0, this is to conclude
that the only non-vanishing term which will contribute to the entropy will be the

first term, in the above equation, which corresponds to the EH term in the action

given in Eq. (5.3.120)).
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5.3 Rotating black holes and entropy of modified theories of gravity

5.3.7 Kerr metric as and solution of modified gravities

After providing some examples of the modified theories of gravity, the reader
might ask wether the Kerr metric is the solution of these theories. In this section
we are going to address this issue by considering the higher derivative action. This
is due to the fact that the higher derivative action given in contains Ricci
scalar and Ricci tensor and additionally their derivatives and hence the arguments
can be applied to other theories provided in this section.

Let us consider (5.3.120)), the equations of motion is given by [I11],

G + 4G’ F (O)R + ¢g*° RF | (D)R — 4 (voV* — ¢*°0) F1(O)R
=207 + g*?(Qf, + Q) + ARSTF(O) R

— g REFH (D) Ry, — 49, V7 (Fo(O)R*) + 20(F(D) R*7)

+20°09, 9, (Fo(O)R™) — 2057 + g*P(Q5 + Q) — 4A57 = 0,(5.3.122)

we have defined the following symmetric tensors [I11]:
Qaﬁ Zfl ZVQRZ)VﬁRnll) Q _Zfl ZRZ)Rnl
n=1 n=1
Qaﬁ ZfQ ZR/L sa(l) RV,B n—l— 1)’ Q _ ZfZ ZRu(l
n=1 n=1

[e'¢) n—1
AY = 53 o SIRGDRIPDO RO R0 (5.3.123)
n=1 =0

Also note that R™ = 0™ R and that we absorbed the mass dimension in f;, ’s
where it was necessary. For the Kerr metric, the Ricci tensor and, consequently,
the Ricci scalar vanish identically. Therefore, any quantity with covariant deriva-
tives acting on the Ricci tensor and the Ricci scalar would also be equal to zero; as
a result, each of the five quantities defined in would also vanish. Hence,
one may observe that each of the terms in the left-hand side of becomes
equal to zero. Thus, the Kerr metric satisfies the equation of motion , im-
plying that the Kerr metric can be regarded as a solution of the action ([5.3.120)).
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5.4 Non-local gravity

This has been shown explicitly by [I59]. However, the same can not be said in

the presence of the Riemann tensors.

5.4 Non-local gravity

For higher derivative theories of gravity, it is possible to write the action in terms
of auxiliary fields. Doing so results in converting a non-local action [115] to a
local one. We use this approach to find the entropy for a non-local gravitational

action.

Indeed, Einstein’s theory of general relativity can be modified in number of
ways to address different aspects of cosmology. Non-local gravity is constructed
by inversed d’Alembertian operators that are accountable in the IR regime. In
particular, they could filter out the contribution of the cosmological constant to
the gravitating energy density, possibly providing the key to solving one of the

most notorious problems in physics [160], see also [163].

Moreover, such modification to the theory of general relativity arises naturally
as quantum loop effect [IT5] and used initially by [64] to explain the cosmic
acceleration. Non-local gravity further used to explain dark energy [116]. Since
such gravity is associated with large distances, it is also possible to use it as an
alternative to understand the cosmological constant [160]. Additionally, non-local

corrections arise, in the leading order, in the context of bosonic string [161].

It is argued in [162] that, non-locality may have a positive rule in under-
standing the black hole information problem. Recently, the non-local effect was
studied in the context of Schwarzschild black hole [163, [164]. In similar manner,

the entropy of some non-local models were studied in [165].
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5.4 Non-local gravity

5.4.1 Higher derivative gravity reparametrisation

Let us take the following higher derivative action,

1 _
IL+1, = W/czDa;\/_—g[R + RF(D)R],
167Gy
with:  F(0) =Y f,0", (5.4.124)
n=0

where Gg\l,)) is the D dimensional Newton’s gravitational constant, R is scalar
curvature, [ = V,V* is the d’Alembertian operator and O = 0O/M?, this is due
to the fact that [J has dimension mass squared and we wish to have dimensionless
F(O), we shall note that f,,’s are dimensionless coefficients of the series expansion.
In the above action we denoted the EH term as [y. Finally, m is some finite

positive integer. The above action can be written as [99],

L+ = #G(Zf)/d%\/—_g[f% + é (annn + R (1 — @”R))],

(5.4.125)

where we introduced two auxiliary fields x, and n,. This is the method which
we used in the Hamiltonian chapter. By solving the equations of motion for x,,
we obtain: 7, = "R, and hence the original action given in Eq. (5.4.124]) can

be recovered. This equivalence is also noted in [99).

We are now going to use the Wald’s prescription given in (5.2.21]) over the

spherically symmetric metric (5.2.18]). We know from ([5.2.33) that the entropy
for action (|5.4.124) is given by,

So+ 8 = (1 + 2F(E)R>, (5.4.126)

_H
(D)
N

where we denoted the entropy by 8. Now let us obtain the entropy for I; ,
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5.4 Non-local gravity

following the entropy Eq. (5.2.21]), we have,

m

. Ay 1 1 -
81 = —— 5y X 2 (=5l = SXatln + XL R
A =, 1 1
- _% X Z(_afnnn - §Xn77n + Xnnn)
26:N n=0
Ay - Ay -
— e X (2 fumn) = 1o 2FO)R). (5.4.127)

Where we fixed the lagrange multiplier as x,, = —f,,. It is clear that both I; and
I, are giving the same result for the entropy as they should. This is to verify that
it is always possible to use the equivalent action and find the correct entropy.
This method is very advantageous in the case of non-local gravity, where we have

inversed operators.

Before proceeding to the non-local case let us consider I,

. 1 _
I = 1onG /dDa:\/_Z (annnJrRXn( Mo — O R)), (5.4.128)

It is mentioned that solving the equations of motion for y,, results in:

= O"R. (5.4.129)

We shall mention that in order to form
— Z f.0m, (5.4.130)
n=0

in the second term of ((5.4.128]) we absorbed the f,, into the Lagrange multiplier,

Xn. Let us consider the fixing x,, = —f,. We do so by substituting the value of

127



5.4 Non-local gravity

the Lagrange multiplier,

I~1 = ﬁ/ $\/_Z(annn Rfn(n n— "R ))
- = ; /de\/_ZanD"R— W/de\/—_gRF(D)R

(5.4.131)

As expected I, and I; are again equivalent. Thus the fixation of the Lagrange

multiplier is valid.

5.4.2 Non-local gravity’s entropy

The non-local action can be written as,

1 _
I+ 1 5 / d’z=g[R+ RG(O)R],
6mGy
with:  G(0) = e, 07" (5.4.132)
n=0

In this case the inversed d’Alembertian operators are acting on the scalar curva-
ture. In order to localise the above action we are going to introduce two auxiliary

fields &, and 1), and rewrite the action in its local form as,

. 1 m _
Lhitl, = — / Pay/=g|R+ 3 (Rethn + Ren(O"00 — B)) .
167Gy e
(5.4.133)
Solving the equations of motion for &,, results in having:
0", =R or ,=0"R. (5.4.134)
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5.4 Non-local gravity

Thus, the original action given in Eq. (5.4.132)) can be recovered. This equivalence

is also noted by [165], 166].

Finding the Wald’s entropy for the non-local action as stands in
can be a challenging task, this is due to the fact that for an action of the form
Eq. , the functional differentiation contains inversed operators acting on
the scalar curvature and Wald’s prescription for such case can not be applied.
However, by introducing the equivalent action and localising the gravity as given
in Eq. , one can obtain the entropy as it had been done in the previous
case. We know that the contribution of the EH term to the entropy is 8y =

Ay /4G. Thus we shall consider the entropy of Iy:

< Ay G| 1
= = T —5Cn n__nDnn n
82 QGE\?) X n:0< 2C 1/} 25 w +£ R)
A WA | 1 - _
- _% X Z<_§Cn¢n - §€nmn¢n + gnDn¢n)
2GN n=0
A & -
- ng) X Z(Qﬂﬂn + CnD wn)
4GN n=0
A — ——n —n(1—n
= % x> (eo(O7"R) + ¢, 007" R))
4GN n=0
A mo
= — 5 X > (@O " R+c.R), (5.4.135)
4G!N n=0

where we took &, = —c,. Furthermore, we used the fact that O0"(0"R) = R,

[115).
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5.5 Summary

As before let us check the validity of the &, = —c, by considering I,

I - m / dDw—_gZ(chwnwgn T — R))

— W/d’jx\/_z (chwn Re, (O™, — R))

~ o [PV (Rt et )
N n=

1
167G

/ dPz/—gRG(D)R, (5.4.136)

where used the property of ((5.4.134)) and recovered the non-local action in ([5.4.132)).
Thus the fixation of &, = —c¢, is valid.

5.5 Summary

In this chapter we have shown how Wald’s approach can be used to find the
entropy for a static, spherically symmetric metric. It is shown that deviation
from GR results in having correction to the entropy. However, in the framework
of IDG, we have shown that one can recover the area law by going to the linearised
regime for a spherically symmetric background. Linearisation means perturbation
around Minkowski background and obtaining a constraint, required to have the
massless graviton as the only propagating degree of freedom.

We then used Wald’s formulation of entropy to find the corrections around
the (A)dS background. We verified our result by providing the entropy of the
Gauss-Bonnet gravity as an example. It has been shown that the constraint found
in the linearised regime (around Minkowski background) is not applicable to the
(A)dS case. This is due to the fact that the form of the propagator for (A)dS
background is an open problem and thus there is no known ghost free constraint.

We continued our study to a rotating background described by the Kerr met-
ric. For this case, we modified Komar integrals appropriately to calculate the

entropy for the Kerr background in various examples. It has been shown that
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5.5 Summary

deviating from the EH gravity up to Ricci tensor will have no effect in the amount
of entropy, and the entropy is given solely by the area law. This is because the
scalar curvature and Ricci tensor are vanishing for the Kerr metric given in Eq.
(5.3.91)) (see [I59] on rigorous derivation of this).

In the presence of the Riemann tensor and its derivatives, the same conclusion
can not be made. This is due to number of reasons: i) The Riemann tensor for
the Kerr metric is non-vanishing, ii) In the presence of the Riemann tensor and
its derivatives, the Ricci-flat ansatz illustrated by [159] may not hold and thus
Kerr background may not be an exact solution to the modified theories of gravity.
iii) Variation of the action and obtaining the appropriate form of Komar integral
is technically demanding and requires further studies.

Finally, we have provided a method to obtain the entropy of a non-local action.
Gravitational non-local action is constructed by inversed d’Alembertian operators
acting on the scalar curvature. The Wald approach to find the entropy can not
be applied to a non-local action. Thus, we introduced an equivalent action via
auxiliary fields and localised the non-local action. We then obtained the entropy
using the standard method provided by Wald. In the case of higher derivative
gravity we have checked that both, the original higher derivative action and its
equivalent action, are producing the same results for the entropy. However, such
check can not be done in the non-local case. As a future work, it would be
interesting to obtain the Noether charge such that one can calculate the entropy
for a non-local action without the need of localisation and check wether the

entropies agree after localisation.
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Chapter 6

Conclusion

In this thesis some of the classical aspects of infinite derivative gravitational
(IDG) theories were considered. The aim was mainly to build an appropriate
machinery which can be used later to build upon and further understanding of
infinite derivative theories of gravity. The main focus of this thesis was a ghost-
and singularity-free infinite derivative theory of gravity. This theory is made up
of covariant derivatives acting on Riemannian curvatures, we represented this in-

finite series of derivatives as function F'([J). We found that upon choosing specific

form of F'(0J), that is an exponential of an entire function, the theory is ghost

free and singularity free.

Outline of results

In Chapter [3| we performed the Hamiltonian analysis for wide range of higher
derivatives and infinite derivatives theories. We started our analysis by consid-
ering some toy models: homogeneous case and infinite derivative scalar model
and then we moved on and applied the Hamiltonian analysis to infinite derivative
gravitational theory (IDG). The aim of our analysis were to find the physical de-
grees of freedom for higher derivative theories from the Hamiltonian formalism.
As for the IDG action, we truncated the theory such that the only modification

would be RF;(J)R term. Such action is simpler than the general IDG containing
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higher order terms such as R, Fo(O)R* and R, F3(0)R**°. Adding higher
curvature terms would lead to further complexities when it comes to the ADM
decomposition and we shall leave this for future studies.

From Lagrangian formalism, the number of degrees of freedom is determined
via propagator analysis. In other words, calculating number of degrees of free-
dom is associated with the number of poles arising in the propagator for a given
theory. As for the case of IDG is it known that for a Gaussian kinetic term
in the Lagrangian, the theory admits two dynamical degrees of freedom. This
can be readily obtained by considering the spin-0 and spin-2 components of the
propagator. In order to maintain the original dynamical degrees of freedom and
avoiding extra poles (and thus extra propagating degrees of freedom), one shall
demand that the propagator be suppressed by the exponential of an entire func-
tion. This is due to the fact that an entire function does not produce poles in the
infinite complex plain. Thus, it is reasonable to modify the kinetic term in the
Lagrangian for infinite derivative theories. Such modification in the case of scalar
toy model would take the form of F((J) = Oe~9 and in the context of gravity
the modification would be F(C) = M30 '(e™™ —1). It is clear that one must
expect the same physical results from Lagrangian and Hamiltonian analysis for
a given theory.

To obtain the number of degrees of freedom in Hamiltonian regime, one starts
with first identifying the configuration space variables and computing the first
class and second class constraints. In the case of IDG, there exist infinite number
of configuration space variables and thus first class and second class constraints.
However, for a Gaussian kinetic term, F'((J), the number of degrees of freedom
are finite. This holds for both scalar toy models and gravitational Hamiltonian

densities.

In Chapter {4} the generalised Gibbons-Hawking-York (GHY) boundary term,
for the IDG theory, was obtained. It has been shown that in order to find the
boundary term for the IDG theory one shall use the ADM formalism and in
particular coframe slicing to obtain the appropriate form of the extrinsic curva-

ture. Moreover, in coframe slicing d’Alembertian operators are fairly easy to be

133



handled when in comes to commutation between derivatives and tensorial com-
ponents. It should be noted that the conventional way of finding the surface
contribution is using the variation principle. However, for an infinite derivative
term that would not be a suitable approach. This is due to the fact that for a
theory with n number of covariant derivatives we will have 2n total derivatives,
and clearly extracting a GHY type surface term to cancel these total derivatives
is not a trivial task. Indeed, it is not clear, in the case of IDG, how from the
variation principle one would be extracting a neat extrinsic curvature to cancel
out the surface contribution. To this end, we took another approach, namely to
recast the IDG action to an equivalent form where now we have auxiliary fields.
We then decomposed the equivalent action and used it to calculate the gener-
alised GHY term for the IDG theory. To validate our method it can be seen that,
for the case of L1 — 0 our result would recover the GR’s boundary term as given
by the GHY action and for [J — 1 one shall recover the well known results of

Gauss-Bonnet gravity upon substituting the right coefficients.

In Chapter 5| we considered the thermodynamical aspects of the IDG theory.
In GR it is well known that the entropy of a stationary black hole is given by
the area law. Given different solutions to the Einstein-Hilbert action the area
law would be modified yet the proportionality of the entropy to the area remains
valid. The deviation from GR results in correction to the entropy. In the context
of IDG we performed entropy calculation and obtained the corresponding correc-
tions. We began our analysis by considering a static and spherically symmetric
background. We shall note that in this metric we have not defined any value for
f(r). This is to keep the metric general. We then used Wald’s description and
obtained the corrections. We extended our discussion to the linearised regime
and found that in the weak field limit the entropy of the IDG action is solely
given by the area law and thus the higher order corrections are not affecting the
entropy. It is important to remind that in order to achieve this result we im-
posed the constraint 2F; () + Fy(0) + 2F3(00) = 0, which ensures that the only
propagating degree of freedom is the massless graviton. Moreover, we imposed
®(r) = ¥(r), in other words we demanded that the Newtonian potentials to be

the same.
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We then moved to the (A)dS backgrounds and compute the entropy for the
IDG theory using the Wald’s approach and obtained the corrections. (A)dS
backgrounds admit constant curvatures. This leads to have constant corrections
to the entropy. In this regime, we have shown that upon choosing the appropriate
coefficients, the IDG entropy reduces to the corresponding Gauss-Bonnet gravity.

After, we turned our attention to a rotating background and used variational
principle to find the generalised Komar integrals for theories that are constructed
by the metric tensor, Ricci scalar, Ricci tensor and their derivatives. We then
used the first law of thermodynamics and computed the entropy for number
of cases: f(R), f(R,R,,) and finally higher derivative theories of gravity. We
used the Ricci flatness ansatz found in [I59] and concluded that for a rotating
background described by the Kerr metric we have R = R,,,, = 0 regardless of the
modified theory of gravity one is considering; thus the only contribution to the
entropy comes from the Einstein-Hilbert term. This holds true as long as we do
not involve the Riemann contribution to the gravitational action. Furthermore,
the generalised form of Komar integrals are unknown for the case where the
gravitational action contains Riemann tensor and its derivatives.

Finally, we wrapped up the chapter by considering an infinite derivative action
where we have inverse d’Alembertian operators ((J7!), the entropy of such action
using the Wald approach can not be found. This is due to the fact that the func-
tional differentiation is not known for inverse derivatives. For instance, terms like
§(R(O)™'R)/dR,mxs can not be differentiated using the normal Euler-Lagrange
functional differentiation. The non-locality of such action can be localised by
introducing auxiliary fields and rewriting the non-local action in its localised
equivalent form. This allows to compute the entropy using the Wald’s prescrip-

tion. We verified our method for an already known theory where the Lagrangian

density is given by £ ~ R+ RF(0J)R.

Future work

e IDG is now know to address the black hole singularity in the weak field
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regime. It would be interesting to see wether the singularities can be avoided

in the case of astrophysical black holes.

The form of Wald entropy for non-local theories of gravity, where there
is 07! in the action, is not known. It would be interesting to formulate
the charge for such theories and to check wether they reproduce the same

results as if one was to localise the theory by introducing auxiliary fields.

Addressing the cosmological singularity issue in the presence of matter
source is an open question. The exact cosmological solutions were only
obtained in the presence of a cosmological constant. A realistic cosmolog-
ical scenario must include an appropriate exit from the inflationary phase.
So far such transition is unknown and any progress in that direction is

useful.

So far IDG is studied around Minkowski background. It would be inter-
esting to discover the classical and quantum aspects of IDG over other

backgrounds.

Establishing unitarity within the framework of IDG is another open problem
where a novel prescription shall be found. This would be a major step

towards construction of a fully satisfactory theory of quantum gravity.

Deriving IDG or any other modified theories of gravity from string theory
is another open problem, despite the fact that they are stringy inspired.
It is of great interest to know how any of the modified theories of gravity
can be derived from string theory and not just by writing down an effective

gravitational action.

There are many other aspects of IDG which can be studied using the current
knowledge built by others and us. An example of that would be obtain-
ing the holographic entanglement entropy for an IDG in the context of
AdS/CFT (see for instance [167, [168]). Another example would be study-
ing the IDG action in other dualities such as Kerr/CFT, where one can gain
great knowledge about the CF'T in the context of higher derivative theories
(see the Gauss-Bonnet example [169]).
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e In the cosmological sense, non-local theories can be promising in studying
some phenomenological aspects such as dark energy (see [116] as an exam-
ple). It would be interesting to look at other phenomenological aspects of

IDG.

e As for Hamiltonian formalism, it would be interesting to obtain the physical
degrees of freedom for the full IDG action, containing the higher order
curvatures. This would be a good check to make sure one recovers the same

results from the Lagrangian analysis.

137



Appendix A

A.1 Useful formulas, notations and conventions
The metric signature used in this thesis is,

G = (=, +,+,+). (A.1.1)
In natural units (h = ¢ =1). We also have,

he
87TG§\1,)) 7

Mp = k72 = (A.1.2)

where Mp is the Planck mass and Gg\?) is Newton’s gravitational constant in
D-dimensional space-time.

The relevant mass dimensions are:

[da] = [2] = [t] = M7, (A.1.3)
{au] = [pu] = [ku] = Mla (A.1.4)
[velocity] = % = M. (A.1.5)
As a result,
[diz) = M~ (A.1.6)
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A .2 Curvature

The action is a dimensionless quantity:
[S] = [/ d*z L] = M°.

Therefore,

L] = M*.

A.2 Curvature

Christoffel symbol is,

1
qu =—q

AT
597 (

augw' + az/g;rr - a‘rg;w)'
The Riemann tensor is,

A _ A A A A
R, = 0,1, — 9, + A% — T2

opt vy vpt ows
_ A _ A A
Rpff;w - gpAR U2 gﬂ/\(aurua - aVF;w)’
R,uzz)\cr = _Ry,u)\a = _R,LLI/CT)\ = R)\a,ul/u
R;w)\o + RM}\O’V + RMO’I/)\ =0.

The Ricci tensor is given by,

Ry, =R\, =0\, — 0,I)\ + 3,10, — 5,14,

(A.17)

(A.1.8)

(A.2.9)

(A.2.10)

(A.2.11)
(A.2.12)

(A.2.13)

(A.2.14)

The Ricci tensor associated with the Christoffel connection is symmetric,

R,, = R,,.
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A .2 Curvature

The Ricci scalar is given by,

R=R' = g"R,, = g™\, — 0"y, + ¢T3, 10, — g T), 1%, (A.2.16)

The Weyl tensor is given by,

1 R
CFop = RZVﬂ—5((5’;Raﬁ—5gRa,,+Rﬁga[3—Rggay)+g(5ﬁga5—5§gw), (A.2.17)
% = 0. (A.2.18)
The Einstein tensor is given by,
1
G =R, — EgWR. (A.2.19)

Varying the Einstein-Hilbert action,

1
Sy = 3 / d*xv/—g(MpR — 20), (A.2.20)
where A is the cosmological constant of mass dimension 4, leads to the Einstein

equation,

M%GIW + guVA = T,UJ/y (A221)

where T),, is the energy-momentum tensor. When considering the perturbations

around the Minkowski space-time, the cosmological constant is set to be zero.

The Bianchi identity is given by,
VRR,LW)\U + VUR,LLV/@/\ + v)\R/J,l/a'/{ = 0. (A222)

This results from the sum of cyclic permutations of the first three indices. We
note that the antisymmetry properties of Riemann tensor allows this to be written
as,

V[/{Ruu})\o’ = 0. (A223)
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A .3 Useful formulas

Contracting (A.2.22)) with ¢"* results in the contracted Bianchi identity,

VHRVO' - VURVH + VARAZ/O'H = 0.
Contracting (A.2.24)) with ¢"*, we obtain,
1
VHRg - EVJR,

which similarly implies,
V°VR; = %DR,

and,
V,.GY = 0.

v

A.3 Useful formulas

(A.2.24)

(A.2.25)

(A.2.26)

(A.2.27)

The commutation of covariant derivatives acting on a tensor of arbitrary rank is

given by:
1 - _ A M1
[va VU]X vi.vp Tpcr V)\X v1...1
1351 A2 ok 2 Bk L
+ R )\an Vi... Vg + R )\pUX V]V +
A M1 _ pA K1k
R ulpoX Avy...y R I/ng‘X V1A

where the Torsion tensor is given by,

A TA A A
T, =T) -1}, =207,

Covariant derivative action on a tensor of arbitrary rank is given by,

AV LS N €l R

ViV2...Y) Viv2...V]
M1 Ap2.. ok H2 LAk .
+ FJ)\X Viv2...1] + FU)\X Viv2...V) +
_ A H1p2-pe A H1p2-pE
ijlX Avs.../; FO'VQX V1A
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A .3 Useful formulas

The Lie derivative along V' on some arbitrary ranked tensor is given by,

vaM”;ZI Z,;kl,l = V7 8UXM”;21 VQMle
N\ A ) 1
— (O\V) XAz (O VH) X
@ VX + (0LVXMR, + e (A3.31)

In similar manner the Lie derivative of the metric would be,
Ly g =VVogu + (VMVA)QAV + (VVVA)QM =2V .Vo). (A.3.32)
Symmetric and anti-symmetric properties, respectively, are,

1
X(ijk... = §(Xz‘jk:... + Xjik...), (A.3.33)

1
K. = 5 (Xije.. = Xjie...) (A.3.34)
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Appendix B

Newtonian potential

Let us consider the Newtonian potential in the weak-field regime. The Newtonian
approximation of a perturbed metric for a static point source is given by the

following line element,

ds* = (N + hy)dztdz”

= —[14+28(r)]dt* + [1 — 20 (r)](d2? + dy® + dz?) (B.0.1)

where the perturbation is given by,

—28(r) 0 0 0
B 0 —20(r) 0 0
Buw 0 0 _2u() 0 (B.0.2)
0 0 0 —20(r)

The field equations for the infinite derivative theory of gravity is given by,

1. - - _
_K’TNV = §[a(|:|)|:|hlﬂ/ + b(D)aO'(aMhZ + al/hZ) + C(D)(auauh + nuuaaaThaT)

f(0)

+ d(O)nuOh + =570,0,0,0.1°7), (B.0.3)
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where Kk = SWGE\/,D) =M ]32 and T}, is the stress-energy tensor. By using the

definitions of the linearised curvature, we can rewrite the field equations as,

£

_ 1 _
kT, = a(O)R, — =nuwc(0)R — -

: 0,0, R. (B.0.4)

It is apparent how the modification of Einstein-Hilbert action changed the field
equations. The trace and 00-component of the field equations are given by,
1 _
—/‘iToo = Q[G(D) — BC(D)]R,
_ 1 -
HT@O = (I(D)Roo + éc(D)R, (B05)
where Ty gives the energy density. In the static, linearised limit, 0 = V? =

0;0". In other words, the flat space d’Alembertian operator becomes the Laplace

operator. This leads to,

—KTh = (a(d) — 3¢(0))(2V*V — V2),
KT = (a(0) — c¢(0)) V2P + 2¢(0) V0. (B.0.6)

We note that,
R =2(2V?V — V?®), Ry = V?®. (B.0.7)

The Newtonian potentials can be related as,

V2 = —Mvﬂxp, (B.0.8)
and therefore,
iy = AED) = 3cOD) G Kmy0%(7). (B.0.9)

a(0) — 2¢(0)

We note that Ty, is the point source and Tyy = m953(77), mg is the mass of the

object generating the gravitational potential and 42 is the three-dimensional Dirac
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delta-function; this is given by,

53 (F) = / (;ZWI; e (B.0.10)

Thus, with noting that [J — —k?, we can take the Fourier components of (B.0.9)

and obtain,

_ kmg [T 4 a(—k?) — 2¢(—k?) ik
°0) = ok | T 5o

_%/"O dk'a( a(—k?) — 2c(—k?) sin(kr) (B.0.11)

2m2r —k2)(a(—k?) — 3c(—k?)) Kk
and,
_ Emy [ c(—k?) sin(kr)
\If(r)——27r2r/0 e ) 3 (B.0.12)

In order to avoid extra degrees of freedom in the scalar sector of the propagator

and to maintain massless graviton as the only propagating degree of freedom, we
shall set a(k?) = c(k?), this leads to,

O(r) = U(r) = — /OOO dk%. (B.0.13)

Taking a(0J) = e, we obtain,

s Erf[4"
O(r) = U(r) = — g / apSnkr) __rmg BT (B.0.14)
(2m)2r Jo = 8r

As r — 0o, then Erf[#] — 1 and we recover the —r~! divergence of GR. When

r — 0, we have,
kmg M
{73/2

which is constant. Thus the Newtonian potential is non-singular. See Fig. [B.1]

lim &(r) = lim ¥U(r) =
r—0

r—0

(B.0.15)
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-0.5-

-20%

Figure B.1: Newtonian potentials. The orange line denotes the non-singular
potential while the blue line indicates the original GR potential.
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Appendix C

Gibbons-York-Hawking

boundary term

Let us take the Einstein Hilbert action,
1
S = ﬁ(SEH—i_SGYH)) (COl)

where,

Spn = / d'r /—gR, (C.0.2)
v

SGYH = 2% d3y€ |h|K, (003)
av

Gibbons-York-Hawking boundary term is denoted by Sgygy. Also, k = 87Gy.
We are considering the space-time as a pair (M, g) with M a four-dimensional
manifold and g a metric on M. Thus, V is a hyper-volume on manifold M, and
dV is its boundary. h the determinant of the induced metric, K is the trace of
the extrinsic curvature of the boundary 9V, and ¢ is equal to +1 if 9V is time-like
and —1 if 9V is space-like. We shall derive the Sgy g in this section. To start we
fix the following condition,

8gas| =0, (C.0.4)
av
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We also have the following useful formulas,

5904,8 = _gaugﬁuégiwa 5gaﬁ = _gaugﬁyéguw (005)
1

V=5 = — 2 Gasbs" (C5)

SRS = V. (dT%,) — V5(dT%,), (C.0.7)

6Ros = ¥, (617,) — Vs(617,). (C.0.8)

Let us now vary the Einstein-Hilbert action,
v

The variation of the Ricci scalar is given by,
6R = 69"’ Rop + g*P6 Rop. (C.0.10)

using the Palatini’s identity ((C.0.8)),

0R = 69" Rag + g°" (V4 (61},) — V(6T,)),
= 09" Rap + Vo (97 (0T%,) — g7 (6T2,)), (C.0.11)

where the metric compatibility indicates V,g,s = 0 and dummy indices were

relabeled. Plugging back this result into the action variation, we obtain,

§Spn = / d*z (RS/=g+ V=g R),
A%
1
= / d'z (—ERgam/_—g 69*” + Rapyv/—969*" + v/=9V+ (9% (6T%,) — gw((srzw))),
v

1
- /v d'z+/=g (Raﬁ - 539a5> 09" + /vd% V=9V (g7 (8T5,) — g°7(3T,)).
(C.0.12)
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We are going to name the divergence term as Sp, i.e.

§Sp = / d*z /=g V., (9*7 (6T %) — g°7(6T7,)), (C.0.13)
A%
and define,
V7 = g*"(0T%,) — g*°(6TL,), (C.0.14)
yielding,
6Sp = /d4:c\/_—g v, V. (C.0.15)
v

The Gauss-Stokes theorem is given by,

/d"a:\/|g|VuA“ :]{ 4"y e/ |hjn, A", (C.0.16)
A% l24%

where n,, is the unit normal to V. W shall use this and rewrite the boundary

term as,

5532% d*ye/|hns V7, (C.0.17)
av

with V7 given in ((C.0.14]). The variation of the Christoffel symbol is given by,

o 1 o
5F6a = 5(59 7 [8ﬁg'yoc + aag'yﬂ - anﬁoe})a

1 1
= 5097 (08970 + 0agrs — 0595a] + =977 [08(6va) + Oa(8gp) — 04(6gsa)]-

’ (C.0.18)
From the boundary conditions dg,s = dg*° = 0. Thus,
%0 = 507 [05(0010) + 0a(0915) — 0 (6954, (C.0.19)
and so,
Ve |50 06(60,0) + 0u(00,0) = 0, G)] | = o | 3970000,

(C.0.20)
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we can write

1

" [—g‘” [05(3030) + 0n(69:5) — D4 (3950)

Vs 5

— g, V"
v Jon

1} ov

1
- gaugau {59'”8&(5%7)}

1 1
= 5529%8 [aﬁ(égw) + 04(09,5) — 87(59,3&)] - 553‘9” [aa((;gw)]
= 9°7[05(395a) — 05 (0gsa)]- (C.0.21)

Let us now calculate the term n"Va‘ gy We note that,
g°? = P +en°n”, (C.0.22)
then

n’V, = n? (h* + en®n?)[05(090a) — 05 (398a)],
= n7h*’[05(6goa) — 05 (69pa)), (C.0.23)

where we use the antisymmetric part of en®n” with ¢ = n*n, = +1. Since
dgap = 0 on the boundary we have h*?95(8g,4) = 0. Finally we have,

nVy| = -n"h"?0,(0gsa) (C.0.24)

ov

Hence, the variation of the Einstein-Hilbert action is,

1
0SEn = /d% V=g (Rag — iRga/g) 5g*° — % d>y e/ |h|h*0,(5gsa)n’.
v oV
(C.0.25)
The variation of the Gibbons-York-Hawking boundary term is,

§Savw = 27{ d*ye/|h|0K. (C.0.26)
av
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Using the definition of the trace of extrinsic curvature,

K=V, n",
= 9"V g,
= (h*? + en®nP)V gna,
= h*’V sn,,
= h*%(9pne — I'h,ns), (C.0.27)

and subsequently its variation,
§K = —h*6T n,,
1
= —Ehaﬂga'y [(95(5gaa) + aa<5go,6> - aa((sgﬁo)]n’w
1
= 51 [05(0950) + 0a(0905) — 0r(0g5a)] 1",

= %h“ﬁ(%(ég[ga)n”, (C.0.28)

where we used h*?95(6g,0) = 0, h*?0,(8g,5) = 0 on the boundary; The variation
of the Gibbons-York-Hawking becomes,

dSavn 27{ >y e/|hh*?0,(6gsa)n° . (C.0.29)
av

We see that the second term of ((C.0.25)) is matching with ((C.0.29)). In other words,

this term exactly cancel the boundary contribution of the Einstein-Hilbert term.
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Appendix D

Simplification example

in IDG action

Let us consider the following terms from ([2.1.4)),
RF(O)R+ RF,(O)V,V,R" + R", F)(O)V, VAR, (D.0.1)

we can recast above as,
1 1
RF(O)R + §RF2(D)DR + éR”MF4(D)Vl,V“R, (D.0.2)

by having the identity V,R* = %V”R and also V,V ,R* = %DR, which occurs
due to contraction of Bianchi identity, we can perform integration by parts on

the final term and obtain,

1 1
RE(D)R + SRE(O)OR + SVIV, R, F(O)R

1 1
= RE(O)R+ jREO)OR + JRE(D)OR

RF(O)R, (D.0.3)
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where we redefined the arbitrary function F3(0J) to absorb F»(O) and Fy(OJ). We
simplified (2.1.4)) in similar manner to reach (2.1.8)).
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Appendix E

Hamiltonian density

Hamiltonian density corresponding to action Eq. (3.3.44]) is explicitly given by,

H = pAA + Py X1+ Py Xt + Py -1 — L

[e.9]

= —(Ay A+ Ay A) — Z(AXml—l)

1=2
— (AA)X1 — (Ai1)Xi — (AXamis + xi A7)
- (A(fOA + Z fnnn) + Z Axam
n=1 =1

— (A@()XlaoA + XlaoAaoA) + gij (A@XlﬁjA + XlalAa]A)

— Z(AaOXlaonl—l + X100 Adomi—1) + g” Z(Aamajm_1 + Xzaz‘A@jm—ﬂ)

=2 =2

= Z Aximor) — (AA)X: — (Afa)xa + (A(foA ) famn) = D> Axam
= n=1 =1
(E.0.1)

— (A@ X18 A+ X18 A& A g” Z A@ i X1 j771 1+ Xla Aajm 1))
=

(E.0.2)
n=1 =1
— (9™ A0 x10,A + gTx10;,A0;A) — g™ > (ADxiDumi—1 + 10 Adymi1) |
=2
(E.0.3)
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Appendix F

Physical degrees of freedom via

propagator analysis

We have an action of the form [53]

=7 / d'z /g [M2R + RF (O) B] (F.0.1)
or, equivalently,
S=7 / do V=g [M2A+ AT (O) A+ B(R-A)] .  (F.02)

A and B have mass dimension 2.

The propagator around Minkowski space-time is of the form [68] 93]

o _ P2 P
HER) = e T e — 3 (F.03)
where a(0) = 1 and ¢(0) = 1+ M;*F (O) O. Hence,
I(—k?) = 7 7. (F.0.4)

et k2(—2 + 3M52k2F (—k2/M?))
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We know that [68], 93]

) -1

70 = a2t = (F.0.5)

Only if ¢(0) is the exponent of an entire function can we decompose into partial
fractions and have just one extra pole.

The upshot is that, in order to have just one extra degree of freedom, we have
to impose conditions on the coefficients in F (E) In order to avoid ! terms

appearing in J(0J), we must have that

c(0) = Z c, " (F.0.6)

and ¢y = 1. Hence,
_ Mp\2 & _
FO) =57 > O (F.0.7)

To get infinitely many poles and, hence, degrees of freedom, one could have, for
instance, that
c(0) = cos(J), (F.0.8)

so that ¢g = 1. Then Eq. (F.0.2) becomes

cos(0J)

1 -1
U

S=- /d4x\/_—g {MI%A + M32A (

> ) A+ B(R- A)} . (F.0.9)

Using (F.0.4]), apart from the &% = 0 pole, we have poles when

k2 1

Eq. (F.0.10) has infinitely many solutions due to the periodicity of the cosine
function and, therefore, the propagator has infinitely many poles and, hence, de-

grees of freedom. We can write the solutions as k* = 2mn, where m =0,1,2, - -,

cos(k?) = H (1 — ﬁ) (F.0.11)

one can also write:
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or
O 72
—_— F.0.12
co g( %AWJ Fo12)

Now, to get just one extra degrees of freedom, one can make, for instance, the

choice ¢(0) = e, then

FO) =3 £ (F.013)
where ) 1)
MP _1 n+1
fn = (M) Sk (F.0.14)

Using (F.0.4)), apart from the k% = 0 pole, we have poles when
k2/M2 1
I = (F.0.15)

There is just one extra pole and, hence, degrees of freedom. In total, there are 3

degrees of freedom.
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Appendix G

Form of F([]) and constraints

We have shown in section that the primary constraints are built as follow:

We also mentioned that they are first class constraints due to their Poission
brackets vanishing weakly. The number of the degrees of freedom are related to
the form of F(0J). Expanding on this, we shall consider the case when: F((J) =

Oe~2. Then for an action of the form,
S = / d'rAF(O)A. (G.0.2)
The equation of motion for A is given by

25 () A = 0. (G.0.3)

For the case when F(UJ) = De‘i, the equation of motion becomes,
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Moreover, F(CJ) cannot be written in the form
F(O) = (@ +m3)(0+m)S5: (D), (G.0.5)

where m?, m3 are arbitrarily chosen parameters and §; has no roots. This is a

constraint, which can be written as follows:
= F (DA - (O+m3)(O+m3)G(0)A % 0. (G.0.6)

Moreover, we have the constraint

3= F(O)A — (O+m3)(O+m3)(0+m])Ga(0)A # 0, (G.0.7)

where m?, m3, m3 are arbitrarily chosen parameters and G, has no roots. This
goes on and on.

Regarding degrees of freedom and given that the constraints are first-class,

we have,

2A =2 < {(A,pa); (01, Pn), (M2 Pyy)s -} =2 X (24 00) = 4 + o0,

B -0,

26=2x% (0,25,23,...) =2(1 + 00) = 2 + o0,
N:%(2A—3—28):%(4+oo—2—oo):1, (G.0.8)

as expected.

A similar prescription can be applied in infinite derivative gravity. Now as
a final clarification we shall reparametrise these constraints (i.e. ©,Z5,=Z3,...),

into ¢’s. From ((G.0.6) we have,

o = F(D)A - (O+md)(O+m R (O)A = 0, (G.0.9)
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where R;(0J) has no roots and contains [J=* terms. Then

)
R (0)

A= (O+m3)(O+mdA =+ (m3 +m3)m +mimsA (G.0.10)

Redefining ny and 1, appropriately, (G.0.10)) can be written in the form 7, —Un; =

0. Similarly for =3 and so on. Hence, the constraints are equivalent.
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Appendix H

K;; in the Coframe Metric

In this section we wish to use the approach of [140] and find the general definition

for K;; in the coframe metric. Given,

(0 (e O € 1 (03
ey = gy +g Je 5(897)e — 50 By 5 (H.0.1)

do> = —%CaﬁweﬂAm, (H.0.2)

where I" is the ordinary Christoffel symbol, A is the ordinary wedge product and
the Cs are coefficients to be found. By comparing the values given in [I40] with

the ordinary Christoffel symbols, we can see that

Clop = C%; = C% = C%y =0,
Clox = C'ro + 208",

Cijk - Ckij + Cjik y (HO3)
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Now in the coframe metric in Eq. (4.3.17)),

g05066(igj)e ,
1

= —m [060(1'9]')6} )

ToN2 [C%0igje + C059ic]
1

= ToN2 [C™0iGjm + C™0jGim]
1

= —gpz [Cioi + Ciog]

(H.0.4)

and Cjo; = gajC%i = g;xC%0;. In the coframe and using the conventions in [140]

1 :
Kij=-Vin; = —— (Dzﬂj + D;f; — hij) )

2N

and

aOhij = athij - 6lalhij .

In general, for a p-form « and a g-form 3,

aNf=(-1)"BAa,

da A B) = (da) N+ (—1)Pa A (dS).

Hence, if p is odd,

aha= (-1 ara=—-aAha=0.
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From Eq. (H.0.2) and Eq. (H.0.3) we can see that

1
- _5015795 AOY
1 1 0 % 1 1 % 0 1 1 % J
1 1 1 , .
= —5 [Clo+20,8'10° N0+ SChol” N0+ SC0 A O
o1 . .
= - (&61) 90 AN 92 + 501”9] VAN (92 . (HOlO)

We get a similar result for df? and df?, so we can say that

. 1 ) )
do* = — (9:8") 0" N 0" + SC* 7 A0 (H.0.11)

where k = 1,2,3. Now from the definition of # in Eq. (4.3.22]),

do' = d (da' + p'dt) = dp' A dt, (H.0.12)
and

do® = d(dt)=d*(t)=0,
do' = d(da' + p'dt)
= d(da') +d (6" Nat)
= d(F Adl)

= dB' Adt. (H.0.13)
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Let us point out that Bdt = ¢ A dt.

AN -

N

dt A (da' 4 8 Adt)

dt A dz’

(da* + B'dt) A (da? + Fdt)

da' A da? + da’ A (B7dt) + (B'dt) Ada? + (B'dt) A (B A dt) |
det Nda? +dat AP AdE+ BEAdE A da

dz' Ndx? + 87 Adxt Adt — B N d? Adt. (H.0.14)

Now using Eq. (H.0.11)) and Eq. (H.0.13)),

do* = dpF Adt,

95" 5"

= aﬁkall dx? dz® | A dt
= 8x1x+a$2m+—x ,

ox3

= —(@Bﬂdh\@?—éCﬂjwﬂAdﬂ+wWAdﬂAdt—ﬁUvaAﬁL

(H.0.15)

where k£ = 1,2,3. From the definition of d* in Eq. (H.0.2) and using the anti-
symmetric properties of the A product from Eq. (H.0.9),

and therefore

(63 1 (o3
o~ = —?YMWAW,
1 (03
= —§CVWVAW2
1
=§O%MAW, (H.0.16)
Co, =—C"p, (H1.0.17)
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we can then write

C%0 = C%11 = C%2 = C%3 =0,
C%i=—C%. (H.0.18)

Combining Eq. (H.0.2), Eq. (H.0.13), Eq. (H.0.15|) and utilising Eq. (H.0.17)

0 = di° = —%Comm AP
1 0 0 ) 1 0 % 0 1 0 7 j . .
= 5% AT = SC0" A — SCY50 A @ (for i # 7),
= —C%0° NG —C°;0° A (for i < ),
= —C%00° AOY — —CP00° A% — CO30° A O3 — C0 10t A B? — COy50t A 6P
—(0%36% N3,
= —C%dt Adat — CO,dt A da?® — CPysdt A da®,
—C%, [da' A dz® + BPdat A dt — Brdz® Adt]
—C%; [dz' Ada® + BPdat Adt — B'da® Adt] |
—C%; [da® A da? + BPda® A dt — BPda® A dt] . (H.0.19)

In order for this to be satisfied, each term must vanish separately as the dz® A da’
are linearly independent and so the coefficient of each must be zero and thus
CO = C%3 = C%; = C% = C%; = C%; = 0 and thus C%,5 = 0. Similarly
using Egs. (H.0.2), (H.0.13), (H.0.15) and

At ANdt = ;jxll dzt + ;d—ﬂzz;de + aad—i;dx?’ ,
= dot = —C'00° NG —C' 0" NG

= —C'odt Adx' — Cladt A da® — Cozdt A da?®,

—Clyp [da' AN da? + fPdat A dt — Brdx® Adt]

—Cly3 [da' Nda® + BPdat N dt — Blda® Adt]

—Clys [da® AN dz® + (Pda® A dt — fPdx® Adt] . (H.0.20)

Again, in order for this relation to be satisfied, Ct15 = Cli3 = Cl93 = 0 and
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1 m
0101 = o8 0102 = g—ig, 0103 = g—ﬁ; We deduce that Cm(]i = %Bxl y Cmij =0 and

82?1 Y

C%; = 0. Using Eq. (H.0.2) and that in the coframe F?j = 1-L0oh;j, we obtain
that

1 ]
1 = — g (hadh (3 + hadk(5) — Bohis ) (H.0.21)
Since from Eq. (4.3.12))

150

Eq. (H.0.1)) becomes

1

Kyj= -
2N

(hia0; (B") + hudi(B') — Bohi) - (H.0.23)
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Appendix 1

3+1 Decompositions

1.1 Einstein-Hilbert term

We can write the Einstein-Hilbert term R as its auxiliary equivalent 0. Then we

can use the completeness relation Eq. (4.3.9)) to show that

o = 99" 0uvpo
= (W —n*n?) (R —n"n%) 0uwpo ,
= (R*h"" — n*nPh¥e — R*Pn'n + 0" nPn"n’) oue ,
= (W h"" — n"n’h" — B n'n%) 0upe »

= (p—2Q), (I1.1)

noting that the term with four n®s vanishes due to the antisymmetry of the
Riemann tensor in the first and last pair of indices (recall that g,,,,, has the same

symmetry properties as the Riemann tensor)
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1.2 Riemann Tensor

1.2 Riemann Tensor

In this section we wish to show the contraction of the rest of the terms in
Eq. for the sake of completeness. We have, from hhhh,
hﬁhfhghAgagw [— (N~ ao + Oy %
(e <h] ﬁ)( Qaﬂ%\[ (N _150)2+Dhyp} o7
= (h,) (M) (hy) (R )pwkl[ (N~19p)? +Dhyp}9"”””
— N2 [(h,er) () (hhep) (hed)] pignt| — (N7100)? + Oy | 07
=-N 72pijkl{(9_3 (p7*)
=00 [0 ([(hmey) (Rier) (Rep) (Ryed)])]
o ([t (Wher) (kez) (Whe)]) o () |
+pist{ Onup (7] = Do (D* [eftelenet] b, hRER, 007)

—D, [erelere] D* (hi hihEhL 077 } (1.2.2)

mn:cy

which produced p;;10p"* and the terms which are the results of Leibniz rule.

Next in Eq. (4.5.47)) is,

hzhfthn N Oy ( (N~10p)? + Dhyp) oMre

= (h),e) (hﬂ 5) (he}) 11y 0ason (—(N7180)2 + Oyp) 077

- (hzme;T) (h'] n) (hieﬁ) n nanykz)\ ( (N—150>2 + Dhyp) Quupa

= (i) (hhey) (Rieg) napige (—(N7'90)* + Onyy) 77

= —N‘2pz'jk{32 (")

—3o [0"77 0o ([hierblenhieing])] — 0o ([hinen bl erhietng]) Do (Qur/pa)}

+pijk{|:|hyp [p”k] — D, (D [elerein,) hfnhﬁlhxgu”p")

wvtp

—D, [erelern,] D* (ki hi bk g7 } (1.2.3)
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1.3 Ricci Tensor

with pijx = n”pij,. Here we produced p;;0p"* and the extra terms which are

the results of the Leibniz rule. Similarly we can find the contractions for different

terms in Eq. (4.5.47)).

1.3 Ricci Tensor

In similar way as we did in the Riemann case we can find all the other contractions

in the expansion of Eq. (4.5.54]) which we omitted. They are:

RP7 WS R 0,100 04 ko

= (e, (W elier) (W ee) (€] €8 gguon (— (N 7'00)" + Dy ) 03
= (hj”eg)(hkmei‘)(hlyeyeg)pjk (— (N_léo)2 + Dhyp) Oy

— N2 { B(™) = ooy Dol(W" ) (W) (e )

= Dol e) (#5e) (€] €})] oo |

93] Dunl0) = Dalernn D" (He) (Ve e})])

=Dy [(W"e) (W) (1] €)D" 03051 | (13.4)

Y

with (h/"er)(h*e))(h'Ye] ) oywsn = p*. Above we produced p;0p/* plus other

terms that are results of the Leibniz rule. And,

hp”n“n“h”’\hwgpwy (_ (N_léo)z n Dhyp) Do

- (hijefeg)nunﬁ(hklezel)\)(hmnegzei)Q/J/wv <_ (N7130)2 + Dhyp) TR

= n"(hFeM) (h™e) €0 py, (— (N’150)2 + l:lhyp> Oy

= —N_2pk{5§(pk) — 50(9755,\50 [n”hkle?hm”e%em) — Dy [n“hklez\hm”ﬁmei]éogw(g,\}
+,0k{|jhyp(pk) — Dy(0ymsrn D [n"hMe}h™ e e2]) — D, [n“hklel’\hm"e,”nei]D“Qwﬂg,\}

(L.3.5)
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[.4 Generalisation from OJ to F(O)

where we used n*g,, = pp and n”hklel’\hm”e;geflgwg,\ = n"hoy = pF. We
produced p;[p* plus other terms that are results of the Leibniz rule. We may

also note that one can write, p;; = h* pi1, p = h*h pijr and p; = W% pju.

I.4 Generalisation from [ to F(0J)
In Eq. (4.5.48|) for [J?, we have,

Qi; [hLesn, bl eln, | 02 0"P7

= Qi; [hiepnuhieing] (—=(N7'00)% + Onyp) (—(N7100)% + Oayp) 077,

= N74Qy; [hletn, hlein, ] 940" "”

—N72Qy; [hlelin,hleln,| O3 Do D" """

+9; [hieznyhie?p’ng] D,D* [— (N*la_o)Q} oo

+Qi; [hheinyhieing | Do DDy D" 0" . (1.4.6)

As a general rule we can write,

XDDDDY = D(XDDDY) — D(X)DDD(Y),

= D(D(XDD(Y)) — D(X)DD(Y)) — D(X)DDD(Y),

= DD(XDD(Y)) = D(D(X)DD(Y)) = D(X)DDD(Y),

= DD (D(XD(Y)) — D(X)D(Y)) — D(D(X)DD(Y')) — D(X)DDD(Y),
— DDD(XD(Y)) — DD(D(X)D(Y)) — D(D(X)DD(Y)) — D(X)DDD(Y),
— DDD (D(XY) — D(X)Y) — DD(D(X)D(Y)) = D(D(X)DD(Y))
—D(X)DDD(Y),

= DDDD(XY) — DDD(D(X)Y) — DD(D(X)D(Y)),

—D(D(X)DD(Y)) — D(X)DDD(Y), (L.4.7)
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[.4 Generalisation from OJ to F(O)

where X and Y are some tensors and D is some operator. Applying this we can
write,

N_4Qij [h;efbnyhie%ng} (9_61@“”’)"

= N_4Qij{88‘((2ij) -4 [hieznyhie%ng} o7 — O3 [hieznyhiezna} N e

— 02 [Reetn, bl evn, | PR — 0, [heern,hletn,] Ry ... (L48)

where we dropped the irrelevant terms. We moreover can generalise the result of

(1.4.7) and write,

XD*Y = D*(XY) — D* Y(D(X)Y) — D™ *(D(X)D(Y)),
_D2n—3(D(X)D2<Y)) .= D(D(X)D%_2(Y)) — D(X)D%_I(Y) .

172



Appendix J

Functional Differentiation

Given the constraint equation

0f

PAE
)

— 0, (J.0.1)

ij

suppose that f = QF(O)Q and F(O) = > f,O", where the coefficients f,, are

massless[] Then, using the generalised Euler-Lagrange equations, we have in the

'Recall that the O term comes with an associated scale 0J/M?.
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coframe (and imposing the condition that 6€2;; = 0 on the boundary oM)

of _ 9 vu<@—f)+wvy(—a< o ))+~-

09 o0, (V%) YA

o of of
00, - (a(DQz’j)) o <6(DQQM)> N

n=1

oY a(0mQ;;)
LA a(Q00N) A(Q0Q)
= fo 0, + f1 o0, + fi0 (G(DQW-)) + fo0? (

= 2foh"Q+ £ih70Q + £ORYQ) + - - -

= 2fph 0+ f[R0Q + (OQ) B + -
= 2fhTQ £ 2fAIO0 +

= 207 (fo+ i04+--)Q

= 2h7F(O)Q,

where we have used that g% = [Jh¥ = 0. Note also that:

10 (5Em) = o agmr)

So we can summarise the results and write,

6(20Q) 0(Q0Q) o(Q0dQ)
0825 08 - <8(DQU) )

— AY0Q +0(VQ) = A0 + DAY | = 20900,

5(Q,009)  9(Q,007) (a(Qiij‘ ))

095 B o8 o(0Q;)
= [0V + 00V = 20004 |
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(J.0.2)

(J.0.3)

(J.0.4)

(J.0.5)



§(p00) 8(p00) o
= O(ph¥) = h¥0Op. J.0.6
) = 0(5ny) =Dk = oy (1.0.6)
0(py;00Y) 0(py2Y) y
A B (Uil I P J.0.7
0% o(00) P (0.7)
6(200p) oQp) _
= — KY0p. J.0.8
3%, o0y e (.08)
0(Q;0p%) 0(Q;0p") 7
e~ = AR P J.0.9
55 o9 P (7.0.9)
and generalise this to:
0)Q y § (9 F () )
—5(9% ) ):2h”3'“(D)Q, ( ]5;2 ) ):2?(D)Q”, (J.0.10)
i ij
m)O) §(py F(O)Q1 y
—5(”% ) _ iz, (’”5((2 ) _ s, (101
ij ij
0 . §(Q,;F(0)p" )
5(9;—()/)) =h?F(O)p, ( J&g ) _ F()p?.  (J.0.12)

ij

ij
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Appendix K

Riemann tensor components in

ADM gravity

Using the method of [145], we can find the Riemann tensor components. The

Christoffel symbols for the ADM metric in Eq. (4.3.8)) are

Ligj = —=NKij + D;p;

B3k

v (Ve gan - g K,)

1 )
~ (N — ' Ky)

e AR N RO
N
1
—— K
N
i P

pB"
N2

(K.0.1)

where K; is the extrinsic curvature given by (4.3.12)) and in the ADM metric,

N is the lapse, §; is the shift and h;; is the induced metric on the hypersurface.
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Now we can find the Riemann tensor components

Rijwt = GipOkL'}; — 9ipOT; + Tinp LUy — Tt Iy
1 m 1
= —Bi0k (NKjl) + Nim Ok <(3)F}7 + %Kﬂ) - NKjl (=NKi + Dpf3;)
Bm

) (<3>r;;? + WKU) — (k1)

= Rijm+ Ky K — Ky Kjy,

(K.0.2)

where R;j; is the Riemann tensor of the induced metric on the hypersurface.

Then

ny R = =N (900 +T5,%) — (j < k)
= (9]K;m + (3)FZ;ij — (] < k)

= DKy — DiKj; (K.0.3)
Relabelling the indices, we obtain that

W Rijey = DjKyi — DiKjy, (K.0.4)
Finally, we have that

nuRlo; = ny (0o — 0,0 + T I — T T%)

0p™ ji

Ki; + D;D;N + NK*K; — D; (Ky,8*) — Ki; D; g% (K.0.5)
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K.1 Coframe

Hence

W' Ry = non“ﬂzmoj + nkn“mekj
1 /.
- = (Kij + D:D;N + NK*Ky; — D; (KuB¥) — KijiB’“>
Bk
+yz (DiKui — Diekji)

1 /.
- = (Kij + DiD;N + NKFE,; — £5Kij) (K.0.6)

where £5K;; = 8"DyK;; + Ki.D; 8% + K;xD;3%. Therefore overall, we have

Rijw = KiKj — KaKj + Rij (K.0.7)
Rijen = n'Rijuy = DKy — DiKjy, (K.0.8)
jzinjn = n'unu:Ri,uju == Nil (atKij — ffBKij) + Kle]k + NﬁlDiDjN,

(K.0.9)

K.1 Coframe

Since in the coframe slicing Eq. (4.3.17) we have g% = gy, = 0, therefore from
n' =n; = 0. Then the Christoffel symbols become [[]

1 _ _
F80 = §g0u (aoguo + aOQO/L - augOO)

1 1 1
= 590030900 =3 (—m) 9o (—N?)
AN

= K.1.10
N ? ( )

'Tn the coframe slicing when we write 0, we mean that 0, is 0o when p = 0 and Oy is 0;
when p = i.
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K.1 Coframe

1 _
ng = F?o = 590“ (3ogm + 0iguo — 5’ugio)

)
F00

i
I

ij

i
I

1 1 /-1
= 5900@‘900 =5 <m) 0; (_Nz)
oN

N )

| _
= égm (aoguo + 309u0 - 8#900)

1 .. 1 ..
= —59” 7900 = —§h”5j (_NQ)

—_

= —g* (50g#j + ajg,uO - a,ugJ'O)
= —gik (509kj)

- —hikgghjk,

=N =N

[\

1 0= 1/-1\ =
= 39 e =3 (F) o
11 -
= et

1 7
= 59" (959uk + OkGuj — Oudis)

1 .
= §hll (ajhlk + 8khlj — alhjk) .
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(K.1.14)

(K.1.15)
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K.1 Coframe

To summarise

0
1—‘00
%
1_‘00

0
ro,

Then using Eq.

_ QN ro _ N
N ) 07 N ’
ij I 1 ik 5
— NhUQ,N, [jo = 5h *ohr,
114 i Lo

(4.3.21) and Eq. (4.3.22)), we can find the 7/, the analogues of

the Christoffel symbols in the coframe.

%i-k = F;k, %i)k = —NKik, 7;-0 = _NKik + 5j5i> %Qj = _N_lKij»

Yoo = NN, 7Y =% =0ilogN, ~%=adlogN (K.1.18)

Then using the same method as in Eq. (K.0.2)),

Next

Rijet = GioOk Y1y — GipOig + Yikp Wl — Vito Vi

Rijr + Kip Ky — Ky Ky, (K.1.19)
Roiji. = —N? (0 + Vo) — (5 < k)

Finally we have that in the coframe,

Roij = —N? (507% — Ovo; + 78p7§)z‘ - V?p%é)i)

= N (0K + NK;*"Ky; + D;D;N) (K.1.21)
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K.1 Coframe

Hence the non-vanishing components of the Riemann tensor in the coframe,

namely the Gauss, Codazzi and Ricci tensor, become:

Rijw = KiKj — KayKj, + Riju,
Roije = N(D;Kip; — DpKj;),
Roiw; = N(0Kij+ NKik:Kjk + D;D;N ), (K.1.22)

where K;; is the extrinsic curvature of the hypersurface, given in the coframe
by Eq. (4.3.30) and ;i is the Riemann tensor of the induced metric on the

hypersurface.
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Appendix L

Entropy and functional

differentiation

For the scalar curvature which corresponds to the Einstein-Hilbert term we have,

R (979" Rapre)

6Ruupa B (5R,pra
_Be ayslesvlcle ol
= 979%701,0401,9

— gﬁégav(;gt (5;} 5[7%?

= gy (L.0.1)

The next term we shall consider is RF ()R, to do so we shall use the generalised

Euler-Lagrange equation given in (}5.2.24)),

SREO)R) _ . OR)  OROR)
5R:U'VPU OaRMVpO' ! 0lepa
+ fﬁa(DRMU)HQD 8(D2RW,M)+ . (L.0.2)
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where - -- are the terms up to infinity. Term by term we have,

£ a(Rz) foa (gﬂ 5gmLC]bdgacRoaﬁygRabcd)
OR o OR o
= 9%gg"g"65%16" 57 Rutea
+ g%gg"g 65,6007 Rapne
= 2¢°g"R, (L.0.3)
£ J(ROR) f 9(g*¢" Rypea IR)
ORups ORps
= hgegelaylers]OR
= fg"g"OR, (L.0.4)
lea?(D};DR)) _ flma(g;c(g;dgﬂl%;bcd)
Hpo Hvpo
= [i0(g "o, 5% 57 R)
= fig’"¢"?0OR. (L.0.5)

Thus, we can summarise as,

F(O
S(RF(D)R) Qgp[ugV]tfR + flgp[“g”]”DR + flgp[“g”]"DR 4.
R po
= Qgp[ugV]U(fO + £0+ f2[|2 + - )R = QQP[“g”]“F(D)R.
(L.0.6)
In similar manner we shall consider the next term,
3(RapF(O)R™) F O(RasR) Lt O(RosIR)
Ry pe * ORupe Y R
O(Ras0R) 5 O(Rop*RP)
Qb= J peb— =% ), ..
R T 0T R T
(L.0.7)
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again, term by term we have:

thus:

fO a(RaﬂRaﬁ) — fO a(gncg’ykgm{gﬂanaCBR’yn)\w)
OR 1o OR 1 po
= fog"™ g™ g™ 9766216007 Ry

h— R

Hi

(RapF (O)R)

OR 1 po

O(Ros0R
OO Rwp0)

+ fog" g7 g g 0L 680 Rnacs
= 209" g™ g™ 5 01 5L 5] Ry

= 2f0gn[ugu][PgU]anw, (LO8)

a(ROZBDRaﬂ> o f a(gncg’\/)\gaﬂgﬁwp'ma(ﬂDR'ynAw)

- 1

OR,po
_ 5, 207979 RyagsDOR)
OR,po
= f1g" 9" g™ 555 S OR

= flgn[ugu][Pga]WDR,iw, (LOQ)

)

f1Da(gngg’Y/\ga’igﬁanaCBDme)\w)
O(ORup0)
_ f D(g'y)\gangﬁwé 51/]5[P50]R )

= AO(g"Y g% 97" Rap), (L.0.10)

Qngﬁ[Vgu][pgo]me + 2flgn[vgu}[pga]w|ij 4o

K[V

29"l gt g (fo + L+ fo00% + - )Ry

29" gl g7 F(O) Ry (L.0.11)
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Finally we can consider the Riemann tensor contribution,

5(Ra6wF(D)Ra'BW) = f a(RocﬁwRaﬁW) 6(RQBWDRQBW)
SR 0 Y R, OR 1o
O(ReapoyIRP1) O( Ry 2 RO
D apyn D2 apyn
T ar,,) Y T R,

)

(L.0.12)

as before, we consider the leading order terms and then generalise the results:

0 (Raﬁw RaﬁW)

fo—> .

0 (RaﬁvnDRa’B’m)
N1

OR,po

fl ] a(RaﬂW DROéﬂ’Yn)

(R yuvpo)

We can conclude that,

5(Rab’wF(D) Raﬂw)
IR po

a(gozfgﬁkg’mgnw Raﬁvn Rg,\m)
OR,po

Fog g™ g7 " 66416167 Rer

fogaggmgwgn%[[g&} 5{!’60} Raﬁfm

K- w]

2 fodltolslese) RoPI = 2 fy Riee,

0

f 15([55;1 slesgIOIRPM — fTIRvP?,

(9°¢g" g7 g™ Ry Renn)

A IO Rwpo)
Q(R@‘”‘”DR@\,W)
O S R

(L.0.13)

(L.0.14)

FO(SL0Y 88T A=) = FOR™P. (L.0.15)

= 2foR™r° + fORMP 4+ fORM™P + ...

= 2(fo+ A0+ fo@* + - )RMP7 = 2F(O)R™P°.
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Appendix M

Conserved current for

Einstein-Hilbert gravity

Given the EH action to be of the form,

ME [

we can imply the variation principle infinitesimally by writing,

M2 M?
seson = 5" [ o) = 55 [ ateya(Guace + o alh)
MR, apy
= W [ deygvaern =0, (02

where G, is the Einstein tensor and given by G,, = R, — % guwR. The term

involving the Einstein tensor can be expanded further as,

Goeg" = G (VI +VVEH) = 2G,,VHE" =V ,(=2RE + M R)E”, (M.0.3)
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where we used Eq. (5.3.89) and performed integration by parts. Then we move

on to the next term and expand it as,

9" 0¢ Ry, = (VY — ¢ [(0)0e g = Vi <(gmg”5 — 99" )V, (Vals + Vﬁfa)>7

(M.0.4)
by substituting Eq’s. (M.0.3]) and (M.0.4)) into (M.0.2) we obtain,
M2
¢S = - / 'or/ =gV = 2RUE" + (96" = 9" )V, (Vabs + Vsta) ) =0,
(M.0.5)

and hence for any vector field £&# one obtains the conserved Noether current,

JH(E) = RyE" + %(g’“‘“g”ﬂ — " gV, (Vals + V&) = V,(VHET). (M.0.6)
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Appendix N

Generalised Komar current

It can be shown that the NGether current that was obtained in Eq. (M.0.6) is

identical to generalised Komar current via

O = LTI~ V) = VR — T,V 4 V)
= [V Ve + VE(VLEY) — %Vu(v%“ +VHEY)

1
= R+ 59" = ¢" 9" )Vu(Vals + Vi), (N.0.1)

where we used: [V¥, V¥|¢, = R&‘MV@ = Ry&N
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Appendix O

Komar integrals in

Boyer-Linquist coordinate

In Boyer-Linquist coordinate the kerr metric is given by,

oMr 2aMr sin?(6)
Trateo?(@) L 0 0 T T raTcos? (9
r24a? cos?(6)
g N 0 a?+r2—2Mr 0 0
" 0 0 r? + a? cos?(0) 0
. 2 .
e = o Ol el )
(0.0.1)
Given,
n' =(1,0,0,0),  n*=(0,1,0,0). (0.0.2)

the only surviving components of normal vectors would be,

1 1
n[lan%] = nﬁtnf] = §(ngnz —nln?) = 2 (0.0.3)
1,2 R AR R 1
NN = Ny = §(nrnt —nn;) = —5 (0.0.4)
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We now want to calculate the Komar integrals:

lets us take:

vat’BdSag

1
M=—— B q 0.
SWf;{V Sap; (OO5)

V—=gVt’ni,n%dode
V=9(g*Vt*)nj,n%d0d¢
V=99"M(0xt? + T t7)ni,n%dodo
V=99°'T5 t'ni,n%dode
\/—_9<gtAF;tn[1tn,2n] + gr’\l—‘f\tn[lrnf]) dfd¢

1
S V=9 (975, — 97T, ) dods

1
V=g (g“FIt + 9T, — g’“’Tit) dodo.

2
(0.0.6)
We have:
8m (a® + r?) (a® cos(26) + a* — 2r?)
ttFT + t¢Fr . TTFt _ 7 0.0.7
g 1y g Pt g rt (CL2 COS(QQ) + a2 + 27“2)3 ( )
1
V=9=735 sin(6) (a* cos(20) + a* + 2r?) . (0.0.8)
Thus,
M ! f{ vetid
pum _—— Sa
8T Jy p
1 2m ks
= —= d do
8m Jo ¢/0

(% sin() (a® cos(26) + a* + 2r7)

190

8m (a® + r?) (a® cos(20) + a* — 2r?)
=m.
(a2 cos(20) + a2 + 2r2)°

(0.0.9)



Now let us look at the angular momentum:

a B
167T]{ Ve dsags, (0.0.10)

Ve dsas = V=gV*¢ njn3dode
= V=9(g**Vr¢")ni,n%dbde
= V=99 MO0 + 3,07 njonydbde
= V=99 T} ¢ ninydide
= V=g(g"T3ntind + g Thntni ) dodo

1
= S5Vv—yg <9t/\rg¢> - QMFfw) dfde

2
1 r rr
= V96" iy + 9Ty, — 97Tl )dbd,  (0.0.11)
we have:
gttF:qb + gwl—‘;(;s _ gwrf«(b
8am sin®(0) (a* — 3a*r* + a*(a — r)(a + 1) cos(20) — 6r*)
(a2 cos(20) + a2 + 2r2)° :
(0.0.12)
Hence,

_ a B
J = 16W7§v¢dsaﬂ

2

(5 sin(6) (a cos(20) + a® + 2r?)

, Bam sin®(f) (a* — 3a®r? + a®(a — r)(a 4 r) cos(20) — 6r*) | ma
(a2 cos(26) + a2 + 2r2)° '
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Note: &4 =t* + Qpo°.
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Appendix P

f(R) gravity conserved current

Variation of the f(R) action given in ([5.3.110) would follow as,

Sl = / d'wo¢(V=3f(R))
= [ s (3R (R) + Vg (R)
= [ TG () R — e f(Rcg + 1 (R
- / d4x\/—_gva<£“f(R)). (P.0.1)

Now let G, = f'(R)Ryu — 39, f(R), then:

Gu0eg" = SuLeg" = Gu (VI + VVEH) = 2G,, Ve
= —2V.G"E = =2V, 508" = Vu(=2f'(R)RY + 05 f(R)R)E”.

(P.0.2)
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And,

f/(R)QWCSERW

Thus,

Which reduces to

= [ (R)(Va(g"oT},) — Vi(g"dTy,))

F'(R)VA(g" 0T, — 90Ty, )

F(R)(VIVY — ¢"'0)6¢ gy

F'(R)(g"* 9" = g g*°)V uV 10¢ gap

f'(R)Vx ((gmg”ﬁ VgV, 5&%5)
FRVA((029" = 06" Vu(Taks + Vsta) ).

(P.0.3)
d4x\/§ 9,Wagg + g"6e(R,, ))
Ao G (Vu(=2f (R)RAE + 6 f(R)REY)
R)V, ((9’“9”5 9" g )V, (Vaés + Vﬁ&)))
d'r\/gV . (E*F(R)) = 0. (P.0.4)

Selen = [ d'agv,( = 20 (RIS + PR ~ 94| T(Vaba + Vata)) =0.

(P.0.5)

Thus the conserved Noether current is:

THE) = FRYBUE 45 f (R) (00"~ )V, (Vabs + Vpta) = f(R)T,(THE")

(P.0.6)
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Moreover,

JH(E) = %f’(R)Vy(V“f” — V") = f(R)V, Ve — % F(R)V,(VVE* + VHeY)
= PRIV VA + FR)VH(V,6) — £ f(RIV,(V/€" + V¥e")

= FRRE + P (R0 — g \Vu(Vabs + Vols).  (POT)

Now the Komar Integrals modified by,

(R
M= _%jﬁvat“d%ﬁ = f(R)m, (P.0.8)
(R
J— % }é{ Ve dsas = f'(R)ma. (P.0.9)

As appeared in ((5.3.113]) and ([5.3.114]).
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