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Abstract

A reliable and resiient communication infrastructure that can cope with variable application traffic
types and delay objectives is one of the preregaisthat differentiates a Smartrids from the
conventional electrical grid. However, the leggommunication infrastructure in the existing electrical
grid is insufficient, if not incapable of satisfying the diverse communication requirements of the Smart
Grid. The IEEE 802.11ad hoc Wireless Mesh Network (WMN) is-eenerging as one of the
commurication networks that can significantly extend the reach of Smart Grid to backend devices
through the Advanced Metering Infrastructure (AMI). However, the unique characteristics of AMI
application traffic inthe Smart Grid poses sormeresting challenge® conventional communication
networks including the ad hoc WMN. Hence, there is a neetlify the conventional ad hoc WMN,

to address the uncertainties that may exist in its applicability in a Smart Grid environment.

This research carri@sit an indepth study of the communication of Smart Grid application traffic types
over ad hoc WMN deployed in the Neighbour Areawdsk (NAN). It begins by conductin a critical

review of the application characteristics and traffic requirements of several Smaap@ddtions and
highlighting some key challenges. Based on the reviews, and assuming that the application traffic types
use the internet protocol (IP) as a transport protocol, a number of Smart Grid application traffic profies
were developed. Through gerimental and simulation studies, a performance evaluation of an ad hoc
WMN using the Optimised Link State RoutihOLSR) routing protocol was carried outhis
highlighted some capacity and reliability issues that routing AMI application traffic mayvitre a
conventional ad hoc WMN in a Smart Grid NAN

Given the factthat conventional routing solutions do not consider the traffic requirements when making
routing decisions, another key observation is the inability of link metrics in routing protocssdect

good quality links across muitiple hops to a destination and also provide Qualty of Service (QoS)
support for target application traffic. As with most routing protocols, OLSR protocol uses a single
routing metric acquired at the network layehieth may not be able to accommodate different QoS
requirements for application traffic in Smart Grid. To address these problems, a novel multiple link
metrics approach to improve the reliabilty performance of routing in ad hoc WMN when deployed for
SmartGrid is presented. Itis based on the OLSR protocol and explores the possibilty of applying QoS
routing for application traffic types in NAN based ad hoc WMN. Though routing in multiple metrics
has been identified as a complex probldvlti-Criteria Decsion Making (MCDM)techniques such

as the Analytical Hierarchy Process (AHP) and pruning have been used to perform such routing on
wired and wireless multimedia applications.

The proposed multiple metrics OLSR with AHP is used to offer the best avaiaibés based on a
number of considered metric parameters. To accommodate the variailatiapptraffic requirements,

a studythat allows application traffic to use the most appropriate routing metric is presented. The
multiple metrics developmens then evaluated in Network Simulator 2.34; the simulation results
denonstrate that it outperformexisting routing methods that are basedimgle metrics in OLSR. It

also shows that it can be used to improve the reliability of application traffic typeshylueercoming

some weaknesses of existing single metric routing across multiple hops in NANEHBE802.11g

was used to compare and analyse the performance of OLSR and the IEEE 802.11b was used to
implement the multiplemetrics framework whictdemonstrée a better performance thahe single

metric. However, the multiple metrics can also be applied for routing on different WEHEESS
standards, as well as other communication technologies such as Power Line Communication (PLC)
when deployed in Smart @rNAN.
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Chapter 1

1.Introduction



1.1.Overview

The radtional electric power infrastructuteas remained unchangsidce its inception. Ihas been a
strictly hierarchical systenfior decades of operatiorwhere power flows in one direction from
generating plants towards the camew load (as siwn in Figure 1-1). This system of power generation
and supplyis rapidly approaching its limitationsAs a resultthe level of satisfaction currently expected
by both the cmnsumerandsupplieris restrained fovariousreasons including:

i) the growth in demand for electricity driven Imgrease in populatiorelectricalfigital equipment,
automated manufacturing and tueticipated nt r oduct i on of Ejl ectrical
i) theopen loopmethod of operation in &existing grid where the control centre has very limited
no nearreattime information about the dynamic change in load and operating condition of the
electricalsystem.

The increasing load, poor visibility and lack of situational awareness havelmagi& susceptible to
frequentdisturbances that mdgad to cascading faiurggarhangi, 2010) Thesefailures can easily
create numerous levels of ridbothin grid components and #te consumer end. Thismiderscorethe
necessity ofeliable and secungower and information transfer in all directions.

Generation
Plant

Transmission System

Centralised control with
legacy communication

Distribution System
Passive control with
|

no/very limited

communication
Qtomer Loads

Figure 1-1: The unidirectional power flow in existing electricity grid




Furthermore, thgrowing awarenessf the adverse effects of climate charagelenvronmental risk

hasled tothe reduction of greenhouse gas emissivom power generation he cost of generation

associated with energy sources from fossil fuel depletion and nuclear eneaigotmsught about a

shift towards renewable energy sourdes solar and wind power. This is evident in the fact that many
countries have set targets for the generation and integration of renewable energy. For example,
accordingtoa e por tRenle.wakb.l e Ener gy yRhe BapartMentobEnergy and a s e d
Climate Ghange(DECC)in 2011 (Department of Energy & Climate Change (DECC), 201h¢ UK

has seéa targeto deliver 15 %of its totalenergy consumption from renewable sources by .20B8

targetis already being achieveih the 4" quarter of 2015there newa bl es® share of
geneation was a record 26.9 %, up 5.0fi%dm the4™ quarterof 2014 (James Hemingway) his is a

reflection ofhigh renewablg@owergeneration on low overall power generation

In addition, EVs, which will feed off the electrical grid, are also being considered promising solutions
to reduce carbon emission and the depecel®n fossil fuel. An increase in the adoption and usage of
EVsis expectedto become a major load to the grid in the near feturiastancesince he introduction

of the Plugin Car Grant in January 2011, there have been 6@lgile cargegisteed(Element
Energy Limited 2010) If EVsare adopted bgll end uses, additional peak electricity demand the

UK national grid is expected to he to 1.5% by 2020 and 10% by 20@lement Energy Limited,
2010) The integration of EVs with the existing grid reserveserses the direction dig¢ powe flow

since they are also expected to act as storage devices that can feed power back to the grid.

The Smart Grid aims to address all the shortcomings of the existing electrical grid by integrating
information and communication technologies to suppord amgment the performance of existing

electrical power network#n a more detailed description, the U. S. Department of Energy (DoE) defines
Smart Grid as fia distributed and autwayflewoct d ener
electricity andinformation as well as enables ne@gtantaneous balance of supply and demand by
incorporating t he benefits of distributed C Ol
communication infrastructure must act as a key enabler for Smart Grid. This wizrerdifite it from

the conventional grid, by allowinghe exchange of information between its components for data
acquisition monitoring, contrond protection of applications.

There have been inconsistencies in the market structure, motivation ant@dedf what constitutes

a Smart Gridlts implementation is still itheearly stages and most commercially deployed applications
are limited to smart meters, which carry out renméger reading/billing. Utility companiesre now
considering the deployent of other potential applications and reliable communication networks. This

is why it is necessary to conduct a comprehensive study to properly assess the feasibiity and
performance of a potential communication technology for Smart Grid and idem#g afrmodification

to improve communication reliability.



1.2.Background

It is important to mention that Smart Grid is not a destination in itself. It is a journey motivated by
ambitious goalsuch as energy savings, efficient anstaimable power supply, rection ofgreenhouse

gas emission and attaining satisfactory levels of security and quality of energy s{pplnert and
Petrov, 201Q) Achieving Smart Gridgoals wil involve a set of functionalities withiihe generation,
distribution and consuen premise rather thaa deployment oihdividual appliance®r technologies
(Tsado et al., 2015b)

The presenglectrical gid incorporates different types of systems, devices and coivation media
with specific procedures for exchanging data. For exampie, Supervisory Control and Data
Acquisiion (SCADA) system with Remoteelemetry Unit (RTU) and Programmable Contrglleare
used on the power grid for mamiing and control purposes. These are mostly basqulapnietary
protocols andvired communication networks such as cahbissmg Modbus protocqlsPower Line
Communication (PLC) arfibre optic (Nordell, 2008) This is because wired networks were considered
suitable for the high capacity and highliability transmission that were requiratithe time. With the
growing portfolio of Smart Grid applications has come theeddor ubiquitous sensing and
communication byUtiity operatorsthat can provide suffient measurement and bandwidth for

supporing the large number of devices and their traffic requirements.

Expanding the existingvired communication to serve the largember of homes and boesses for

utility purposes is highly time and cost prohibitive. Instead, wireless standards such as IEEE 802.11 and
IEEE 8®.15.4g are being considered essertgahnologies for Smart Grid. Howevyehis will
introduce new compldties and vulnerabilities such as securitpdacoordination of different
technologies (communications and electricity) which have diverse capabilties and chacecteaisti

are not well definedGao et al., 2012)Ancillotti et al.,, 2013a) To help with the development of
expanding the communication network, the power industry is gradualy adopting different
terminologies for partitioning the command and control layers of Smart Grid. Examples include the
Home Area Network or HAN (used tdeintify the network of communicating loads, swss and
appliances beyond thenart meter and within customer premises); Neighbor Area Network or NAN
(usedto identify netark of integrated field componeritsat form logical gateways between distributed
substations and a customer 6s premises); and, | as
network of upstream utiity assets, including contrehtres distributed storage, power plants and
substations)Farhangi, 2010)



There are also efforts to ddee communication network architectuce frameworkrequired to tie
together theliverse applications and heterogeneous communication technologies that will be deployed

on these network partitions.

Smart Grid communicatiotmas been resarched with diffenat mediatechniquesincluding wireless,
coaxial,PLCor hybrid combinations of these techryis. However, the choice of technology has been
largely determined by cost apdrsonainterest Among contemporary wireless technologies, the IEEE
802.11ad ha@ wireless mesh network will play an important role in meetingettisting and future
communications needs for Smart Grid, especially in partitions, which involve Local Area Networking
(LAN) such as NAN. This is becausehis several advantages, theyude,extended coveragiew-

cost low latency and Quality of Service (QoS) support; it has also been implemented to bridge
seamlessly with several other wireless standards and wired technologies.

ThelEEE 802.15.4gvireless standartbs made outstandingrogress in HAN and plans to extend its
capabiities to therea of NAN are being explored. However, therevam®us problers, one of which
is its limited data rates, which wil not provide the required bandwidth capacity for Kgite from
providing hgh bandwidth IEEE 802.11 WelessLAN (WLAN) standard areconsidereccandidates
for NAN because they provideigh-speed and eadg-deploy wireless backborgervices. They also
possessoutdoor deployment properties where the network may support a nuohbeifferent
applications and services, which are essential requirements of a NAN communication (&bhaogk
et al., 2011) Theycan be deployed as Wireless Mesh Netwokk®/I(N) which are capable of self
organsation selfconfiguration, and selfiealing as well agransmit usinga multthop environment
(Akyildiz et al., 2005) The IEEE 82.11 hasncreasing throughputPhysical PHY) Layer data rates
andthe abilty toprovide extended transmission range and reliabilty when degly ad hoc WMN,
where a node can send information to a destination across multiple hops. However, relie@fiyl in
ad hoc WMN is not only dependent on the throughput and data rate capabilties, but also the ability of
the routing protocslto find reliable paths ta destination.

Since the NAN partitionof the Smart Gridconweysinformation from meters to th®tiity operation
centres; ad hoc WMNnetworks must have sufficient pabilties to supporand satistfythe different
application trafficrequirements of userA. number of existing protocols, which include the Routing
protocol for Low Power Lossy NetworksPL) and the Hybrid Wireless Mesh Protocol or HWMP
(IEEE 802.11 standard protocol) have been considered and modified for routing i(SsBbah et al.,

2014) Most of these protocols have been designed to support specific Smart Grid traffic patterns (i.e.
point to point or P2P, point to multipoint or P2MP amndltipoint to point otMP2P)in near reatime

and nonArealtime using sigle best effort path to a destinatidn.addition most of the routing protocols

usel arefitted with a sngle metric such as the ExpectB@dnsmission Count (ETX) for path discovery

to a destination. Single metrics may not be efficient in providing gteea for requirements such as
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delay and Packet Delivery Ratio (PDRpiscan lead to congestion since it will require Smart meters
to send all application traffic to the destination through a single pashthereforenecessaryto steer

the design ad modification of routing protocols for NAN based WMN towards the perspective of
network management that will considapsslayerQoS routing and adaptively support the lissquent

for differentapplication traffic types.

1.3.Research Aim and Motivation

In IEEE 802.11 ad hoc WMN technology, routing protocols determine the path needed for data flow to
the destination. Therefore, when ad hoc WMN is deployed for communication in NAN, the efficiency
of the network and Smart Grid is dependent on the routing jpista’hen designing a routing protocol

for Smart Grid,it is most important to study the application traffic to be supported and the link metric
for path selection. As one of the conventionally used and deployed routing protocols in ad hoc WMN,
the Optimi®d Link State Routing (OLSR) protocol can be used to significantly extend the reliability of
the Smart Grid NAN, by allowing fastand reliable communication over a wide neighbourhood coverage
area. Itis worth noting here that the conventional adMbtN with OLSR routing protocolvasonly
developed to support multimedia applications such as voice, video, web browsing and néde mobi

In contrastthe communication network for smart grid applications has to support macimmechine
communication (M2M)which is autonomous in nature and triggered by time or event. For instance, it
must support information exchange between a large number of smart meters, inteligent electronic
devices (IEDs) and sensors/actuators with limited or no human interventionowdgreach application
operating on any of these M2M devices has different characteristics and traffic requirements, depending
on their mode of operation (e.g. Normal/periodic, alert, fault). For example, while the meter reading
traffic from a smart metes fairly delaytolerant, the demand management traffic from the same device

is much more delay sensttive; likewise, the traffic priority of a demand management event and a
substation event guite different. Therefore, the coexistence of monitoring, roband reporting traffic

poses additional challenge of providing strict QoS differentiation within a-seuwitice Smart Grid

communication network.

A number of studies have been conducted into the performance of routing protocols for ad hoc WMN
in the $nart Grid environment. Most of them have concentrated on the IEEE 802.11s standard protocol
(HWMP) and RPL. To the best of our knowledgeere las not been much research on evaluation and
modification of OLSR protocol for Smart Grid communication. The @irthis thesis is to offer an-in

depth study on Smart Grid NAN communication over an ad hoc WMN using OLSR and improve its
reliability for variable Smart Grid applications. To fulfil this aim, iisficonducts a detaileview on

network components/péidns as well as the application characteristic and traffic requirements of



several Smart Grid applications. For each network component, it highlights potential communication
technologies and their challenges. Based on the review and having identified AGMN as a front

runner for NAN component of the Smart Grid, a traffic classification and modelling of traffic profiles
using transmission interval and delay requirements is presented. Subsequently, an experimental setup
and a series of simulation stusl@isingsmart meteas the traffic sourgeare conducted to identify and
highlight QoS and capacity issues that application traffic wil face within a NAN based ad hoc WMN
using OLSR as its routing protocol. A key solution to the observed issues isitte o adaptive QoS

for routing targeted applications, as routing protocols with single link metric such as ETX, used for path
selection are deficient in guaranteeing reliable QoS for variable Smart Grid applications. Amongst the
different existing routig approaches, the focus of this thesis is mainly on the use of multiple metrics
with OLSR to improve reliabiity of ad hoc WMN when they are deployed for NAN communication.
As a result, a network architectuicx smart metes comnunicating in a NAN baseWMN that will
incorporate the multiple mets@lgorithm is proposedThe possibility of combining multiple metrics

with OLSR protocol, through thAnalytical Hierarchy Process (AHP) algorithm is also explored to
provide adaptive QoS for variable applicatio An implementation of multiple metrics OLSR in a NAN
based ad hoc WMN is then presented and results are compared with other existing OLSR link metric

versions.

It is important to note that this thesis focuses on packet delivery reliability of Snéhdglications

in NAN using predefined or modelled Smart Grid application traffafiles Though conventional
telecommunication applications such as voice over IP (VOIP), smgamiltimedia, anthe Internet

may also be present in a Smart Grid, theyraveot considered. Additionally, while security is a key
issue in a large and complex cylmysical system such as the Smart Grid, it is also not within the

scope of this thesis.

1.4.Scope of Research

There ha been a lot of resech and modification ormxising protocols forreliable routing of
multimedia applicatios without necessarily considering Smart Grid scenarios and their application
traffic. This thesis explores the use of OLSR
WMN. It attempts tomprove its reliality by implementing a multiplemetrics OLSR through the use

of AHP algorithm. This implementation is expected to improve WMN routing by selecting good quality

links and also enable adaptive QoS guarantees for variable Smart Gadypze§



1.5. Contribution of the Thesis

The contribution of this thesis can be summarised in twofold. The first contribution is the design of
traffic profies anda performance evaluation of ad hoc WMN using the OLSR protocol in Smart Grid
NAN. This was achieed throughan experimentaind simulation evaluation of OLSRotocolin a

NAN based ad hoc WMN scenario. The second contribution is the case study and simulation evaluation
of multiple metric OLSR through the use of the AHRValti Criteria Decision Makig (MCDM)
algorithm. It is designed to support target application level QoS requirement using different OLSR link
metric versions to enable good quality links to a destinatiachEhaptehas a section whiclsts its

specific contribution. However, amswary of the key contribution of each chapter of this thesis is

highlighted as follows:

1 Chapter2 provides an irdepth review on Smart Grids communication components and traffic for
different applications that wil utiise the communication componéertte.chapter alsaxplores
the use ofthe International Telecommunications UniotiT\()'s Ubiquitous Sensor Network
architecture YSN) architecture for Smart Grid and presents the available communication
technologies which can be deployed within the USN scheragkers for a secure and resilient
communication, including a study of their pros and cons, vulnerabilties and chaldges.
contribution has been published in thengputer Communication Journ&lg¢evie).

1 Chapter 3 rakes a case for the use of OL®Rting protocol in NAN based WMN, by carrying out
an evaluation of conventional OLSRofwcol through experimental sgt and simulation, to
demonstrate its multiopping capabilties in a NAN based ad hoc WMN scenario. Its delay, PDR
and throughput perfmance were compared with the IEEE 802.11 standard HWMP, which shows
that HWMP does not outperform OLSRhe results obtained from the performance evaluation of
OLSR protocol in a NAN based ad hoc WMN network scenario using Smart Grid application traffic
profiles havebeenpublished in thénternational Conference on Smart Systems and Technologies
(SST) 2016

1 Chapter 4 pesents aase study othe modification of OLSR protocol to improve reliabiity and
QoS support f or S ma typesugingimdiples meiripvpth AHPalgorittom t r a f
and Pruning.Given thatOLSR is only responsible for informing nodes about the best path to a
destination, the study shows that the use of AHP with multiple metrics can inform amoletser
paths to a destinatidor a particular application trafficThe cantribution of this study was presented
and published in thEEEE Secondnternational Smart Cities Conference (1ISQ216.

1 Chapter 5 dvelops amultiple metricSOLSR in ns2 to adaptively support QoS for targdtSmart
Grid applications.This enables the transmission of target application types through the best paths
chosen by the multiple metric and AHP algorithm to the data conceniRaits for transmitting



Smart Grid application traffic types using theuliple metric OLSR with AHPshows an
improvement in performance in terms of reliabiity and dedaynparedio other conventional
OLSR link metrictypes

1.6. List of Publication

At the start of this research in October 2012, Smart Grid was stil a fledglmgeio The supporting
company was highly interested in communication technologies that supportlayessechniques,

which involves multhopping and routing over extended distance within the Low Voltage (LV) and
Medium Voltage (MV)areasThe company ts&also been involved in PLC technologies. Therefore, the
author was compelled to review and explore other communication technologies, especialy PLC. This
led to the publication of papers establishing possible scenarios and their impact within the M¥ and L
area of communication. The majority of the papers were published irrgpaewed conferences to

keep pace with ongoing research activities in Smadt Ghe complete list of published and submitted

articlesrelated and unrelated toghihesis write upre presented as follows:
Article/Publicati ons Related to the thesis writeup

1 Communication Technologies fBmart GridUbiquitous Sensor Network System submitted and
presented at the Al EEE 4t h I nternational Co
Elec t r i c alstanfukTurkey anMay 127 18 2013

1 Resiient Wireless Communication Networking fmart GridBuilding Area Network (BAN)
submitted and presented at t he Al EE¥Y | nter
Dubrovnik Croatig May 137 16, 2014.

1 Performance Evaluation of Wireless Mesh Network routing protocol for Smart Grid networks
presented at the Al EICE I nformation and Comm
June3 520150.

1 Resiient Communication foBmart Grid Ubiquitous SensoNetwork: State of the Art and
Prospects for Next Geration.Elsevier Jounal for Computer Communicatipduly 2015

1 Performance Analysis of Variable Smart Grid traffic over ad hoc Wireless Mesh Networks
presented at thdnternational Conference on Srh&ystems and Technologies (S8Dsijek,
Croatig October 1214, 2016



1 Muliiple MetricsOLSR in NAN for Advanced Metering Infrastructurgesented ahe AEEE
Secondnternational Smart Cities Conference (IS€Pjento, Italy, September 1215, 2016

1 Improving the Reliability of Optimised Link State Routing in a Smart Grid Neighbour Area

=13

Network based Wireless Mesh Network Using Multiple Metre@se r g i e sVoldne @, n a |
issue 32010 .

Other Publications generated as part of this research

1 Challengs of Timecritical Applications in Narrow Band Power Line Communication (NBPLC)
Deployed forSmart Grid Faculty of Science and Technology Christmas Conference 2013 Poster
Presentation.

1 Performance of Tim&ritical Smart Grid Applications in Narrow Band ®&®ver Line
Communication submitted and presented at t he
Electronics, Ma ¢ h i Mancheste®-d0 Apri20MMes ( PEMD) o

1 Narrowband PLC channel Modeling fd&@mart GidAppl i cat i ons stibmitte
IEEE/IET International symposium on Communication systems, Networks and Digital Signal
Pr ocessing, MarcCledNd SR Iug 28 25 2014

1.7.Thesis Outline

This section outlines the remaining chapters of this thesis as follows:

Chapter 2

The main focus o€hapter 2s to present an overview network components/partitions that constitute

a Smart Grid communication networland the different applications that wil utiise the network
components. In particular, dlescribes theHome Area Network (HAN), Neigldur Area Network

(NAN), Field Area Network (FAN) anwide Area NetworKWAN), which is the focus of this thesis.
Further mor e, an overvi ewShi$ also presentedita te ttogethéerdhe o f
networking components and make them functiomais is followed by an kdepth review of available
conventional communication technologies that can be deployed within the USN architectwe layer
together with a study of their pros and cons and challenges. Based on factors highlighted for the choice
of Smart Grid communication technology, the IEEE 802.11 ad W&N is considered as the
communication technology f@mart GridNAN. The routng protocols for Smart grid NANhich are

the building blocksof the work in subsequent chapters are then digcliss
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Chapter 3

This Chaptermpresents a classification 8mart Gridtraffic and examines the performance of HWMP
(which is the default routing protocol of the IEEE 802.11s standard) vetBLtBR protocol in a NAN
based ad hoc WMNAnN experimental setupf ad hoc WMN for NAN was implemented using
Commercial Off The Shelf (COT¥devices to observe the performance of Smart Grid traffic over a real
ad hoc WMN implementationThe ns3 simulation was then used to simulate a larger network of Smart
meters in aNAN scenarioResults from simulations in & show that HWNP does not outperform
OLSR.This allowsthe possibility of exploring the modification GALSR protocol to address the routing
challengesand improve reliabilityin a NAN based ad hoc WMN.

Chapter4

A case study othe perfomance of three OLSR link metric versioescarried out on a grid topology
wireless mesh NAN using the-@snetwork simulator. Thévo best performing metri were used to
demonstratehe possibility of combining multiple mets with the OLSR protocol, through the AHP
decisioamaking algorithm toimprove link qualty andulfi the QoS routing requirements of targeted
AMI application traffic

Chapter5

This Chaptepresents a multiplenetric OLSR route framework which is desaghfor crosslayerand
multiple metric routing decision in NAN based ad hoc WMN. The framework uses multiple OLSR link
metric versions to support Smart grid application level QoS requirsmentallowing different
applications to use different paths pd®d by the OLSR link metric types. This is aimed at allowing
or enabling appropriate route decisions for taBpeart Gridapplication traffic at the network layer.
The chapter also analyses the multiple mefriamework and evaluates its performance ddAN

scenario using the & simulation

Chapter 6

TheChaptersummarises theain contributions of théhesis and discussé¢he findings from the study.
This includesissues found angteps taken tget around or provide solutions ttee problems It also
includes some thoughts on futessearcidirection.
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Chapter 2

2. Communication Technologidsr Smart
Grid: Background and Literature Review
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2.1. Introduction

The next generation elgtal grid or Smart Grid is envisioned to use a combination of exgtin
communication technologies for advanced monitoring, control and protection to enable active customer
participation and management capabilties, integrate distributed energy resources, and implement seff
healing functionalities. This is in contrast to f@prietary communication technique for control and
monitoring currently used in the existing electrical grid. A system of converged pervasive
communication, comprising different heterogeneous networks, is the key enabler to a complex,
multidimensional eargy delivery system that allows information exchange among a large number of
distributed devices over a vast geographic area.

Smart Grid communtcation is classified as M2Mommunication, since it involves information
exchange betweentwo or more end desiand a remote server situated at a substation or control centre
with very little or no human interactionnfartGrid M2M communication wil provide interaction for

a set of applicationsvithin powergeneration, distribution and consumeemises with ta aim of
achieving important goals such as: improving load estimation, faciltating and integrating renewable
power generation and enabling consumer energy management capabiities. The communication
network must be resilienti.€. traffic must be able tonitigate faiures in the netwoykand able to
guarantee certain Qualty of Service (Qagpuirementswhich include latency, bandwidth and
throughpit, before these functionalities can be successfully carried out. Since most existing
communication technolagg vary in their ability to providacertain QoS, they wil have to be deployed

at different levels of ®artGrid network to provide optimal flexibility and scalability.

Presently, most commercially availal8martGrid applications are limited to smametering and nen
realtime demand side management. Howe@8erartGridd s ambi t i ous gesethe go
applicationsto include Hectronic Vehicle Gharging (EVC), power qualty measurement aather
applications to be developeditiity companiesarenow consideing the implementation ofother
prospectiveapplicationsanddevelop a much more reliablesilient and futureproof network to satisfy

current and futureommunication needs.

In orderto properly study the performance @dmmunication tehnologiesin Smart Grid, it is very
important to acquire detailed knowledge about their architecturdn@mcall application traffiowill
strive wherthese technologies adeployed. The aim of this chapter is to provide a detailed overview
of Smart Grid communication systems and keyn&t Grid applications, as well atheir traffic
requirements and characteristithe chapternlso plores theadaptationof ITU's USN architecture
and attempts to review availab®mmunication technologiefor Smart Grid.Finally the key research

challenges and pemfmance requirements for SmamtidGccommunication technologies apresented.
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The focusof the studyis then placed on routing im&rtGridé s  NvAhNmphasis on ad hoc WMN
and tle OLSR protocol which is theesearch area of this thesis.

2.2. Legacy in theElectrical Grid

Since its inception, the traditional electrigaid involves large centralisegenerationof electrical
energy from different energy sources, mainly fossil fuels, transmitted in bulk oeerdistances
through high voltage transmission lines tdigtribution substationThe electricity is then distributed
to end users at low voltages (< 240 Vheiie have been a lot of technological advances in power
generation fromnuclear, gas turbines anenewable energy sources (solar and wind energy)
(Eringhagen and Markard, 2012)owever, transmission and distributiowhich arecore pars of the
electricity sector hmexperienced very littlor nochang over the last 100 yeaiBauknecht, 2011)
This is evident in the fact tha&ven in societies with advanced technologé® only way utility
companieknow there is an outage is when a customer calls in to repdheitutiity electrical grid
has become more unreliabiwer the yeargharacterised by frequent brownouts and blackadttiese
not only seriously affect the lives of consumers, but also cause substantial economic losses

Zeng Bo et afBo et al., 2015presented a comprehensive list of recent blackouts and summarised their
causes into four categories, namely: environment, inadequate grid structure, management (i.e load

forecasting errors) and market aspect (regulatory and tariff system).

Recent awareness of the cost of generationriaksl associated with energy sources fronsifdgel
depletion and nuclear energy hascelerated the shitbwards renewable energy sourcdswever,
renewable energy sources challenge the existing grid architecture, which is not able to cope with a large
share of intermittenand possibly decentised energy source$hus, theenergy sector is poisefdr
transformation to a Smarter and inteligent grdorder toachiee long term sustainability and
reliability. This will not only involve theshift to renewable energy, but aldbe development of
infrastructure that can cope with: a) transmission losses, b) integrating multiple energy sources, and c)
enhanceaefficient energy distribution and consumption

SmartGrid transforns the electrical grid from a centrsdid producer controlled network éoe that is

more deentralised and consumer interactiBased on the perception of the utiity companies and
research communitylable 2-1 presents the changes expected in the existing electrical grid as a result
of SmartGrid. The utiity companiedesired capabilties of the future Smart eleatrgrid are discussed

in the next subsection.
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Table 2-1: Comparison of Todays Grid and Future $nart Grid (Farhangi, 2010)

T o d aBflextscal Grid Future Smart Grid
Electromechanical Digital

One-Way Communication Two-Way Communication
Centralised Generation Distributed Generation

Blind & Manual Restoration Sel-Monitoring and SefHealing
Few Sensors Sensos everywhere possible
Limited Control Pervasive Control

Few Customer Choices Many Customer Choices

No Energy Management Capabiltie] Energy Management Capabilitie

2.2.1. Distributed Energy and Automation

Nearly 90% of all power outages and disturbances have originated fromsttigutibn network

(Glover et al., 2012)This means that the shift towards thea®t Grid should start at the distribution
systemwhich is the bottom of the chaitn SmartGrid, the specification of distributed generation over
centralised generation is subject to requirements related to the renewable energy and other distribute d
power sourcs, as well agheir effect on the powesystem operation.

This is especially sowhere the intermittent energy sources such as wind and photovoltaic (PV) power
generators constitute a significant part of the total energgoaitstp Electricity storage andoper
electronics technologies are key drivers in distributed generation and integration of renewable energy
sources. The rising demand for electricity and the afosxpanding generatioalso mean thathese
technologiesare requiredo help manage demaaad protect reveny&arhangi, 2010) For example,

the electricity produced in periogghen éémand is low should attract low generation eostprovide

good conditions for iermittent renewable energies todtered The stored electricity canthen be made
available for distribution to consuers in periods of higher demand drgh-generation cosbr when

there is no available generation. This can only be achieved with the development of novel electricity
storage facilties and fast semiconductor switche$ wealtime computer controllers that can

implement advanced and complex control algoritf@arrasco et al., 2006)
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2.2.2. Key Utility Applications

A plethora of newapplications with variable requirements and features for energy integration and
capacity building are expected to emerge ima8Grid operations. For the purposes of this section,

only a selected set of applications which have drawn signifiattention from the utility ingtry and
research community isonsidered. These applications h&een classifiedy the United States (US)
Department of Energy (DOE) into six functional categofapuro et al., 2012) The following
subsections discuss the characteristics and traffic requirements of these applications and highlight their

key challenges:

2.2.2.1. Advanced Metering Infrastructure (AMI)

AMlis regarded as the most fundamental and crucial p&rhartGrid. It is expectedtbnk consumers
and power utility companiesand providethe foundation for future distriiion automation and other
SmartGrid functionalties The systerwide measurement and visibility enabled by AMI will enhance
the utiiies' system operation and asset management préddsss designed to read, measure, and
analyse the energy consumption data of consumers through smart toetto® for dynamic and
automatic electricity pricing.

Automatic Meter Reading (AMR) ithe simplest form of AMI applicationswhich according to IEC
619689 refers to a technique of collecting meter readiggs events and alarm data from designated
meters remotely, usingommunication systemslowever,AMI functions extendfar beyond that of
AMR. It requires two way communication and spans through all the network componemizsr tibisd
from private networksWAN. Otheradvanced applications supporteg AMI include using the two
way communication systems on meters to send information abstimer price load managemén
Meter Data Management Systen®IDMS) and Home Energy Management Systems (HEM
(Wenpeng, 2009)AMI can also be used to monitor power quality, electricity produced or stored by
Distributed Energy Resourc®ER) units and interconneatd Inteligent Electonic Devices (IED)
(Ancillotti et al., 2013a) In addition, AMI is also expected to support customer switch betwee
suppliers and help detect and regledectricity theft. Electricity theft has plagued many utilit
companies esp@lly in developing countriesAuthors in(Anas et al.,, 2012have shown thasmart
meters inefficient and securAMI infrastructure can be used to addressaminimiseelectricity theft

issues.
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2.2.2.2. Demand Side Management (DSM)

DSM is the action thaibfluences the quantity or pattern of energy consumption by end users. These
actions may include targeting reduction of peak demand by end users during periods when energy
supply systems are constrainédthe UK, the duration of peak demand times/periads affectedyy

factors such as weather and holidays which makesyt for different quarter in a year. However,

most cases, they abetween 6.30 am to 9.30 giout et al., 2008Enrergy peak management does not
necessarily decrease the amount of total energy consumption, but it will reduce the need for investments
on power generation sources @ectricity spinnng reserves at peak periof/ang et al., 2011)
(Palensky and Dietrich, 201{pavito et al., 2010)DSM programsnclude tle following activities

1 Demand Response (DRPR enables the utiity operator to optimally balance power generation and
consumption either by offering dynamic pricing programs or implementing various load control
programs. This includes programmes aingdeducing energy consumption during peak usage
hours by encouraging customers through various incentives to limit their usdngfé them to other
periods. Examples of incentives based on DR:

I.  Direct Load Control: utiity or grid operator gets free @ss to customer processes.

Il.  Emergency demand response programs: voluntary response to emergency signals.
[ll.  Capacity market programs: customers guarantee to pitch in when the grid is in need.
IV.  Demand bidding programs: customers can bid for curtaiing at ategeices

1 Time based load managemerihis is achieved througtlynamic pricing which helps to reduce
energy consumption during peak howasd encourag customers to limit energy usage or shift
demand to othemperiods Examples of Time based load managetrinclude:

I.  Time of Use (TOU) Achieved by dividing the day in to contiguous blocks of hours

with varying price. The fhighest price is allocated tbe onpeak block.

Il.  Real Time Pricing (RTP) The price is tied to the real market cost of delivering
electicity and may be varied hourly.

[ll.  Critical PeakTming (CPT)i a less predetermined variantTa®U (only applied on a
relatively small numbeevent days).

IV. Peak Time Rebates (PTRs): Electriciybages given to customers for minimising
powerusageduring peak periods.

1 Conservation of energy through load conpabgrams, thisnvolves performing remote load
control programs where communicating networks are used to control usage of appliances
remotely to use less energy across many hdums. remote load ewrd programs can be
classified imo the following:

I.  Interruptible Load$ refers to loads such as water pumps, dryers and dish washers that

can be interrupted during peak periods and shifted to another time. However, simple
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load control signals to intenptiand reschedule the load process are required to ensure
that when the waiting period of the load is over, the rebound of the load to the grid does
not cause additional congestiffhalensky and Dietrich, 2011)

II.  Reducible Loads refersto loads that carlbeduced to lower levels foertain peiods
of time. Examples of thigype of loadsinclude i refrigerators and air conditioners
which can have their thermostats adjusted to higher temperatures to reduce load.

[ll.  Partialy Interruptible Loads as the name implies, refers to loads that can be partially
interrupted over peak periods by limiting the-time cycle. Examples of the loattat
can have their runtime cycles reduced are washing machines

2.2.2.3. Wide Area Situational Awareness (WASA)

WASA involves near regime monitoring, protection and control tife power grid across large
gearaphical areas. tequires collating informationnothe description of the current state of the power
grid in the area concerned. The information is then analysed intordisgnosethe current situation

or predict the evolution of the power grid state under different operational conditions andcereotyy
strategiegZhang et al., 201Q0)Terzija et al., 2011§Johnson et al., 2011)WASA applicationtraffic
requires very high frequency or granularity of information in order of milises;oodlected from the
transmission networks and electric substatiatmutthe state of the power grifVang et al., 2011)
The information is used to provide timely prevention of power disruption tarmptimise the
performance of the grid. WASA information &lso used to implement monitoringWide Area
Monitoring Systems oWAMS), Contol (Wide Area Control Systems WWACS) and for Protection
(Wide Area Protection Systems\WAP S)(Khan and Khan, 2013Yhis is achiged by using hundreds
of Phase Masurement Units (PMU) to provide accurate system state measurements in rieae.real

GPS isused tgprovide a timestanp for each measureme(®@hadke and Thorp, 2008)

2.2.2.4. Distributed Energy Resource (DER) and Storge

These are applications which contain information that enable efficient integratio® rgfye@esources
from renewable socesto the power gridto complement bulk generatioDER may reside at the
transmission, distribution or even at end user systéamwil require applications or incentives in the
case of end user DER tthannel the energy resourcetithe grid at appropriate time&pplications

for efficient use of energy storage also necessary to allow storage of surplus electricity atem gi
time for distribution thereafteoy to compensate for the energy generation fluctuation from renewable

sources.
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2.2.2.5. Electric Vehicle (EV) Monitoring and Control:

This involves monitoring the activities of phirg electric or hybrid electronic vehiclesgEN or PHEV)

that are expected to enhance or replace fossil fuel transportation systems. Electric Vehicles (EV) use
one or more electric motors which are poweredlpgchargeable storagievicein the vehicle The
connection of thetoragedevice onanEV to the electrical grid to recharge is called Grid to Vehicle
(G2V) flow. In the event wheran EV isconnected to the electrical grid to discharge electric power
back to the gridvhen it is not being usethe process known as Vehicle to Grid (V2G).

EV charging systems must be well managedhigh concentrations of charging requests within a short

period can cause severe overloadinghmdistribution network. Smart chargirgpncepts thaénable

controlled charging have been proposed to mitigate rtsidegmn of overloadig the distribution circuit

(Khan and Khan, 2013)Sortomme et al., 2011y hey i ncor porate DR program
di spatcho, which aggregate a |l arge number of C
efficiency of tre grid by optimally balancing its load supply profie. The key instrument behind smart
charging is a centralised EV charging controller (EVCC) which is located at the utiity control centre.

The EVCC is responsible for coordinating each energy transfeiosds reatime to accommodate

the timevarying nature of the total available power and the number of EVs being charged. In order to
accomplish this, the EVCC sends control signals to the EV charging station (EVCS). It also receives

the state of charge&s¢C) of the battery from the EVCS through the communication networks. It is
important to note that fast and reliable transferis a key requirement for EV charging systems. This is
because, the SoC update messages are very critical for EV charging apglicatice the controller

relies on them to adjust the charging rate. They are also delay sensitive because the charger may reman
idle and energy may only be transferred (hence, wasted) until a status against the SoC update message

is receivedKhan et al., 2013)

2.2.2.6. Distributed Grid Management (DGM)

This encompasses the variouma®t Grid automation technologies for retiche information and
remotely controled dewves. This also providesitiity companieswith a compehensive suite of
applications and tools for efficient, reliable and cost effective management of distribution setwork
The applications involve technologies that can integrate different grid applicationsssBaobstation
Automation Video Surveillance SCADA and Automatic Vehicle LocatiofAVL) used for directing
workforce to locate faults that netalbe repairedSeal and Uluski, 2012)

In the substation automation domain, the IEC 6185@DE, 2003)and the Distributed Network
Protocol version 3 (DNP3) /IEEE 181Majdalawieh et al., 2007are he most widely adopted
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communication standards. The IEC 61850 standard is more widely used because it covers almost all
aspects of the substation automation, including -tieal high bandwidth protéion and control
applications. ie DNP3 only provides camunication specifications for lowandwidth monitoring

and control operations. IEC 61850 is designed to run over a standard communication network based on
the Ethernet and IP standards. It also defines five traffic tigpdiéferentiate among applicatiorend

prioritise their traffic flows(Sidhu and Gangadharan, 200Bhe first three types atine-critical and

are used in the protection and controkhef substationthey include: Sampled Values (E\Generic

Object Oriented Substation Event (GOOSEhd Generic SubstatiorState Event(GSSE) The
remaining types ardime Sync and ClierBerverManufacturing Message Specification (MM$able

2-2 ilustratesthe Smart Gridvariable applicationlatency and network bandwidth requirement. Across

the network components,mart Grid application requirements, including criticalty factors such as
bandwidth and latency, differdm one applicationto the nextas illustrated inTable2-2. Deploying

different communication technologies in Smart Grid network components to enable functionalties of
all the utiity applications wil require seamless interoperability among thebadegies as well as
support Q& for different traffic classe3herefore, thecriticalty of each application must be enabled
through the resilience of the integrated network components and their capabilties to deliver application

data with the most apppriate QoS.
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Table 2-2: Smart grid applications network bandwidth and late ncy requirement(Locke and

Gallagher, 2010)(Khan and Khan, 2013)(Tsado et al., 2015b)

Smart Grid Network Require ment Traffic Type Latency | Criticality
Applications (Throughput)
AMI (Biling , 10- 100 kbps/node, 500 | Periodic 2-15s | Low
Metering kbps backhaul
DSM (DR, 14 - 100 kbps per node pe| Periodic/Randm | 500 ms | Medium/High
Dynamic Pricing device to
and Load Contrdl several
min

WASA (WAMS, 600 - 1500 kbps Random 20- 200 | High
WAPS, WACS) ms
EV Monitoring 9.67 56 kbps, 100 kbps is| Random 2si 5 High

a good target min
DGM 9.67 100 kbps Periodic/Random| 0.17 2 s | HighyMedium
Video surveiince | 157 128 kbps, camera Random 1s Medium
Operational 8 kbps, call Random 1ls High
telephony
SCADA 1.871 9.6 9.6 kbps Random <0.5 High
DERand storage | 9.6- 56 kbps, depending | Periodic/ 0.027 High

on the number of energy | Random 15s

sources
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2.2.3. Data Management

Integration of distributed generation and ever increasing utiity applications bring a huge amount of
growth in the volumeof data thtmust be managed by the utilisgompany The evolution oSmart Grid
driveshas led to a massive increase¢he deployment ofensoand actuatordEDsfor SCADA and
smarimeters)this has resulted in accumulation of enormeums of data associated withdbdevices.

In order toextract the most value frorm@rtGridd dafa, it is essential for utility congmiesto develop

a data management strategy that takes into account collection, correlatoanalysis oflata from
disparatesourcesfor conversion into actionable information for grid management and business

functions.

SnartGrid6 slata analysis inatlescustomer analytics, asset analytics and financial analgios the
practical techiques to support these data analytice just emergingThe electrical grid will not be
smart from just storingeattime household usage datmlessknowledge pattesare generated real

time and humanganconvertthis into actionable processdor example, supplis should be able to
determine house holdtility profiles (or demand profiing) from gas and electricity usage and adjust
costs appropriately for lilg purposesThis is why novel techniques are being explored to analyse
collected dateeadings in order to identify and explain electricitpgespatternsThe techniquesclude
recent advances in data mining and machine learning algoritrisandliig and capturing useful
patternson SnartGridd data

SmartGridd slata refers to volume, velocity and variety of data, and researchers have leegloréo
some of these effor(lan et al., 2013fBryant et al., 2005)Feller et al., 2013)Currerttly, it has been
observed thatlata procesing with single machines is inhibited by resourgesmory and processor
speed). An alternative cesffectivesolution being explored ishorizontally scaling several machines
over low-cost networks and storage.

Apart from data security and privacy concerns, oteehnological challenges afata management
include the variabilty of communication standards due to engaafirdata in different specifications
and propriety formats. Hence, a typicai&@tGrid management system must consisthef following

9 Data Storage Systems: databasdor processing @artGridd s d a t a ingagoiak regponsev i d
to data queries. Thisaa be carried out using traditional data base sysseich as MySQL and
Oracle. However, there @ been cad for more open, distributed application developinen
environmentssuch as the Hadodastributed file systerand the irmemory multicoreprocessing
to achieve BaartGridd s r e a | time goals and acc@lerasat e da
Martinez et al., 2010)
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1 Datatypes and handiy methods: Bta available for mcessing at thetiity companiesanges from
structured data to sessiructured and unstructured data. Data with a specific format like meter data,
temperature, voltage and geographical coordinates are referred to dsredrudata,while,
unstructured data refers to pictures, audio and video files. The use of middleware systems and
complex event processing is required for handling and processing synchronous and asynchronous
(event) data in an efficient manner, to deahwviiformation which requires quick respor{@idka
et al., 2014)

9 Data Quality: Accuracy, timeliness, and relevance to specific task being performed are some of the
characteristisof goodquality data. Thus, the degree of quality required is significantly dependent
on theapplication data being analysed. For example, in biling applications, a periodic data feed
with hourly updates or less would suffice. Whereas, in power flow state estinaaiibrwoltage
controlapplications, it is critical to have quality datain atices of seconds to minutesince real
time computations are logj made using thespiality dataat aresolution of 50 or 60 samples per
second.

2.2.4. End-to-End Communication

A reliable and effective communication infrastructure with low latency all throbghShart Grid
networkis requiredto coordinate and integrate the DER with D@ktithe consumelAs earlier stated,
Smart Grid network infrastructure is expected to lileterogeneous with seamless interapdity, to
successfuly meet performance requireiseand achieve riart Grid functionalities. Although a
consensus about the architecture and scope of a highdgfaretional infrastructure for r8art Grid
hasnot been reached, some swtworks have been widely accepted across several doomthe
electrical grid. Communications network viewpoint of IEEE P2030 providesnstuwork components
that interconnect th8mart Grid generation and distribution as well as the transmission and customer
premises to form an exid-end Smart Gridcommunication modelDerived from(IEEE Standards
Association, 2011and(Saputro etal., 2012igure 2-1 showsacommunicéion model forinformation
transmissionfrom home, business and field areas to the corteoitres. Snart Grid endto-end
communication network is made up of sugtworks which are described briefly in todowing sub

sections.

2.2.4.1. Home Area Networks (HAN)

HANs are private networks located in the customer premises or dowhirh can be used to
implement home automatiom@HEMS. These systemallow monitoring and contrabf applications

for user comfort agh efficient managemenbf in-home appliance§Saputro et al., 2012)They also
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provide access todhome appliances by allowing every home detisend their power readings over
the neéwork to the home meter or gateway outside the hdaseAutomatic Metering Infrastructure
(AMI) applicatiors. HANs are similar to other private networks such astrdjstrial Area Networks
(IANs) is a communication networkowling and monitoring indusal equipmentto provide user
comfort, DR and energy management capabjlité®y Building/Business Area Network (BANSs): a

network of automation implemented to support a building or business premises.
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Figure 2-1: Network components for endto-end communication in Smart Grid (Saputro et al., 2012)
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2.2.4.2. Neighbour Area Networks (NAN)

NAN can be regarded as a logical AMI system that connects customer premaighe atility control

centre NAN can be said to involve networks of multiple HANSs that deliver the metering data to data
concentrators and deliver control and information data to HANs. Many wireless metering gateways of
home/field areas may connect tecbather to form a possible wireless mesh nety@do etal., 2012)

For examplesmart meters acting as gateways fehame application data can be used as wireless
mesh nodes to transfer information. Smart meters are the major constituent ofabiadlas the
interface between private networks and Utility contrahtres. NAN end points are either smart meters

at the custmer end or data concentrators to a group of smart meters at the utiltyhaetd send the
aggregated information todtMDMS via abackhauhetwork(Khan and Khan,@L3).

2.2.4.3. Field Area Network (FAN)

A FAN is a network of field devices such as feeder equipment, transfrawitches and circuit
breakers in the transmission and distribution substations that faciitate information exchange between
utiity control centres. High voltages are usually converted to low voltage as required by homes,
businesses and industrieBhe electricity supplies to customer premisee carried out through the
distribution feeder equipment which includes transmission ameleabke poles.SmartGrid FANs will

include RTUs, PMUsand Programmable controllers to perform substation automation functions.
Automation functions using this terminal unit may be carried out according to embeddedridxyic

an external operator/utiity command whiokerrides the internal or local commands. FAN is also
responsible for communicatingp the utiity control, information on DER/micro gridavhich are
connected to the distribution griVang etal., 2011jAncillotti etal., 2013apnd(Khalifa et al., 2011)

2.2.4.4. Wide Area Networks (WAN)

WANSs are the largest networks for communication to/from data cekit&N connects smart metering
gateways, NANs and FANs with core utiity systems amel distribution control system. WAN
comprises two types of networksBackhaul and Core networkSaputro et al., 2012)Backhaul
networks are used to connect NAN to the Core networlevit# Core network is used to conrthet

metro network of the utiity and substations. WAN coverage spans over thousands of square miles and
is used to deliver the large amount of data colected by the highly dispemsst Gid network

components to theontrol centre.
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2.2.45. Mobile Workforce Networks

Mobile Workforce networks are used to provide routine maintenance and operation services by the
utiity workforce/employees. The network requirements include broadband connectivity that will
enhance VOIP, VirtuaPrivate Network (VPN) and geographic information system (GIS) based
applications for asset management and logistics. In additisehicle applications and fleet telematics
such as Automatic Vehicle Location (AVL) and locatimsed services (LBS) witlflobal posttioning
system (GPS) based tracking and navigation are expextee integrated with the Mobile Network
Work Force

2.3. Smart Grid CommunicationArchitecture

Understanding the smart grid architecture is vitad identifying and addressg the neés and
requirements of the complex etwlend communication. The most widely acceptexh8 Grid

architectures are:

1) A model for $nartGrid information networkgroposed by th&)S National Institute of Science and
Technology (NISTharchitecturgLocke and Gallagher, 2010)vhich identifies actors, communication
pathways, domain interactions, potential applications and capabilties enabled by the interactions in
SmartGrid;

2) CEN-CENELEGETSISmart Grid Coordination Grouproposed a Smart GriélrchitectureModel
(SGAM) Frameworkwhich aims © offer support for the design &mart Gridsuse cases with an
architectural approaclallowing for a representation of interoperability viewpoints in chiwlogy
neutral manner, both for current implementation of the electrical grid and future imgziioren of the
Smart Grid and(CEN-CENELEGETSI, 2012)

3) The IEEE 2032011 standard which provides guidelines regardin@rGrid architecture and
interoperability reference model (SGIRMEEE Sandards Association, 2011I3GIRM uses a system
level approach tprovide guidanceon interoperability amongvarious components of communication,
power systems and information technology platforms in thar8Grid.

The views on communication model shéby the aforementioned research bodies and authors describe
and support heterogeneous communication for a functiomakt®rid. Howeverthese models have

not preserdd a coherent heterogeneous-ts,adnd communication architecture and structure foas

Grid. Zaballos et afZaballos et al., 2011proposed a communication paradigm base&moartGrid
network requirements to support et@lend information flow betweenthe application domainSnirart

Grid. This paradigm aims to achieve end to end integration of all communications requisetty
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Grid, using thel nt er nati onal Telecommunication UBNionds (
architecture. The network architecture successfully adapd applies the ITelecommunication
Standardisation Sector USN Next Generation Network {TTUSN /NGN) system t&mart Grid

architecture to allow better management of QoS and facilitate interoperabilty with other technologies.

The USN based heteragsous communication architecture fan&tGrid is adopted in this research

as the platform for seamless and efficient-esrdnd $nartGrid communication.

2.3.1. Adaptation of USN layers for Smart Grid

Integrating the actions of consumers and generators ialegirical grid wil involve a system of
distributed sensor nodes that wil interact with themsedgewell as withthe electrical infrastructure

to provide and process information extracted from the physical world. Applications of sensor nodes can
be asgned to any of the following three useful elensan SnartGrid applications(ITU-T Technology

Watch Briefing Report Series, February 2008)

9 Detectioni e.g.,measurdemperatures of transformeggessure, sound, humidity and roatiof
intruders on electrical equipment.

9 Trackingi e.g., household items or equipment, supply and distribution of electricity, plug in
electrical vehicles in inteligent transport systems.

I Monitoring 7 e.g., monitoring of inhospitable environments suchv@sanoes, hurricanes and

storns that may affect the grid.

To achieve communication over long distances, sensor networks may require routing ahdpnulti
protocols which can increase delay and reduce the reliability of the communication network. Adapting
the USN architecture f@mart Gridsensors network will allow communication over long distance and
provide reliable heterogeneous communication systetmsh define interoperabilty with a NGN as

the Smart Grid backone (Zaballos et al., 2011Figure 2-2 shows the proposed schematic model of

USN architecture applied ®martGrid USNO6s capabilities to support
discussedi ITU Telecommunications standardisation sector¢lfyy Question 25/ 16, A |
USN applications and services for smart metefiaySNNS M) 0 . Z a ljZabalo® et al.,2011) a |

also digussed a similar approach but with emphasis on a network architecture that wil integrate all the
communications requested Bmart Gridapplications in a single system. The schematic model in
Figure 2-2 depicts ommunication between the USN sensor networking layer through the access
network to the USN applications and services. The description of smart grid activity in each layer
together with the required network component is presented in the folaulagection.

28



DSM DGM AMIEV DER WASA

Smart Grid
Applications
Heterogeneous network Sensor network Sensor data mining Middleware

management management network System

NGN
(:3 . USN Access
‘ layer

Sensor network Lay

Figure 2-2: Schematic layers of the USN sensor network applied t®8mart Grid
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2.3.2. USN SensorNetwork Layer

The areas of the electricity system where tracking, monitoring, detection and physical quamtities
measured are the FANs, IANs, BANs and HANs. Energy management and automation of equipment
and appliances in residential and institutional buildings, industrial facilties, transmission lines,
substations and distribution systems require the use oforseasd actuators. A network of
interconnected sensor nodes are expected to measure and exchange sensed data within BANSs, IANS,
FANs and HANs through wired or wireless processiige data isthen communicatkto other
networksthrough USN gateways or Acsg Point (AP.)For examplein HAN, appliances and related
fittings can be monitored through the activities of sensor nodes and communicagesktiostr gateway

or APswhich is mostly smart meterAs discussed earlierhé aim of home automation and eme
management is tenablecontrol and monitoring signals from appliances and basic services. A similar
interconnection of sensor nodes is also expected in the WwhAih comprises substation monitoring,
control and protection of distribution and transioie systerm The schematic layers of the USN

architecture and the corresponding smart grid network compceerpsesented ifrigure 2-3.

USN Schematic SG Network
Layers Components

Figure 2-3: USN layerswith corresponding Smart Grid network components.
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2.3.3. USN AccesdNetwork Layer

Access networks involve USN intermediary or dAsi
sensors or sensor networks that wil facilitate communication with a coatmtsieor with utilities. For

example, transmitting information received from smartappliances in HAN to the Utilities/AMI control
centrethrough smart meters or NANs. Similarly in FANSs, field ded such afRTUs and
Programmable Logic @htrollers can be used $&nd information about the electrical grid to external
operators or utiities.The information can be sehy field devices transmitting information to the

utility/control centres through WANS or backbone networks connected to FAN®mrt meters and

R T U dasserve as Ad’gateways and have WANSs provide the links to UtilitB&)S, AMI, and other

SmartGrid applications control centres.

2.3.4. USN Next Generation Network (NGN) layer

In simple termsthe USN NGN is a backbone network infrastructure expected torpednly data
transporto enhance twavay communication between the sensor nodes and the USN access network.
Selection of a common transport layer based on the internet préiBgdbr smart grid is being
consideredy manyauthors and research gro@mez and Paradells, 2018)wever achieving this

goal requires a number of developments to successfully encapesgdate protocols within 1Rvhilst
addressing the need fetrict QoS. The development of protocols for sensor netwarksvell as
internetworking with backbone network infrastructures such as NsGbhe of the most impait
standard issues for USNTU-T Technology Watch Briefing Reporefies, February 2008)-or this
purpose, ITUT 6 s recommendati on i n -tofend2aichitecueefdr theQeS a gen
resource control in NGNs. It aims to provide QoS management of neso-end services and
multimedia communications through eise NGNs. The ITU NGN model has also suggested an Open
Service Hvironment (OSE) capabilityT-REC, 2008)that wil allow the creation of enhanced and

flexible services basedon the use of standard interfaces, reuse, portabilty, and accessibilty of services.

2.3.5. USN Middleware Layer for Smart Grid

The niddleware system is a softwaalayer running above the communication network which enables
communication and data management services for distributed applicatigAsicllotti et al., 2013a)

the middleware system was described as a major compon®mant Gid communications because it
provides standard interfaces between applicationsSanatt Griddevices. Middleware solutions also

provide different ses of abstraction and programming interfaces to applicatiamsich include
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distributed objects, event notifications, distributed content management and

synchronous/asynchronous comipation functions(Ancillotti et al., 2013a)Kim et al., 2010)

Inthe context of the USN architecture, middleware is responsible for translating information between
the NGN and USN application laygmwhich refers to th&mart Gridapplication and contratentre

USN has differentstandardiation activitieswhich haveunderscoredhe role of middlewarein an

efficient heterogeneous operation system between various sensors and communication technologies.
Without a middleware systemdirect inteaction between components in tHamart Grid
comnunication architecture wil lead to a large number of use casesiakd the system more
complex. This is because ditecommunication with ®art Grid applicatiors through different

communication technologies willecessitateonsideration ofeveral diffeentspecificatios.

One method of alleviating tlmomplexity of sucha system is by usiegvercommunication standards

in the middleware. The middleware can also provide a level of abstraction from the complexity and
heterogeneity of the communicationetworks andmanagement of distributed applications by
providing an API that encapsulates the access to technologies beingAus&N architecture
middleware solution igpreferableto having a heterogeneoum&t Grid communication on direct
applicationto-application connections. A middleware communication bus is illustrat&atyune 2-4.

The Electronics and Telecommunicat iSgstem forRes ear
Middleware of Sensor Networks (COSMOSaswrecommended as a middleware for the smakt g

USN architectur€Zaballos et al., 2011)COSMOS is designed to provide integrated data processing

over multiple heterogeneous sensor networketdan sensor network abstraction (called the sensor
network common interface) artd support real field applicationgKim et al., 2008) However,
enhanement of COSMOS using a service oriented middleware system is required to access devices
(sensor nodes) and also suppottoaiity and QoS for SartGrid applications(Martinez et al., 2013)

(Zhou and Rodrigues, 2013)
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Figure 2-4: USN Middleware communication bus

2.4. Smart Grid CommunicationTechnologies

Heterogeneous communication simply implies that wireless and wired media technologie sewigit co
within the Snart Grid USN architectureThis section presentle current state @fvailable wired and
wirelesscommunication technologies that may be used irsihertGrid USN architectureA summary

of ther characteristics as well as their gand cos are also discussed.

2.4.1. Wireless Communication Technologies

The feasibiity of communication without a tangibi®nnection between nodes is one of the most
important characteristics of wireless communication. This characteristic can ensure continued
communication of application data for wireless ne@e®n when electrical infrastructure (poles and
cables) are dispted by providing redundant communication paths fodes affected in the network
(Aravinthan et al., 2011)Another important advantagewireless technologies is that it provides long
distance coverage. Wireless technologies such as Wireless Personal Area Networks (WWPAN) an
WLAN with lower coverage areas can increase their range of communication throughopultti
networks. Both single andulti-hop networks together with backhaul wireless technologies can provide
a dedicated network for smart grid communication. Hybrid network architecture of WIMAX and
Wireless Mesh Network (WMN) presented (@Bungor and Lambert, 20Q6escribea group of
electrical tility subscribers clusteredtm wireless mesh domains, each of which can be easily managed

by a control centre using different wireless standards communictieterogeneous layer wireless
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communication standards can als® teeployed in NAN/FAN to minimeé cost and overcome the range
issues with sensor nodeby using different wireless communication standards. Most wireless
communication standards are easily classified based on their traosmasge. Other means by which

these standards differ are in areas of bandwidth, frequency ranges and mode of networking topologies.
They can operate as:

) Single-hop networksalso called infrastructurbased wireless network which refers to a client and
server or master and slave communication, it features a central connection point referred to as hub
nodes that could be &P, network hub, switch or router communicating with several nodes in the
network.

i) Multi-hop netvorking, retwork coverage area is eft much larger than radio range of single
node(s), neighhwing nodes can be used as relays to reach some destination nodes. The two most
mature and consolidated examples of networking technologies usindnopuliommunications are
WMN and Wireless Sensbdtetworks (WSN)Largemetworks based on mdliop networking such
as ad hoc network paradigm can also be configured to carry out WMN.

2.4.1.1. IEEE 802.15(WPAN) Standard

Technologies that address mid to high data rates for voice, PC and LANs can be reugledtonitn

local SnartGrid networks.No other standard meets the unique needs of sensors and control devices as
well as the IEEE 802.15.4 (zighe€idhu et al., 2007)WP AN supports star, tree, and mesh topologies
and has standardi sed 0 | aff eatwed suchhadow-codt eeasy | i t at e
implementation, shomange operation, adequate security and very low power consumption. Power
consumption also varies daqang won the topology being usedigbee operates onthe 2.4 GHz, 915
MHz and 868 MHz frequency band with diresgquencemead spectrum (DSSS)ultiple access
technique and offers data rates of2Z8D kbpsover distancesf about 10m The routing proteol used

is hinged on the network topology that is deploy€dmez and Paradells, 201@ number of zigbee

routing protocols matching the needs of the HAN have been implemehtdinclude 6LoWPAN,
WirelessHART and Enhanced ledsip first routing protocol

Zigbee is suitable for Wireless Sensor Networks (WSN) and a good candidate for the sensor network
layer such as HAN and FAN whetfeere is an interaction between sensoid gover grid equipment
(Bow-Harb et al., 2013)Thus, itwill find application in $nartGrid operatbns such as the control of

home appliances in HANlirect load monitoringand control in a substatioh.ow running cost of

implementationandlow power consumption can be sifered as advantages of Zigbee.
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24.1.2. IEEE 802.11(WLAN) Standard

IEEE 802.11 standds also known a@/ireless Fidelity YViFi), is awireless communication technology

which defines a set of PHY and MAC layer specification for implementing WLANS. The success of the
standad is attributed to: i) nlicensed operating frequency o##ZsHz and GHz bandsi) The use of

flexible access schemeaded on CSMA/CA principles ani) The availability of low-cost radio
interface. The standard consists of IEEE 802.11a/b/g /n PHY layer modes operating in the 2.4 GHz and
5 GHz band. Until 2013, the igst data rategere supported bthe802.11nstandargwhich integrates
OFDM-basedtransmission of 802.11a/g with mulipleut multiple-output (MIMO) antennas to boost

the transmission rate to 150Mbps from 54Mbp®weverexperimental studies have iodied that
outdoor ranges can be up to 300 m for 802.11n based(fautdlotti et al., 2013a) In 2013 the IEEE

802 11ac was released with data rates of 500 Mbpe. IEEE 802.11ax standard which targets a data
rate of 10 Gbps is expected to be released in gBitlu et al., 2007)0Other WiFi standards suitable

for smart grid are 802.11e which offers QoS features and 802.11s standard which defines a mechanism
to support mulkthop transmissions and build wireless mesh network on top of the 802.11 physical layer.
IEEE 802.11p WiFi stadard is also a key enabling technology $onart GridVehicle-to-Grid (V2G)

systems because it sup@ontireless acess in vehicular environments.

IEEE 802.11networking in Smart Gridmostly comprise single hop infrastructure and mesh mhlip
network. The benefit of usingWireless Mesh NetworkWWMN) topologies is the redundant paths
provided by the wireless backbone betwé#ensender and receivewhich eliminates single point
failures and bottineck links in the network. These alternative routestriasotreased communication
reliabiity and robustness against problems that may occur in the network due to path loss or RF
interferences. 802.11 single hop networkingmart Gridprovides wireless connection to the end user
through the deploymerdf Wi-F APs. Ensuringfull coverage of an areeequireshe deployment cd
large number of ARgonnectedhrougha backboneink to a Snart Grid control centre The growth
and pervasiveness of WLAN has helped the technology to grow in to consumer elsdesites such
as Internet telephony, music streaming, ganaind ithome video transmissiohEEE 802.11s defines
how wireless devicesuch as sensocsin be connected to create ad WiMN networks over the PHY
layer ofthe IEEE802.11 a/b/g/n

As for any wireless technologythe IEEE 802.11s alsovulnerable to threats such as traffic analysis,
passive/active eavesgung; man in the middle attack asession hijackingthat can lead to Denial

of Service (S); and replay attacks. WLANdspoential technology for HAN and FAN, however, it

is faced with the challenge of poor reliability when multiple users access the network. WAL i
application in the sensor network layer of the USN archite kAN can be deployed for Subsitat
automation ad protection, mnitoring and control of remote distributed energy resources and
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redundant link for distribution automation systenOther areas include enhanced transformer
differential protection Communication aided line protection, and -swbstationcommunication
(Parikh et al., 2010) The capabiity of 802.11 to meet the data rate requirementmairt$rid
applications is its major advantage, howeverrehare concerns dimited avdability of industrial
WLAN equipment Furthermore, WAN security mechanisenare well known to be vulnerable.

Security considerations must be improved to provide additional protection

2.4.1.3. IEEE 802.16 (WIMAX) Standard

World Interoperabilty for Microwge Access better known as WIMAX is an IEEE 802.16 approved
standard for wireleswide band access. WIMAXupportslong distance(7-10 km) broadband (100
Mbps) wireless communicatiorit was conceived as a complementary technology to IEEE 802.11
because supports a connectiarriented control of channel bandwidth and thousands of simultaneous
users over wider areasd makes ubiquitous internet possibM/IMAX alsooperates on licensed
frequency band with QoS mechanjsahich is more sophisticated compated02.11eandsupports

point to point, point to multipoint or mesh and hyb(ihulti-hop relay) topologies. WIMAX is
considered for long and short distance communicatior@nértGrid and can find application in core
and backhaul network components Sshart Grid. WIMAX has also been deployetbr reattime
pricing; AMR and outage detection and restoradipplicatioxs (Parikh et al., 2010)

High data rates are considered as theanthge of WIMAX, nonetheless, tlmgh cost of WIMAX

equipment such as Radio frequency tower and spectrum license that may be required is a limitation.

24.1.4. LTE and 3GPP cellular networks

Cellular network technology has constantly evolved to achieve perfoemand scalability
breakthrough across different network generationih varying cell site ranges for different
deployment scenarios. It covers huge number of devices and provides ubiquitous coverage worldwide.
Third-generation (3G) and fourdeneration(4G) cellular technology Long Term Evolution (LTE)
operational frequency bandary in different countrieshigher data transmissiorates may reach 768

kb/s - 100MB/s while the distance depends on the availability of cellular service coverage. Tl cellu
network enables topologies that faciltate non interrupted data flow and can also receive and transmit
data from Ethernet and other wired and wireless interféaskh et al., @10). This means that its

USN architecture maketssuitable for adoption for NAN communication mechanism or the USN access

layer.
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Both WIMAX and 3GPP cellular netwaskave very good coverage and are most suitable for WAN
transmission links between théSN access layer and the application layer systems. Customers will
have to pay for using their services and the cost may be higher if a particular QoS (or critical service
level) is required forSmart Grid traffic. LTE and 3GPP cellular can also be depibyas SCADA
interface for remie distribution substation andomitoring of remote DERandwide coveragelndeed,

high data rates are considered as the advantages of LTE and 3GPP cellular technologies. Recent
developments on Critical featuresch as: LTHn unlicensed spectrum, LTE enhancements for M2M
communication, and enhanced mullier transmission techniques, have been added to the 3GPP
standards, which is available in 3GPP release 13 of 2016. Thistsitigthen its capabilty f@mart

Grid. Howe\er, the technology is faced with limitation such as: (1) Call establishment may take time
and delay, (2) Drop calls experienced in the network as a result of congestion, poor radio coverage and
radio interference can hinder data exchange of critical apptis, and (3) QoS capabilty is available

within 3GPP standards but there is no evidence of its thorough impétimgnor use beyond basic

prioritisation (for consumer) methods.

2.4.1.5. Terrestrial Trunk Radio (TETRA) com munications

TETRAs targetedprimagi at t he mobile radiods need for cri
such as public safety (police, security services, military services, ambulance and fire departments)
However,ithas al so attracted the att enting foequenoyfis ut i | i
between 380 MHz to 470 MHz in the EU and 806 MHz and 912 MHz in Asia, defining 5 MHz band

for emergency services and 10 MHz band for civil servitbs. standaraperates is full duplex and

defines 24 kHz carriespacingfor both uplink ad downlink channel§Equipment)

The main objedte of TETRAIs to have standard interfaces, facilties and services such as guaranteed
interoperability, versatility, efficiency, robustness and security. Itis a standard solution for groups that
use both Private/Professional Mobile Radio (PMR) and® éaicess Mobie Radio (PAMR). It takes

its features from severaltechnology areas such as mobile radio, digital cellular telephone, paging and
wireless datal ETRA Enhanced Data services (TEDs) havelved from TETRA to address the needs

of data extensivapplications (Equipment) TETRA is applicable folJSN access network for smart
meterslt is known to have good penetratittmmough walls,which makes it suitable for the sensor
network layer (HAN ad HEMS) TETRA can also provide WAN links between USN access networks
and the application layer and wihdl applicatios in smart metering or connecting residesto the

grid.

The challenge of usinJETRA in Smart Grid is its low throughputjicensing and equipent cost.
However ,its advantages that wil enhance its deployment for Smart Gridsaesilence tocritical
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communication and long range transmission capability, which is as a ressitla# itransmission

frequency.

2.4.2. Wired Communication Technologies

In terms of reliability, security and bandwidtlvired technologies armonsidered superior wireless
technologies because cables are easjenmotect from interference apdvesdroppers. Furthermore, the
equipmentand cost of maintenance aheapeicompared to wireless solutions. Consequeniijity
operatorpreferred vired communication teatologiesbecause they were considered the melible
option for a communic@in network. The most importantired technologies that are used in smart
grids are:

2.4.2.1. Power Line Communication (PLC)

PLC is a process of data transmission through the elecwerpggridcables It was inttially intended to
monitor faults on distribution linesbut hasnow gained a lot of attention and development over the
years for communication in Medium and Low voltage network of the electrical grid. PLC is categorised
as Broatland Power Line Communication (BPLC) and Narrow Band Power Line Communications
(NBPLC) according to the frequency of operation. NBPLC operates in frequency baned48.9

kHz in Europe and 450 kHz in the US and delivers higg&rom 2 kbps to 500 kbgAdebisi et al.,

2011) On the other hand@PLC provides throughputs between 300 Mbps and can be used in home
LAN and USN access networks. The power line carrier provides a harsh environment for data
transmission which leads to continuously changing eéboonditions. This brings about varying
throughpt to ensure a required Q¢&aballos et al., 2011)

Research and pilot projects have been intigteidvestigaé and develop communicationapiorms for
SmartGrid applications(Adebisi et al., 2011)A combination of Zigbee and PLC wil provide a good
concept of interconnecting sensor nodes in LV and MV levels of the grid. These solutions can be
considered foBmartGrid applications such as AMBCADA and video surveillance. PLC is suitable
technology for the USN sensor network, USN access network and the BéGause it is potentially
accessible to every customer and can reach every location on tlevgridhere there arenderground

cables tht are not readily accessible by wireless communication technologies.

PLC also has the advantage of being owned by the grid operator which allows control of the
communication networlOther advantages of PLC technology incluole-costof implementation ash

no license fees or service overhead from provjdessnell aghe permanent connection accessibility
compared to other technologies
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The down side of PLC is that signals cannot propagate across electrical transformers and high technical
efforts are skirequired for improvement of this technologypdto address these limitationfn addition

data rate limitations of NBPLC may affect transmitting information ftoemUSN NGN layer to the
application layer or utiity because of the large volumes of tlethmay be involved. In most PLC
network deploymest transmissions over transformers have been carried out using a bridge (coaxial or

optical cable) over the transformer.

2.4.2.2. Digital SubscriberLines (DSL) communications

DSL refers to a family of techng@s that carry out digital transmission over telephone lines. The
technology is currently being used to provide broadband internet services to clients. The DSL
technology family include the basic Asymmetric DSL (ADSL), ADSLRDSL2*and the Very High

bit rate DSL (VDSL or VHDSL). As the name implies VDSL provides faster data transmisshort
distances of up t862 Mbpsdownstream and 16 Mbps upstream over copper wireuprid 85 Mbps

down and up linkon coaxial(Ancillotti et al., 2013a) The second generationVDSL2 systems are
expected to improve on existing ones with achievable data rates of 100 Mbps gm é&athdown link

at a range of 300 nThe ley advantage of using DSL f@martGrid technologies is the possibility of
interconnecting residential areas with control centheseby avoiding installation cost of deploying
their own private network. Howeweit wil attract a running cost or rental fee to the DSL

communication operators.

2.4.3. Optical Wireless Communication for Smarnt Grid

Optical wireless communication are technologies which transmiinguided propagation media
through the use of optical caarg such as light, infrared, and ultraviolbédnd Some Optical wireless
communication sub categoridtyre optics and visible light communication in particular, wil find
application in gartGrid.

2.4.3.1. Optical Fibre communication

Transmission of data thrgh pulses of light over opticdibre has been used by many communication
applications and forms the main backbone of the internet that we all use daily. Giptisaloffer
benefits over copper cables because they have very low interference and atiewhith enables
transmission of data over long distanaeaking thensuitable for high demand applications. Thee
optic cable distance werage is an average of 106 kompared to 2 krdistance coverage by copper
before the signal is boosted or rageatedWitcher). Fibre-optic is a potential candidate femartGrid
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applications because it is immune to electromagnetic interference, reliable, has low latency and high
data capacityall of which are desirable features 8fart Grid NAN and WAN comnanication
technology(Lévesque and Maier, 2012) is alsosuitable for the USN access network and NGN layers

of the USN architecture f@martGrid.

Security concerns relate mainly to the physinalsion onto thébres. Once an intruder gains access

to the fibre, information is easily compromised. Tight physical access contriibreo needs to be
implemented(Witcher). The major factors affectirits deploymentare high cosof installation which

may not be an issue if the running cost and maintenance cost are considered over a period of time.
Applications offibre-optics forSmartGrid operations are in areas of ingubstation communication.

They can also be instaled adpntransmission lines and underground faciites to provide
communication links with back end systems. Despite the high data rates and throughput provided by
fibre-optics technologies, cost of implementation and installatioa lisitation that can hindeis

deployment foilSmartGrid.

2.4.3.2. Visible Light Communications (VLC)

VLC is a subcategory of optical wireless communicatipriacluding Infrared and Ultra Violet
communications. VLC communications take place by modulating the intensity of the LED githin
a way that it is undetectable to the human giyes using a photo sensitive detector as a receiver to
demodulate the light signal into electronic fo(@hang et al., 2012)In simple terms, itadds

communication tahe original purpose of LED lightwhich isillumination.

VLC can serve as an alternative to radio wave wireless technologies because of the growing challenges
of radio wae communications such as: (i) increase in demand of spectrum and congestion in
communication channels (i) inefficient usage of power and (ii) reduce health risks associated with
radio frequency signals on humghalerao et al., 2013Bhalerao and Sonavane, 201@urrer and
potential application of VLC are in areas tfansport systems, smart traffic systenamgerous and
extreme environments, retthe audio and video transmissionpdpitals, public and indugrial secto
(Bhalerao et al., 2013Bhalerao and Sonavane, 201#ou et al., 2015)With regards t@&mart Grid

it can find gplication in HEMs, HANs and distribution grid management. VLC is stil new and
technical enhancements and standardization activities are sijldaaried out on physical and medium
access layers such as the P802.15.7 IEEE draft standard publishedrmddo2010. VLC can transmit
signas of up to 500 Mbps for a distance of 5 meters and atlow datgiratass transmit up to a distance

of 1 to 2 km. The Home Gigabit Access Project (OMEGA) in 2010 enabled the transmission speed of
1 Gbps via a heterogeous network which included VLC, Infrared and PLC.
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The advantages of VLC when deployed $onartGrid is that it is licensdree and it is not associated
with any charges. It also hlasv-costfront end devices as well as an unregulated huge bandwidth for
point to point communications. In addition, VLC can be combined with other communication
technologies such as PLC to increase data rate and communication dissnuee VLC is still in its
early stageshere are many severe technical imitatiosisch & multipath distortion anthterference

from sunlight etc. The ongoing VLC resech activities and standarali®n can be extended towards its
consideration for @artGrid deployment.

A summary of the characteristics of all the communication techesladscussed in this section is
presented iMTable 2-3. The table classifies the communication technologies that cdepi®yed as

LANSs are as Localvhile those that can be deployed across a long distance areedassibackhaul.
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Table 2-3: Characteristics of Snart Grid communication technologies

Communication | Local or Maximum data | Approximate| Potential smart grid
technology backhaul | rate coverage application
standards System
IEEE-802.11 Local 11- 600 Mbps | Upto 300 m| HEMS, DSM, DA and
(WLAN) protection
IEEE-802.15.4 | Local 20-250 kbps (2.4{ 10-100 m | HEMS, DER, AMI
(Zigbee) GHz2)

40 kbps (915

MHz)
IEEE-802.16 Backhaul | Upto 1 Gbps for | 30-100km | AMI, WASA, AMI,
(WIMAX) fixed users
3GPP Backhaul | 500 Mbps up link| 10-100 km | WASA, EV, AMI
CELLULAR

1Gbps down link
(3G, 4G: LTE,
LTE advanced)
Optical Fibres Backhaul | 1552448 Mbps | Up to 60 km | WASA, Distributed Grid

up, 1.2442.448 Management

Gbps down
PLC (NB-PLC & | Localand | 1-500 kbps NB-PLC: AMI, Electric transportation
BPLC) Backhaul (NB-PLC) over 150 km| monitoring, DSM,

Distributed Grid
1-10 Mbps BB-PLC:~ | Management
15 km
TETRA Local and | 170 kbps 10-50 km AMI, DSM
Backhaul

Digital Backhaul | 256 kbpsi 200 Upto7km | AMI, DSM
Subscriber Line Mbps down
(DSL)
Visible Light Local 10 kbps500 Over5 HEMS, Distribution grid
Communication Mbps meters management
(VLC)
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2.5. Communication Technologies foiNAN

Smart Grid6 s maj or applications a n ds havk beem disdussexiirc net
previous sections. Itis evident that a heterogeneous communication network is requireartGris,

and it needs to support a wide range of traffic sources with significantly varying QoS requirements. The
USN architecture for i@art Grid proposed in section 2.3 also identified the NGN as a key layer to
support QoS for varying rBart Grid traffic. The NGN does not require the creation of new
communication technologies; instead, it refers to enhancing and retrofitting the eristinglogies to

efficiently carry out artGrid functionalities. In this section, the factors that determine the choice of
communications technology is presented. Based on these factors, a communication technology is
selected for the NAN subetwork compoant of SnartGrid, which is the main area of study in this

thesis. Some of the key challenges of the selected technologyari&id are also presented.

2.5.1. Factors that determine choice of communication
technologies

The seleton of communication technolag to be deployed at differerBmart Grid network
componentwil depend on technical and economic factditsis section describes the economic and
technical factors necessary for the selection of communication technologies to be deployed at the
appropride elements of therartGrid USN.

2.5.1.1. Economic Factors

9 Accessibility: Ease of access or the degree to which a communication technology is available to be
deployed for &art Grid networking purposes. Monitoring and controling electrical components
may be locted in remote areas with limited accessibilty, i.e. underground feeder cables and meters.
Consideration for this limitation must be put in place when deploym@ar8srid communication

technology.

1 Ownership Due to the heterogeneous nature of 8meart Grid, the communication network
infrastructure may span across different owners. They could be public, private or even have a

combination of public and private ownershipSofiart Grid communication networks and devices.

1 Installation: This has impacton cod, chalenges and risks associated with setting up a
communication network. Some communication infrastructures are expensive or take time to install.
Assessing the practicalties associated with installation wil influence a utiity or grid operator in
ther decision upon which technologies and mechanisms to usnfrt Grid communications.
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1 Running cosfThis is the cost or amount of money expended to operate and manage a communication
network over a period of time. It has a huge impact as it recurgtivou the lifetime of the

technology.

2.5.1.2. Technical Factors

1 Latencyin Smart Grid latencycan be definedsathe timebetween when stateoccurred and when
it was acted upon by an applicatifdansal and Bose, 2012ylany critical applications have tight
delay constraints such that the latency requirement corresponds with a physical reaction time (i.e.
control signals may be required to switch a relay to mitigate a short ¢aitune within a defined
time). Among different types of ég/s, communication delays thatnsistof transmission delays,
propagation delays, processing delays and queuing delays addumartioGrid latency. If these
delays exceed a required time windtdwe information may not serve its purpose, therefore delays
must be examined to understand the overall behaviour of the communication network. Fag exampl
application classeslke WAMyse ms compr i s e h deplayedatdarious lbcatiéhMMU 6 s
in a rational electrical grid system. Meuremers f r om PMUOGs are first col
concentrator (PDC) via a local communication netwarkl thersent to the central control network
(CCN) located at the utiites core network via the backhaul congamion networks.
Communications between PMUOs and (Khad@ndikhas,t be
2013) Similarly, in distribution automatigorthe IEDs dejoyed in substations are required to send
their measurements to data aggregators within 4 ms, whie communications between data
aggregators and utiity contralentresalsorequire a network latency8i 12 ms(IEEE Standard

Association 1646, Feb. 25, 2005)

1 Bandwidh, is meaure of the width of a rangef frequencies measured in HEhe ranges of
frequencies (i.e. difference between the upper and lower frequencies) are used as boundaries by
which data is transmitted in different communication technologies. Every wirelesgrad®mart
Grid communication system has a frequency band for tramgnitata Bandwidthand @cketsizes
affectsdatathroughput

1 Reliability & Resilierce:The ability of a communication network tbsorb or mitigate disruptions
in the network Disrugive challenge®n the netwik could be mammade (power failure, hacker) or
natural (weather effects). An operationalisiient network forSmartGrid is expected to continue
delivering essential services even under adverse operating caenditmshoud rapidly recover
full operational services once thenditions improve(Tsado et al., 2015aYhis wil bring about
stability of the $hartGrid system, whichrequires a guaranteed daltgivery systemOtherfailures

that can affect communicationsclude timeout, network and resource failur¢Ramirez and
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Céspedes, 2015)A time-out failure occurs if theime spent in detectinggelivering and taking
action in response to a control message exceeds the timing requirédlantsand Leung, 2011)

A network failure occurs when there is a failure in one of the layers of the protocol suite employed
for canmunication (i.e., failure originating in a logical levedhich prevents packets from reaching
their destinationThis can occur eventhe physical link is operationahd may be caused by factors
such as noise and interferehck resource failure means that one end node (i.e., sender or receiver)
has failed. Themechanisms utilisd for reliabiity measurementsis the Packet Delivery Ratio (PDR),
which is defined as the ratmetween the number of packets received and the number of packets sent
(Ramirez and Céspedes, 2015)

1 ThroughputThroughput is the actual measure of the amount of data a network channel can deliver
when delay is considered. It is measlrg calculating the average rate of successful data delivery
over a commuication channelmeasured in bits per second (bps). Bheart Grid network must
take in to consideration the throughput of the network being deployeSiart Grid in order to
ensure the application data requirements are met. Node processors of cotiemured@&orks must
be able to providled at a volumes for supported applicatior
jointly with Transient fault recorder (TFR) and they generate data volumes about transient fault,
voltage swingsnd trends of 100 MB daiifkhan and Khan, 2013)

2.5.2. Requirement for NAN Communication

NAN is the most critical segment that connects utiities and customers in order to enable primarily
important $nart Grid applications. Therefore, the communication network must be able to deal with
the huge volume of variable applicationtad@and important control signafrom and to milions of
devices installed at the customer premidéstworking a huge number devices that are distributed
over large geographical areas requires technologies that are scalatdenfigiirable and robust to
node and link failuresThey must also be able to support different types of traffic that require a wide
range of reliabily and latency foMultipoint-to-Poirt (MP2P) and P oirto-Multiplepoint  (P2MP)

traffic.

As aresult of the pervasive nature oheé8tGrid and the aforementioned requirements, communication
technologies such a&SN, ad hoc WMN and PLC are well suited foAN. While PLC ha several
advantagesdisadvantages such asiitabiity to reach devices that are turned off and its extensive
signal attenuation gives room to explore wireless alternatidthough the wireless sensor network
standard (IEEE 802.15gak made outstanding progress in HAN communications, efforts to extend its
capabilties to NANs poses many problems. The most critical of them is that it is only capable of

providing a maximum data rate of 1 Mbps within one hop réiigleE Standards Association, 2012)
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Networks based on this standard may also suffer from heaufeidace when deployed with
networking system such as the IEEE 802ntiich have higher data rates and transmission pdwer
contrast to HANs, NANSs require outdoor deployment properties, where the network may support a
number of different applications and services in a +hajii environment.

WMN based on WLAN technologies, particularly IEEE 802.11s standard, have beetewshsas
candidate technologies to provide a kigieed and eagg-deploy wireless backbone forart Grid
NAN (Zhang et al., 2011) This is because they are capable of-sgjanising, seitonfiguration and
selt-healing. Other unique &ures of WMN such ake enhanced distributed channel access (EDCA)
which differentiatedraffic typescan also be usd to provide priorities for variable application traffic
typesin NAN.

2.5.3. Routing Protocols for NAN

Since routing protocols play significant roles in selecting reliable paths to destination in WMNSs, routing
protocols for NAN based WMN must hasufficient capabilties to support QoS routing and the
different requirements of user applicatiofifie default roting protocol for 802.11¢Hybrid Wireless

Mesh Protocol or HWMP) isonsidered todsuited to static mesh routinghich is also a char#eristc

of NAN. Howeverlike many other static routingrotocols, HWMPmay pose various problems if
implemented in Bart Grid NAN without any modifications The following subsections present a
number of routing protocols that have been classiied arecurrently being modified for routing in
NAN domain. In order to keep the scope of this section limited, only a brief description of the routing

protocols are discussed.
Ad Hoc On-Demand Vector (AODV)

AODV routing protocol was originally degied for Mode Ad Hoc Networkslts routing process is
composed of three phases: (1) the discovery phase which involves aroute sending Route Request Packet
(RREQ) from source to destination. Each RREQ has a sequence number of every intermediate node in
the network with is used to determine whether to forward a packet to the next hop or reply with a
Route Reply (RREP) insteg@) second phase has to do with updating the destination sequence number

in the routing tables of intermediate nodes; and (3) data sendintpke=placéBennett and Wicker,

2010) Due to previous research modifications, AODV can be userbiting in NAN as shown in

(Faroog and Jup 2013)(Toimoor, 2013) For example, ir{Toimoor, 2013) the authors modified the

protocol, such that selected nodes are provided with more inteligence, which contributed to lower
latency, compied to the original AODV and made it useful for AMI applications (DR and EV).
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Routing Protocol for Low Power and Lossy Networks (RPL) by Winter et alWinter, 2012)

RPL is distancevector protocol that can support a variety of data protocos. It is regarded as the
most matureand canmercially viable solution for routing in Low power and Lossy Networks (LLN)
andhas been proposed Hye Engineering Task ForcE{[TF) to enable real time meter readings and
real time remote utiitymanagement in AMIHowever, RPL nodes suffer from sevarereliability
problems when tasked with meetitige stringentreliability requirements of AM(Ancillotti et al.,
2013b) This ismainly becausdrPL lacks a comgte knowledge of link qualtieand may someties
select suboptimal paths withighly unreliable ihks. Thus, further researchrisquired to improvehe

RPL route selection processorder to increase routing reliability.

Geographic routing

Geographic routings a distance vector routing protocol which adopt®mbination of weighted link
metrics and geographical proximity to route data packetsnsiders packet forwarding by making use
of node position information provided by GPS deviaesead of buiding network addresses and
routing tablesThrough the knowledge of neighlse’ locations, each node selects the next hop that is
closer to the destinatioSabbah et al.,, 2014)lyer, 2011) It can be adopted and used with a
combination of weighted link metrics. For example(lichtensteiger et al., 2010a WMN system
architecture called Geldlesh wasproposed for energy management applications in Nsihg RF

mesh networks.
Dynamic Source Routing (DSR)

DSR protocol is an edemand routing protocol that usthe concept of source routing. requires a

node to maintain a route cache, which contains source routes that are known by all other nodes. The
route cache is continually updated as the nodes feamroutes to the source node. It is based on the
RFC 4728(Johnson et al., 2007)n (Kevre and Shrivastava, 201dh evaluation of DSR and AODV

in a gridbasedcluster network was carried out.cbnsidered energy consumed in transmission mode,
receivedmode, idle mode and residual battery capacity (remaining battery after simulation). Results
show that AODV has a better consumption of energy than DSR, while the residual battery capacity

showedsimilar values for both protocols.

Distributed Autonomous Depth-First Routing (DADR) (Iwao et al., 2010)

DADR is a proactive distance vector protocol that uses a control mechanprovide the best
available paths foreach destinationit also utiises Depth First Search algoriterfor path recovery in
cases of lik failures (Herberg et al., 2013}Yi et al., 2015) As the datadrwarding occurs, all the
information learned is uséd update the routing table, which happens during peridd@lod message
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exchange among neighbouring nodds, a simulation scenario wih involved about 2000 smart
meters was presented, which shdweapability of learning new routes in indoor and outdoor
environments and low overheads in large scale netwbhiesstudy also shasdthat packet latency in
a flat mesh network is affected by the several hops that data packets traverse to reachatiendesti

Hybrid Routing Protocol (HYDRO) (DawsonHaggerty etal., 2010)

HYDRO's ahybrid link state routing protocol foLLN that provides centralised contrdt uses the

Directed Acyclic Graphs (DAGimilar to that used by RPto provide multiple reliable paths to a

border routerEach node builds its defauthute table by adding itseighbouing nodes toward a border

router. The emies in the route table amrdered following an ETX metricThere is an expectation of

high reliabilty level withHYDRO protocol, especially for power qualty applications, duthe®use

of multiple and alternative routeslowever, there are no considerations for security supporbtaed

routhg met r i ¢ s need to be considered to test HY DR

applications.
HWMP,

The Hybrid Wireless Mesh Protold HWMP) is the multihop default routing protocol for IEEE 802.11s
WLAN mesh networking. It was developed to allow interoperabilty between devices from different
vendors; HWMP serves as a common path selection protocol for every device that is covitpliant
IEEE 802.11s standard. The term hybrid denotes the use of both reactive and proactive approaches in
the routing scheme. HWMP results from an adaptation of AODV called fRégtiic AODV, which,

unlike AODV, works on layer 2 and uses a raaligare routi)g metric. HWMP is discussed in more

detail in Chapter 3There have been modifications of the IEEE 802.11s standard routing protocol
Hybrid wireless mesh network protocol (HWMBng et al., 2011(Saputro and Akkaya, 2015)hich
considered the use of HWMP in a smart grid deploymentebydng the broadcast storm caused
(Address Resolution Protocol) aatlising the air cost (failure rate of each node calculated by MAC
retransmission count of each packet) as a performance metric. This new method gives more priority to
retransmission of smapackets, as they are likely to have fewer bit errors. As a consequence, the
protocol becomes more adapted for the NAN domain and improves reliability for the applications that
are part of the smart grid architecture.

2.5.4. Key Research Challenge

Many SmartGrid applicatiors require highly reliald message delivery withispecified delayas they
act as triggring points for the underlyingionitoring, protection and contr@s a result, all protocols
that will coexist in the network must support different ficapatterns (i.e. P2P, P2MP, and MP2P).
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However, not all the aforementioned routing protocols support the diffemeantGrid traffic patterns.
The perfomance and functionality of tregpplcations traffic haso be determinedh objective terms
(e.g. mesage delivery success rate) against a set of predefined QoS atsilciteas delay and packet
loss for each individual packetlost protocols als@onsidera singlepath metric such as therX for

discovering paths, which may not be efficient in gusrang @lay and PDRequirements.

Thus the routing protocoldhave to be designed with a netkananagement perspective support
reattime and norreattime communications Therouting protocolsin WMN alsohave to be aware of

the status of thmtermeadiate nodes (e.g., their available capabilties and resources)andthe requrement
of the targeted applicationgurthermore QoS differentiation in existihg communication networks is
normally achieved through resourceservation and traffic prioriggion. Specifically, various
approabes can be employed to prioktismportant delay critical data over loss critical data. For
instance, many MAC layers (e.g., 802.11e and 802.16) support the specification of different traffic
categories and use schedulmigorithms to provide bandwidth differentiatio/u et al., 2012, Piro et

al., 2012) However, MAGbased solutions are generally imited to primgdQoS guarantees on single

communication links.

For this reason, there is an increasing awareness thgtiefide d crosslayerQoSbased architecture

as well asQoSawarerouting that allows selectingetwork routes with sufficient resources for
requested QoS parametgsneeded tguarantee ansatisfy the differenendto-end requirements of
SmartGrid applications(Ramirez and Céspedes, 2018pre research ialsoneead to study network
performanceinder multimode aommunications. For example, P2NiRd MP2P utiie multiple paths
simultaneously, which mamcrease interference and possibly caumggestion.The research in this
thesis concentrates on improving routing in NAN based WMN using the Optimised Link State Routing

(OLSR) protocol to adaptively support requirements for targeteatt®srid application.

2.5.5. Why Optimised Link State Routing (OLSR)

OLSR is a welknown routing protocofor WMN that have been implemented on sevesdivork
simulation tools and COT&evices. Several proposed link metrics arasslayermetrics to improve
routing and capture the best paths in order to increagetf@mance of WMN have been integrated
with OLSR. Whie most of the proposed protocols have solved particular issues for muitimedia
applications, they have not been implemented foadGrid AMI applications traffic. Therefore, the
thesis focuses on styidg the performance of OLSR, when deployed as the routing protocol in NAN
basedad hoc WMN for AMIL. It also attempts to improve OLSR reliabilty, aswell as adaptively support
requirements for differentr@artGrid applications through the implementatiohnaultiple OLSR link

metric versions.
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2.6. Chapter Summary

This chapter stéedby presenting theebacy in the electrical grid and its evolvement towards a smarter
and inteligent gridA study and classification of the applications, communication networkar@enfs

and requirements that will support the utiltpmpanisddesired grid functionality was then presented.

I n section 2.3, the adaptation of | TUbs USN
heterogeneous communication im&t Grid. The commuication technologies that can be deployed
within the USN schematic layers together with their pros and cons was also presented. It was identified
in section 2.5 that the choice of communication technologies does not only depend on utiity budget
and poliees (economic factors) but also the capabilty of the communication technology to meet certain
requirementsuch as security, latency and other technical faofdgsnart Grid application. The focus

of the research is shifted towards twmnmunication teatologies in $artGrid NAN which considers

the IEEE 802.11 WMN as the candidate communication technology. The key research challenges
relating to reliability of routing variable application traffic in NAN based on WMN were presented.
Finally, studying andmproving the performance of OLSR routing protocol was highlighted, and thus,
outlined as the research focus of this thesis.
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Chapter 3

3.Traffic Classification and Performance
Analysis of Adhoc WMN routing protocols
INn NAN for AMI.
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3.1. Introduction

In Chapter 2 the ad hocVMN was acknowledged as a communication technology well suited to the
requirements of Smart gddNAN. This is due to its extended coverage (through its mofiping
capabilties), low latency, high throughput @dSfunctionalities, which can enabldatatransmission
hop-by-hop from the traffic sources (i.e.&rt meterin each househgldo the backhal distribution.

However, it is important to highlight that WMN technologies were only developed to support
multimedia applications ueh as voice, video, web browsing and noasbilty. In contrast, Smart

Gr i dpplisation performanceequirements are quitefférent as discussed in Chapterttiey have
strict transport an@oSrequirements in terms of latency, data rate padket delvery. For example,

the UTC (Utiity Telecom Council) and Verizawommunicationssuggested that the required latency
will be in the range of tens of miliseconds to 15 secamdbreliabiity requirements wil be in the
range 99 % to 99.99%or some types fodata traffic(United States Department Of Energy, 2010)
(Chenine et al.,@7). Although this is difficult to achieve in WMNt is necessary to undertake a
detailed performance analysis to investigate whether a conventional ad hoc WMN is able to meet these
requirements when deployed in NARis will provide a good understandi of the development areas

in the design of an efficient and reliaBAN basedad hocWMN for AMI .

In the previous chapter, key Smart Grid applications and candidate communication technologies were
reviewed. However, to lep the scope of the worlocus®d only applications such as the AMI
application traffic that use the smart meter as their traffic source are selected for investigation in this
chapter. This is becauseart meterarethe major constituents of NAN, which will act as the interface

between the private networks in HAN and the utility control centres.

With the development of AMI applicationseveratouting pradocols have been proposed, however, in
this chapteour focus iSOLSR and HWMPstandard. It is assumed that theast metes wil not have
any resource and energy constraints. Therefore, we do not causitieg approaches that are geared

towards lowpower devices such as RPL.

In order to evaluate performance of ad hoc WMN deployed in a NANNY, a grid topology WMN

and Log disance path loss algorithm was used to represent NAN in an urban area, four AMI traffic
profiles were also generated based on different packet sizes and transmission intervals. The profiles
were then transmitted to a data concentrator, while varying thecad/WN grid sizes (which increases

the number of hops to a destination) in order to evaluate performance. In addéigerformance
analysis ofrouting capabilties ofhe WMN, in terms of packet deery and delaysupport for the
different AMI traffic in a NAN environmet was carried out.
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Specifically, emphasis is placed evaluating theerformance of IEEE 802.11s HWMP and the OLSR
routing protocols. Thesgo were considered becauysehile the former is the ad hoc WMN standard,
the lattercan be im@mented on real hardwail@ evaluation and testing. In addition, sincestad
hoc WMN nodes are static in aAMI network, proactive routing protocolsre usedecausehey

provide faster convergence tinmestatic ad hoc WMN

Smart meters and nodes arged interchangeably in this chapt&he simulation for evaluating the
performance oboth HWMP and OLSR protots were developedsing the welknown ns3 network
simulator, which has been widely used by researchers to analyse networks andspridtecas3 is

an open source discrete event network simylatbich allows a user to add ndeaturesor modify
existing ones,i.e., propose new algorithms and modifications of protodblsvas used to develop,
generate and transmit AMI application traffigpés over the NAN based ad hoc WMN to a data
concentrator.

Therest of the chapter is structurad follows. Section 3.2 gives a brief overview of the two routing
protocols (HWMP and OLSR). Section 3.3 develops the AMI application traffic classes and. mode
Section 3.4 presents the experimental implementation of ad hoc WMN for AMI application traffic,
while the simulation study on NAN for AMI applications is presentedin section 3.5. Finally Section

3.6 highlights the chapter summary.

3.2. Ad hoc WMN Routing protocols

There is often confusion about the difference betweewireless ad hoc network antMN. A wireless

ad hoc network is one that has a cooperative connemtitmeerotherwireless devices without the
intervention of any centralised infrastructufée wireless devices serve as client devices tioe
routing functions in ordeto forward data from themselves or for other nodes to form arbitrary network
devices.A good example of the wireless ad hoc rarkvis WSN On the other hand, a WMK
charateriad by dedicated wireless routers which carry out the function of routing packets through the
networkusing static nodes/client deviceghout any roting functionality connectinghem towireless
routers(Morote, April 2011) An example of this type of WMN is the broadband community netsvork
Both networks make use of ad hoc networking prosott@t are standardised by IEMFARNET working
group. In this thesis, WMNrefers to a number of staticirgless devices that establishcooperative
connectiorof IEEE 802.11 network and are fully mesla@ able to send data across multiple hops (i.e.
each node can forward ddtelonging tahemselvesr for other nodes) to a destination throdlyghelp

of routing protocolsFigure 3-1 shows an example of an koc WMN with node S sending data to node
D.
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Routing protocols play a significant role in WMNs and their performa@nbmged on thénk metric
used The category of routing protocols that involve every node maintaining thblesepresernhe
entire retwork (proactive)s known to performbest in static networks. Therefore, proactive protocols
have been mostly proposed for routing in NAN for ABihce smart meters are stafior example, each
node in anetwork maintains a table of routes to reachiatiodes. The decision on the bestroute to reach
each node used by the routing protocol is calculated from the ngpaakneter measurég the link

metric.

(80,120) (160, 120) (240, 120)

(100, 60) / (300, 60)

(80, 0) (160, 0) (240, 0)

Figure 3-1: An example ofAd hoc Wireless Me# Network Topology

The tvo proactive routing protocols HWMP and SRevaluated in this chapterork at the MAC layer
andNetwork layer respectively. They are presented in the following subsections

3.2.1. Hybrid Wireless Mesh Protocol (HWMP)

HWMP routing protocol has been specified as the IEER281s mesh networking stand&d@/MP uses

the Air Link Metric (ALM) routing metric for path selection to meet the diverse wireless network
requirements and enable efficient routing in a dynamic network environfiembte, April 2011)

HWMP allows both On-demandrouting and tredbased routing to run simultaneously. -@egmand

routing protocol in HWMP is adopted for mesh nodes that experience a change in the network topology,

while proactive tredased routing protocol is an efficient choice for mesh nodes in ch figevork
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topol ogy . -ddnmémMdPrautng i© specified basadthe AODVrouting It adopt s AODVE
basic features but some extensions are carried out tednsint IEEE 802.11s standard.

However our emphasis is on the proactive mode. The proaotiedased routing of HWMP is applied
when a root node is configured in the mesh network. A distance vector tree is buitt from the root node
and maintained for other nodes to avoid unnecessary routing overhead for route path discovery and

recovery.

Thereare two mechanisms used for path selection in the proactive tree based routing modeasede is b
on proactive PRE@nd the other is based on Route announcement (RANN). When RANN is used, the
root node floods the network with RANN messages. This pactensreceived and relayed by all the
subnodes of the mesh network. When the-sable needs to refresh a route to the root node, it sends a
unicast PREQ to the root nodadthe root node replies with a unicast path reply (PREP). Thus the
unicast PREP fons the new forward route from the soide to the root node.

In the proactive PREQ, the root node broadcasts a proactive PREQ message periodically with an
increasing sequence number. Each node may receive muiltiple copies of PREQ, each taaversing
different path from the root node to the receiving-sobde. The receiving sutbde updates its current

route to the root node if the PREQ corgaiew information. The new information is either a PREQ with
greater sequence numberadvetter metric. Upon receipf route information from the root node, each
mesh node wil calculate the airtime codtd metric using the formula shown belofMorote, April

2011) (Saputro and Akkaya, 2014)

0 0 0 _ — 3.1

whereD and0 are constants guantifying theannel access overheaddMAC protocol overhead

respectively® is the number of bits in a probe frame &risl the transmissionate (in Mbps) Q  is
the frame error rate.

HWMP is considered suitable for smart grid ANThis has resulted in many performance evaluations
and modifications. Authors i(Kim et al., 2012)highlighted route instability and the method of error
rate calculation as problems that degrade reliability performance of IEEE.80®fwork. The IEEE

802.11s did not set a specificay of measuring ocalculatingQ (error ratg, authors in(Kim et al.,

2012) proposed a newethodof measuringQ2 asshown in equation 3.Zhe methodtonsiders the

MAC retransmission count of each packet as the value for calculating failure rate of the network.

Q _ 3.2
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Wherre 0 is total number of MAC levetetransmissions made bgpdet, 0 is the total number aflata

framestransmittecby node¢ , and’Y  is themaximum retransmission count allowed.

In addition, it has beeracknowledgd that a single smart grid fimstructure can provide services to
various applications thatmay be simultaneously transmitting various data types in the network. Equation
(3.2) was modifiedo equation 3.3) below to enable the netwaidgive various penalties to the airtime

cost céculation when considering different sizes of each packet.

Q 3.3

Wherel is the size of data frani@n bytes,6 is the higgest size of data frane the network, it
was configued with a sizel024bytes which ighe defaultMAC Protocol Data UnitiIPDU) size.

Authors in(Jung etal., 20119onsidered this method more beneficial for Smart Grid. The route selection
module of HWMP was also modified to store multiple route paths in the routing Faltkermorein
(Saputro andhkkaya, 2014)and(Saputro and Akkaya, 2015he broadcasting @ddress Resolution
Protocol ARP) was eliminated by extending the structure of the proactive PREQ of HWMP to address
a dynamic MAC adass mapping and to ensure every node sstsndata to the root node neglecting
any delay caused by ARP regt® Simulation results of thaspproach showed significant reduction in
endto-end delay without negatively impacting the PDR and throughpwdugh optimisations carried

out for HWMP have shown improvement in packet reliabiity and delay, improvements have no
addresse®@oS and prioritization or support for targeted application traffic. Therefore witoigh
exploring other routing omns for NAN based ad hoc WMN communications

3.2.2. Optimised Link State Routing protocol

OLSR is an upgrade of the standard link state routing algorithm for mobile ad hoc networks (MANETS)

It can also be used for other wireless ad hoc and mesh networks. The key incBESR protocol is

the use of selected nodes known as Multi Point Relays (MPR) which reduces message and routing
overheads caused by the flooding of broadcast and control messages in the network. The first draft of
OLSR was documented(@lausen and Jagcquet, 20(RJFC3626) asOLSR version and an updated
versionof this drafthas been documented in (RFC 718Bauet and Herberg, 2014)

OLSR reduces the overhead of flooding Link State information by enabling the forwarding of
information from fewer nodes. A broadcast from node N is only forwarded by its multipoint relays. The
MPR6s of node Nsodhateach tivop neighbogdi N is a oAsop neighbour of at

least one multi point relay of node N. Multipoint relays are chosen by each node transmitting its neighbor
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list in periodic beacons so that all nodes can identify their two hop neighbtheOLSR process of
di sseminating route mess age sFigurd32dhedigure shewsthatt e d M]

the shaded nodes are selected by OLSR as MPR nodes. For example, if node 1 is senditignintorma
10, the packets are forwarded through the shaded (uathss selected &4PRs) along the path tnode
10.

Network Link

Broadcast routing messages

@

Figure 3-2: Selection of MPRs in OLSR routing protocols

OLSR version ds an updated versioof OLSRversion1 which it retains the same mechanism and
algorithm of OLSRversion1. Updated attributes of OLS®rsion2 include four other protocols and
specifications which allow it to: 1) extend addresses (i.e. accommaithttPlv4 and IPv6 addrses);

2) enhance the information bag®;extend its signalingand 4) create better routes through the use of

link metricsinstead of hop counts only as in OL8&sionl. Metric-based routing supported by OLSR
version2 allows each link to choose a limketric. OLSRversion2 definesthe link metrics as additive,

and the routes that are to be created are those with the minimum sum of the link metrics along that route.
Link metrics are directional; the link metric from one router to another may be diffesenthat on the

reverse link They are usually assessed at the recdivéiie sameway as on a wireless link that is the

better informed as to link information.

OLSRv2 makes use of its link layer information and notification when available andhajgditacquet
and Herberg, 2014)information is sent using two types of control packelslio messages; T C
messags (Topology Control messages). The OLSR source code that runs on existiagsievices
use two either ofthe following typeof routing metrics:

1) Hysteresis routing metric: As specified in the Requestfor Comment (RFC) dodan@hSR,
Hysteresis is used to calculate the linkalify between nodes to stalgighe network in the
presence of many alternative routes. Link hysteresis is calculated using an alternative iterative
process. If] is the link quality after n paeks and h is the hysteresis scaling constant lestwe
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0 and 1, then the receivlitk qualty for each consecutive succesghutket is defined by the

following equation:
N p QR Q 3.4

2) ETX routing metic: ETX proposed in(De Couto et al., 2005)estimatesthe number of
transmissions required to successfully send a packet over a link until an acknowledgement i
received. The packet loss probabilty is measured in both direcsimeg in wireless networks
based on IEEE 802.11 protocthe destination must acknowledge each received data frame.
For example, if “tiQare wireless links established between NédVicesand @0  andd
signifies the packet loss probabiity between the wireless i in forward and reverse
directions respectively. The probabiity of successfultransmissitbetween the wireless link

"6IQ is therdore computed a$ i f p 0O Op 0 .The expected number of
transmissions necessary to deliver the data packet considering both its transmission and
successful acknowledgement as required by the IEEE 802.11 protocol can be ewsluated
(Paris et al., 2013fCampista et al., 2008

%4 8 35
it 0]

There have been a number of modifications on link metric variations implemented in OLSR protocol,
it also has the advantage of wide implementatan various hardware devices, which means that
practical tests can be carried out for AMI application traffic on ad hoc WMN. The next section presents

different traffic classifications for AMI applicatisn

3.3. Communication over NAN

This section exploresocmmontraffic scenarios for AMI applications and categorises them in to four
application classes. Application traffic from AMI nodes or smart meters wil not just measure
consumption data for biling purposes, but also generate traffic for consumertioteribese can be
periodic, reatime or near redime and may require high reliabilitgndlow latency from anyetwork
deployed for AMI Reliability and low latency can be challenging &t hocWMN, especially when
considering varying application tfaf has different packesizes, transmission interval and latency
requiements, which are often prerequisitesAMI for efficiency and functionality of #artGrid as a
whole. In this section, aamprehensive list of 8artGrid application trafficand thé classification in
terms of their reliability and latenagquirements ipresented.
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3.3.1. Classification of Smart Grid Application traffic

More generic application characteristizeoftenused for clasification of $nartGrid applications. For
example, goopular method of classifying traffic is how they send data (periodic/aperiodic) or the data
volume they generate. Applicatidraffic typescanalso be charactez@in terms of performance needs

l.e. they may requirdatadriven or networkdriven perfomance(Suriyachai et al., 2012patadriven
performance deperdn the packet content, thus inforioat accuracy and fidelity are design concerns

In contrast, networkiriven performance depends on packet delivieeing timely or reliable In the

context of classifying Smart Grid application traffic in this sectitthre performance in time and
reliability domain used for classification of WSN applicasiam (Suriyachai et al., 2012 adopted for
classifying Smart Grid traffic. Performance in time domain relates to the time taken for data to be
received at the destinatioRParameters such as delay and jitter can be used to quantify performance
aspect of time domainiVhile reliability performancedepend onhow muchor ratio of dataeceived at

the destinationnode. Delivery ratio and packet loss rate are measurements often used to represent
reliabiity performanceln addition, the performance itime and reliahlly are interdependent. For
example in eme Smart Grid applications data delivered late can be considered as lokikelatae

as seen when retransmissions are employed, additional time for data transmission can be used to
improve reliability. As delay and loss can be used as a pair of netdrorén performance metric, the
Smart Grid applicatioriraffic are classified based on such pairing as folows

1 Delay-tolerant, Losstolerant Class. The $nartGrid application traffic categorised in this class are
those that can accept high data transpledy and loss. Exampleof applications that are
performance independent os&es and delays atese which require best effort suchsaftware
updates angeriodic AMI data from HAN devices, which are used to monitor or estimate electricity
usage ina household The data could beent every 15 s®nds and require a latency more than 3
secondsLuan et al., 2010(Gungor et al., 2013)Martinez et al., 2004)where data delivery
requirements can be relaxed in both time and reliabiity domains. These applications can still
function as desired evendiata losses are incurred anddata delivery time or latency is prolonged.

A network can leverage the properties of this type of applicatiaffic to guarantee QoS
requirementgor other criticalapplicationtraffic.

1 Delay-tolerant, Lossintolerant Class. SmartGrid applications irthis class are those that tolerate
large delays in data delivery but data must eventually be delivered at the des(Batigachai et
al., 2012) An example of this application e Powerquality data (Power report) which is sent
every 3 seconds and has a latency of less than 3 secBodgr qualityinformation must be
accurate for better load es#ition and to determine the fithess of power for consumer devices, in
order of seconddn order to accommodate this traffic class, dataelglican be relaxed in the time
domain but must obey a stringent requirement in the reliabilty domain.
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1 Delay-senstive, Losstolerant Class. Most Snart Grid traffic requires very high reliabilty, a
certain amount of loss rate may be acceptable in this class but data must arrive in a timely manner
(lttle percentage of Losses tolerabl@émer, 2004) Examples of applications in this class are
Mobile Work Force trafficyideo surveilance To accommodate appligarts traffic in this class,
the data delivery of this traffic must be tailorecbbey a strict requirement time domain but can
be relaxed in the reliability domain

1 Delay-sensitive, Losdntolerant Class. The application traffic in this class demanttics
performance in both time and reliability domains. Example of applications in this class include Real
Time Pricing (RTP), Synchrophasor reporting, Distribution Automation (DA), EV charging and
Wide Area Measurement (WAM) which involves monitoring dligtribution line and transformers.

This can also apply to evetniggered information reporting an incident (fault) and/or information
from an actuator to carry out a particular task. These are critical application traffic because of the
strict delivery ad delay requirement (in tens of miliseconds), which must be guaranteed in any
communication system deployed fan&t Grid. A summary of the traffic classification discussed

in this section is presentedTiable 3-1.
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Table 3-1: Smart Grid Application Traffic Classification

Applications traffic | Transmission Application Reliability | Latency Characteristics
Interval (s) Size (Bytes) (%) (ms)
PeriodicAMI (data | 15 123 99.07 1007 200 | Delay Tolerant
from HAN nodes) 99.99 (<15 9 Loss Intolerant
Power quality data | 3 512 98.0 <3s Delay Tolerant
(Power repoit Loss Intolerant
RTP (Real Time 900 (15 mins) 210 99.07 100 -200 | Delay sensitive
Pricing) 99.99 Loss Intolerant
EV Event based 48 99.07 2000 - Delay sensitive
Monitoring/charging 99.99 5000 Loss Intolerant
WAM 0.04, 0.1 48 99.07 <10 Delay sensitive
99.99

Loss Intolerant
Video surveillance | Event based 1024 98.0 <100 Delay sensitive

Loss Tolerant
Synchrophasor 0.04, 0.1 48 99.07 40 - 100 Delay sensitive
reporting 99.99 Loss Intolerant
Distribution 0.04, 0.1 48 99.6 < 1000 Delay sensitive
Automation 99.99 (20-200

Loss Intolerant
Demand Event based 200 99.0 1000 - Delay Tolerant
Management 5000

Loss Intolerant
Trip/Block Signal Event triggered 48 99.071 <50 Delay sensitive

99.99

Loss Intolerant
Event/Alarm Event triggered 48 99.0 < 1000 Delay sensitive
Reporting Loss Intolerant
AMR 300 (5 min) 400 98.0 < 2000 Delay Tolerant

Loss Tolerant
Firmware/Software O 1MB 98.0 Days Delay Tolerant

Loss Tolerant
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3.3.2. Traffic profiles for simulation

A communication network for AMI compriseallarge number of devices or smart metetsch have

to collect the measurement of each resideatidlcommercial eter within the network aredeployed

for AMI. For example, the smart grid priority action plan 2 (PAP2) released by the U. S. National
Institute of Standashnd Technology (NISTLocke and Gallagher, 2010dhdicates that meter density

per Knt for rural, suburban, and urban areas are 100, 800, 2000 respectively. Therefore, it wil be
required of the ad hoc WMN deployed for NAN communication to provide network access to the smart
meters sending variable application traffic within short intervals over several hops to the data
concentrator.

Four different traffic profiles shown iffable 3-2 are used to represent the variable AMI application
traffic sent from smart meters in NAN networks. They include: 1) biling information sent every 15
seconds neresents Delayolerant, Losgolerant class?) power qualty measurement sent every 0.5
seconds represerte Delaytolerant Lossintolerant dass;3) video surveilance sent every one second
represers Delaysensitive Losstolerant class; and 4) WAM data sent every 0.1 second represents
Delay-sensitive, Losdantolerant class. IPv4 with UDP is used for all profie casék the smart meters
transmitting upward towards the data concentrator. The application traffic is modeled as Constant Bit

Rate traffic (CBR) utilising the user datagram protocol (UDP) at the transport layer.

Normally, the choice between the transmission control protocollHDH is a tradeoff between
efficiency (throughput and delay) on one hand, and reliability (delivery guarantees) withofitnwlc

on the other handUDP brings about efficiency and squt for real time applicationsChereforefjt is

more beneficial to epioy UDP for a network of smart meters, given that transmission of metering
information is typically characterised by short transactions that do not require persistent connection
between data concentrators dnel smart meters
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Table 3-2: Traffic profiles Characteristics

Traffic Application | Example Direction Delay Objective

Characteristics Type

Delay Tolerant AMI data UDP IPv4 CBR Up < 15 seconds

Loss Tolerant 123 bytes/15s

Delay Tolerant Power UDP IPv4 CBR Up < 3 seconds
Quality 512 bytes/0.%

Loss Intolerant

Delay Sensitive Video UDP IPv4 CBR Up < 100 miliseconds
Surveillance | 1024 bytes/1s

Loss Tolerant

Delay Sensitive WAMdata | UDP IPv4 CBR 48| Up < 10 miiseonds
bytes/0.04s

Loss Intolerant

3.4. Implementation of ad hodVMN for AMI

Primarily, the causes of packet losse WMNsare classified as: (1) channel induced factors, which
include the random bit error from signal attenuation, shadowing, multipath fading and noise; (2)
interference induced féars, which include interfering nodes in or out of the mesh network and
operating within the same channel (frequency) as the desired transmission;reae (Bjiuceddctors,

which refers to thé&ernelcorfiguratiors and Central Processing Unit (CRye. Ad hoc WMN in

NAN will involve packet transmission from every smart meter upward (MP2P) and transmission to
every smart meter downward (P2MP) which also results in packet losses due to congestion on
forwarding intermediate smart meter nodes.

An experinental implementation of ad hoc mesh network is carried out losingostCOTSTerminals
configured with OLSR routing protocol, to provide better understanding of thrulti-hopping
capabilties and behaviour of ad H&MN when deployed in NAN for AMI. Teéa COTS devices are
used to represent smart metedestransmitting the smart igr traffic profies in Table 3-2 to the
destination. This is done to evaluate the performance of a conventional ad hoc WMN, usingh @LSR
real wireless multhop environment. The aim is to evaluate the palokstwhen smart meters send
traffic to a destination across multiple hops. In NAN based ad hoc WMN, the intermediate or forwarding
smart meters are expected to transmit their Allatia as well. Therefore, an evaluatiorredfabilty is

carriedout when the intermediate or forwarding smart mateles are transmitting packets.
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3.4.1. Component used for Experimental setup

During the experimental setup of ad hoc WMi\Number of hardwar@nd software components were

used in configuring and extracting results from@@TSdevices used to represent smart meter nodes.

3.4.1.1. Hardware Components

The major hardwaralevice used in setting up ad hoc WMN fanalysing performance ofAMI
application taffic proflt i s t he Google Nexus 7 (a 70 screen
COTS device This device was used for the experiment because it enables node iffobiligrying
thedistance between nodebgs a high processor spgadjuadcorenpcessorpndlong battery life It
alsouses the IEEE 802.11a/g/n standards feFiMdommunication which gives an option to operate in
different WiFi mode dung implementation and suppoittse open source android operating system
which enables configation of the tablet. Other information on features of Nexus 7 can be found in

3.4.1.2. Software Components

The nexus device configuration involved downloading and instaliogne free software which
include: CyanogenMod, OLSRDaemon (OLSHK) and iperf They were installed to enable the
configuration of ad hoc network, allow muiibpping of traffic through an intermediate node to a
destination node, and also enable the extraction of evaluation parambéeirge software idurther
descrbedas follows:

CyanogenMod software

CyanogenMod is a free software buitt on android thaatlyeextends the capabilitiesf android devices
to support achoc, OLSRd routing and muliop communication. More information about the
CynogenMod softwiae carbe found in(Google play Apps)The version used in the implementation is
10.220130919NIGHTLY -grouper releaseid 2013

OLSRd

OLSRd is an open source link state routing protocol implementation of OLSR for MANET. This is
developed by the OLSR.oMetworkFrameworK OONF)that is optinsed for MANET on embedded
devices ke COTS terminals, smart phones or normal compiteessoftware was installed in on the
nodes to enable it update link tables on all the nodes in the network. More information on how the
OLSRd updates its tables cam found on their websitOLSR.org) Version 0.6.6 was used on the
experimental devices.
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Iperf

Iperf is a network testing tool that can crea@P and UDP data streams and measure the throughput

of a network that they are being transmitted on. It is written in C and also measures the network
performance including delays and packet loss. The iperf used to extract the network performance from
the al hoc setup was obtained by downloading iperf for android on Google play. The transmitting nodes

wereconfigured as client and the receiving nodes as server.

3.4.2. Experimental setup andNode configuration

The configurationsteps are presented figure 3-3. Though aehoc network capabilty exists iie
android operating system, it is not supported by default (it is turned off).

wDownloadClockModrecovery tool h
wDownload and buil€CyanogenMoeDS
wDownload, build and configu®LSRd
wDevice rooting (i.e.: gain roatser access )
~
wFlashClockworkModeecovery tool
{ wFlashCyanogenMod

BIEVe=l . install the configuratio®OLSRd

Flashing )
wRunCyanogenMod

W KI yigdblesh G2 Syl of S LI O m@tihdpp
wCreate aradhocnetwork of the nodes
wRUnOLSRd

Figure 3-3: Steps forandroid device coniguration on ad-hoc modd

Turning adhoc capabilty on for muinopping and to run OLSRd on the Nexus device ingbkaoting

the device to access and autlerike network drivers in order to activate OLSRd and {noftping.

After rooting the device, thandroid operating system is configured to enable the dduidasiltate

the creation of an aldoc networkby broadcasting the SSID (Service Set Identifier) and BSSID (Basic
Service Set Identifier) of the network to join the already establishéd@tketwak. An ad-hoc network

of 5 nodes was set up with IP address of 10.2.70.108, 10.2.70.106, 10.2.70.105, 10.2.70.104, and
10.2.70.102as shown irFigure 3-4.

The experiment was carried out in a building arebesath COBdevice was setto 802.11g PHY layer.
OLSRd routing was also ehled on all devices usem the adhoc network.Nodes which represent
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smart metersvere placed in a chain topologgesigned sdhat they can only route through one
intermediate nodéo the destination (datsoncentrator) as stwn in Appendix A The node (adroid

device with IP address 10.2.70.108 was set as the data concentrator and packets where transmitted
from varying nodes to the data concentrator for 1 hop, 2 hops, 3 hopshapd 4

The test was carried out to demonstrate smart metewdng data to a data concentratmtewhen the
intermediate smart metebetweenthe transmittihng smart meter and the data concentsagonot
transmitting flodes ar@assive)and when thentermediate smart meteage transmittingdata(nodes

are active). The active intermediate smart meter sefugsents a real smart matgrscenario in a

NAN. The test was carried out to evaluate the performance of ad hoc networks in a smart metering
scenario and to show the effect of congestion as a result of transmission on the intermediate smart
meterslperf was used as the netwesdsting tool to generate packets for each application clas® and
measure the packet delivery metric at the destinatioie. Using iperf allowetbr setting the datagram

sizes ad packet generation interval which represents the vafAiddisapplication traffic profies. The

packet losses reoded at the destination node wered to estimate the packet delivery raiibnodes

on the network send AMI information as a periodic UDP Constant Bit Rate (CBR) message.

OQe—>O+—>O+—>0«—0O
A B C D E
10.2.70.108 10.2.70.106 10.2.70.105 10.2.70.104 10.2.70.102

Figure 3-4: Node chain topology with 1 hop to 4 hop routes

3.4.2.1. Snapshots samples of Node Configuration

Figure 3-5 shows the snapshot af network configuration of a smart meter node. It shows the
configuration of a smart meter node with an IP address and gateway of 192.168.0.4. In order to enable
the creation of ad hoc networkjnGyanogenmod operating system had to be installed on the devices
instead of the original android/nexus operating system. Consequently, the ad hoc network is established
over a mesh topology to enable communication betweennodes and across multipletheopstimork.
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Mode Ad-Hoc (IBSS) Network

Channel /

) 2412 MHz
Frequency

Security None
IP address 192.168.0.4

+' Show advanced options
Proxy settings None
IP settings Static
IP address 192.168.0.4
Gateway 192.168.0.4
Network prefix length 24
DNS1 8.8.8.8

DNS 2

Cancel

Figure 3-5: Network configuration snapshot on Nexus 7 device

A snapshot of OLSRd showing the neighbours eoted to the smart meter nodesftds 7) configured
with an IP address df92.168.0.4is presented irrigure 3-6. The snapshot shows that a smart meter
node configured with an IP addres486£.168.0.5 is connected directly to smart meter 488e168.0.4
andanother smart meter node configuredhvain IP address of 192.168.0.6 has a two hop connection
with smart meter node 192.168.0.4.
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| ]

L

Window 1

**% glsr.org - 0.6.6-git_0000000-hash_c5b36a7a65348ada2625ec4f066T8e16 (2013-10-15 06:4B:55
on ubuntu) ***

--- 17:36:32.444856 LINKS
IP address hyst

192.168.0.5 0.000 0.839/1.000 1.191

192.168.0.6 0.000 0.000/0.294 INFINITE

--- 17:36:32.44 MEIGHBORS

IP address LQ NLQ SYM MPR  MPRS will
192.168.0.5 0.000 YES YES YES

--- 17:36:32.447920 TWO-HOP MEIGHEORS
IP addr (2-hop) IP addr (1-hop) Total cost

192.168.0.6 192.168.0.5 2.319
N

Figure 3-6: OLSRd on smart meter node 4 showing single hop and two hop connection with
smart meter node 5 and smarmeter node 6

The OLSRd is not responsible for forwarding traffic, it only provides information about the routes. In
order words, OLSRd only inform the smart meter nodes on how to reach other smart metettsabhodes
arenot in direct communication rangyg hopping through a number of intermediate smart meter nodes
(hops). The route calculations depends on the size of the network and the measurement of the link
gualty among other parameters, taking into account the configuration of the network and @LSRd.
order for an intermediate smart meter node to forward traffic to a destination, a rule must be added in
its IP-Table. This rule forces the network driver to forward the traffic instead of dumping dredrs

shotof the IP table of smart meter noti82168.0.4 is presentdeigure 3-7. The IP forward profile

variable ofsmart meter nod#92.168.04 s set t o AYesO asFigued7lhis on t he
is to enale it forward all traffic sent to the node. The OLSR port is also set as 698 to enable the node
transmit all the state messages.
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Figure 3-7: IP-Table for smart meter node 192.168.0.4

A caption of the smarheter nodes connection and communication in a ¢cbpsiogy using the Linux
ImageMagick is presented ifrigure 3-8. It shows a caption of the dmc network set up of 2 hops and
3 hopswith IP address of 10.2.7108, 10.2.70.106, 10.2.70.105, and 10.2.70.104.
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