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Abstract

Finnish belongs into the Finno-Ugric language family, and it is spoken by the vast majority of
the people living in Finland. The motivation for this thesis is to contribute to the development
of a semantic tagger for Finnish. This tool is a parallel of the English Semantic Tagger which
has been developed at the University Centre for Computer Corpus Research on Language
(UCREL) at Lancaster University since the beginning of the 1990s and which has over the
years proven to be a very powerful tool in automatic semantic analysis of English spoken and
written data. The English Semantic Tagger has various successful applications in the fields of
natural language processing and corpus linguistics, and new application areas emerge all the
time. The semantic lexical resources that I have created in this thesis provide the knowledge
base for the Finnish Semantic Tagger. My main contributions are the lexical resources
themselves, along with a set of methods and guidelines for their creation and expansion as a
general language resource and as tailored for domain-specific applications. Furthermore, I
propose and carry out several methods for evaluating semantic lexical resources. In addition
to the English Semantic Tagger, which was developed first, and the Finnish Semantic Tagger
second, equivalent semantic taggers have now been developed for Czech, Chinese, Dutch,
French, Italian, Malay, Portuguese, Russian, Spanish, Urdu, and Welsh. All these semantic
taggers taken together form a program framework called the UCREL Semantic Analysis
System (USAS) which enables the development of not only monolingual but also various
types of multilingual applications.

Large-scale semantic lexical resources designed for Finnish using semantic fields as the
organizing principle have not been attempted previously. Thus, the Finnish semantic lexicons

created in this thesis are a unique and novel resource. The lexical coverage on the test corpora
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containing general modern standard Finnish, which has been the focus of the lexicon
development, ranges from 94.58% to 97.91%. However, the results are also very promising in
the analysis of domain-specific text (95.36%), older Finnish text (92.11-93.05%), and
Internet discussions (91.97-94.14%). The results of the evaluation of lexical coverage are
comparable to the results obtained with the English equivalents and thus indicate that the

Finnish semantic lexical resources indeed cover the majority of core Finnish vocabulary.
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1 Introduction

This thesis describes the theory, motivation, development, and evaluation of large
semantic lexical resources for the Finnish language. These resources provide the knowledge
base for a Finnish Semantic Tagger (FST), in other words, they are dictionaries which are
used by a computer, not by a human being. I describe and evaluate these resources, outline
their further development, and suggest new applications for them. The thesis places this work
in the context of a new tool for the development of various types of natural language

processing (NLP) and corpus linguistics applications involving the Finnish language.

1.1 Context

Semantic tagging can be briefly defined as a dictionary-based process of identifying and
labelling the meaning of words in a given text. It has received increasing attention during
recent years, and various programs which carry out this task automatically—that is, semantic
taggers— have been developed for this purpose for different languages. Semantic tagging has
been found very useful in many NLP applications, for example, in the fields of terminology
extraction, machine translation, bilingual and multilingual extraction of multi-word
expressions, monolingual and cross-lingual information extraction, as well as in automatic
generation, interpretation, and classification of language. Semantic tagging has also been
successfully utilized in the field of corpus linguistics, for example, for content analysis,
analysis of online language, training chatbots, ontology learning, corpus stylistics, discourse
analysis, phraseology, analysis of interview transcripts, and key domain analysis. New

application areas emerge constantly.
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I became acquainted with semantic tagging in my work as a researcher in a language
technology project called Benedict—The New Intelligent Dictionary'. This project was
funded by the European Community under the Information Society Technologies Programme,
and it lasted from 1 March 2002 to 28 February 2005. The consortium was formed by
Lancaster University, University of Tampere (a Finnish university), Kielikone (a Finnish
language technology company), HarperCollins Publishers, Gummerus Publishers (a Finnish
publishing house), and Nokia (a Finnish multinational communications and information

technology company). Together we set out to:

[...] combine[s] forces from language technology providers, the academia, the
dictionary publishing world, and user organizations to discover the best way to cater
for the needs of dictionary users by combining state-of-the-art language technology
with research results on user needs and on the potential of future dictionaries

(University Centre for Computer Corpus Research on Language, n.d.-a).

In practice, we catered for these user needs by generating various novel solutions. For
example, the resulting intelligent dictionary software allowed the user to gain access to corpus
information via dictionary entries with the aid of "Semantic Corpus Look-Up", and "Search
Improvers" were helpful for finding the correct spelling for the search word when performing
dictionary look-ups. Furthermore, a dictionary editing tool named DixEdit was created as well
as a user log analyser and online dictionary feedback system for development, updating, and
marketing purposes. The most innovative aim of our project, however, was to develop a
context-sensitive dictionary search tool. Our new intelligent dictionary solution would not

only help the user to find the correct main dictionary entry, as many of its electronic

" The project reference is IST-2001-34237. For more information, see

ftp://ftp.cordis.europa.eu/pub/ist/docs/ic/benedict-ist-results_en.pdf.
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counterparts did, but, as a novel feature, it would also point him/her? to the correct sense of
the word in case the word has more senses than one, in other words, to the very sense he is
looking up.

The core component of the context-sensitive dictionary search tool is based on semantic
taggers for English and Finnish. These semantic taggers provide the necessary semantic
information for the looked-up words, and the tool is applicable both to consulting a bilingual
Finnish-English or English-Finnish dictionary and to consulting a monolingual dictionary of
English or Finnish. During the Benedict project, we improved the existing English Semantic
Tagger (EST) which had been developed at Lancaster University and which had already been
found very useful in the fields of NLP and corpus linguistics. In addition, we developed an
equivalent tool for Finnish: the FST. The context-sensitive dictionary search tool utilizes
clues which are provided by the context of the looked-up word to be able to detect the
relevant sense. By way of illustration, a person might be reading a website without
understanding what the word "game" means in the sentence "This dressing is especially good
with a salad of crisp vegetables and smoked poultry or game." To solve this problem, he could
simply click on the word "game" in the website, and the Benedict dictionary solution would
not only open the entry for this word in a separate pop-up window, but it would also highlight
the correct sense in that very context, in this case, the sense "flesh of wild animals when used
as food". The search mechanism is described in more detail in Lotberg et al. (2004).

The development of the FST and the semantic lexicons it is based on has been a
challenging and long-running task. The work started in November 2002 when I visited the
University Centre for Computer Corpus Research on Language (UCREL) team of Lancaster
University. During this visit, I familiarized myself with the existing EST and the language

resources incorporated within it, and together we drafted the initial guidelines for the

% Henceforth in this thesis, only the masculine pronoun will be used for the sake of simplicity.
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development of the FST and of the Finnish semantic lexicons. We started playing
philosophically with the idea of universalism: we wanted to experiment if a system originally
created for the semantic tagging of English would work for the semantic tagging of Finnish as
well. Our first experiences showed that it did work, even better than hoped. However, the task
of such bridging of two languages which are very different from each other was neither fast
nor easy. The software, which was created for the analysis of English, needed some
modification to be able to process Finnish. In addition, the Finnish semantic lexical resources
were created from scratch. They consist of a single word lexicon and a multiword expression
lexicon (see chapter 3).

The more I learned about semantic tagging, the more it fascinated me. Eventually, 1
decided to continue improving the semantic lexical resources and studying the topic after the
project ended. Thus, this thesis contains both the work I did in the Benedict project and the
work I have been doing after its termination up to the present day. My main focus is on the
semantic lexical resources which constitute the knowledge base for the FST and are my most

important contribution to it.

1.2 Problem and Significance

So far relatively little work and research has been reported on the development of large
machine-readable semantic lexical resources for Finnish (see section 2.5.2); most of the work
in the field has been done for English. Furthermore, large semantic lexical resources based on
a semantic field classification have not been attempted before for Finnish, but the existing
semantic lexicons are based on different approaches. This thesis addresses this gap in the
research by presenting Finnish semantic lexicons which use semantic fields as the organizing

principle and are thus a unique resource created for Finnish.
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In addition to describing and evaluating the Finnish semantic lexical resources, I will also
outline their further development and suggest new applications for them. Even though they
were developed in the Benedict project originally for the context-sensitive dictionary search
mechanism, they can also be very practically applied in many other Finnish NLP and corpus
linguistics applications and tailored for various purposes, as will become evident in this
thesis.

The FST was the first non-English semantic tagger in the UCREL Semantic Analysis
System (USAS; see section 2.4) framework. At present, there are equivalent semantic taggers
based on equivalent semantic lexicons available for twelve languages, and the framework is
continuously being expanded to cover new languages. The findings of this thesis, in regard to
both the lexicon development and the software development of the FST, will benefit this
work, especially when the USAS framework is extended to languages which, like Finnish, are
highly inflectional. Moreover, now that there are equivalent semantic taggers available for
many languages, this opens up exciting possibilities for the development of various

multilingual applications in addition to monolingual Finnish applications.

13 Objective and Research Questions

The overall objective of this thesis is to contribute to the development of Finnish semantic
lexical resources by investigating whether and how it is possible to create semantic lexical
resources for Finnish which are compatible with the existing English semantic lexical
resources while addressing the differences between these two languages. To fulfill this overall

objective, I will address the following research questions:
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RQ1: What do the Finnish semantic lexical resources consist of, what type of

principles and practices have been followed in their creation, and how do these

resources differ from their English counterparts both in terms of content and

construction?

e RQ2: How extensive is the Finnish single word lexicon in terms of lexical
coverage?

e RQ3: How suitable is the Finnish single word lexicon for use in the semantic
analysis of Finnish in the FST software?

e RQ4: What resources and methods can be useful for the further development of

the Finnish semantic lexical resources, firstly, as a general language resource,

and, secondly, when they are applied to new domains?

14 Organization of the Thesis

This thesis is organized in the following way. Chapter one is a general introduction.
Chapter two establishes the background. To start with, I outline the general framework for the
field of semantic tagging by introducing the most important related concepts. Thereafter, I
provide an overview of some semantic ontologies and related systems which have been
developed for various purposes. I then proceed to describing the UCREL Semantic Analysis
System (USAS), another semantic ontology, which is based on the idea of semantic fields.
The first semantic tagger developed in the USAS framework, the EST, and the semantic
lexical resources which it relies on have functioned as a model for the development of the
Finnish counterparts. I conclude the chapter by giving a brief account of the Finnish language.
I particularly concentrate on those typical features of Finnish which have had an effect on the

development of the FST software and its semantic lexicons in order to provide sufficient
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background for non-Finnish speakers to understand the discussion about the grammar and
structure of Finnish in the subsequent chapters. In addition, I briefly summarize some related
lexical resources created for Finnish.

With these preliminaries dealt with, chapter three describes the Finnish semantic lexical
resources. [ begin by looking at the initial phases of the research and development process,
and, subsequently, I provide a brief summary of the development and the structure of the
software component in order to place the work in its immediate context. Although the FST
software is not the main focus of this thesis, it is essential to start from it, since it is not
possible to develop semantic lexical resources such as ours in isolation, but the software in
which they will be applied needs to be taken into account in many respects throughout the
development process. Thereafter, I provide a detailed description of the principles and
practices which I have followed when creating the Finnish semantic lexical resources as well
as of their contents. I also look at the similarities and differences between the Finnish and
English semantic lexical resources and illustrate the output provided by the FST. This chapter
answers RQ1 (What do the Finnish semantic lexical resources consist of, what type of
principles and practices have been followed in their creation, and how do these
resources differ from their English counterparts both in terms of content and
construction?).

Chapter four reports the results of four evaluations of the Finnish semantic lexical
resources which were presented in chapter three. I start by briefly summarizing the results of
the "formative evaluation". This evaluation was carried out at the end of the Benedict project
during which the prototype of the FST was developed. Subsequently, I present the results
obtained in the later experiments which I carried out after extending and improving the
semantic lexical resources. The first set of these experiments, the "final evaluation", measures

the lexical coverage by indicating the number of words which are covered by the single word
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lexicon. This answers RQ2 (How extensive is the Finnish single word lexicon in terms of
lexical coverage?). The second set of experiments, the "application-based evaluation",
measures the accuracy by indicating how well the single word lexicon performs when it is
applied in the FST software. This answers RQ3 (How suitable is the Finnish single word
lexicon for use in the semantic analysis of Finnish in the FST software?). I analyze the
errors which occurred in the application-based evaluation, and based on this analysis, |
suggest ideas for improving both the semantic lexicons and the FST software. Finally, the
fourth evaluation, the "semantic labeling experiment", measures how general native users of
Finnish are able to replicate the USAS categorisation used in the Finnish semantic lexical
resources.

Chapter five contains the discussion. Based on the findings from the evaluations presented
in chapter four, I first draft guidelines for the continued development of the Finnish semantic
lexicons as a general language resource similar to the English counterpart. Subsequently, |
investigate the possibility of tailoring the Finnish semantic lexical resources for domain-
specific applications. This chapter answers RQ4 (What resources and methods can be
useful for the further development of the Finnish semantic lexical resources, firstly, as a
general language resource, and, secondly, when they are applied to new domains?).

Chapter six provides the conclusions. The first section comprises a summary of the thesis.
Thereafter, I revisit the research questions and consider the limitations of the work as well as
the novel contributions which the thesis makes to the field. I conclude the chapter by
suggesting further work on the semantic lexical resources and also envisage new applications

for them as well for the FST.
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2 Background and Related Work

2.1 Introduction

The second chapter establishes the background for this thesis in order to place the work on
the Finnish semantic lexical resources in context. I will begin by defining the most important
related concepts which are: corpus linguistics, corpus annotation, linguistic annotation, part-
of-speech (POS) tagging, parsing, and semantic tagging. Semantic tagging belongs to the field
of corpus linguistics and represents one of the different types of corpus annotation. Linguistic
annotation, which is one of the methods used in corpus annotation, includes, for example,
POS tagging and parsing in addition to semantic tagging. POS tagging and parsing lay the
basis for semantic tagging. Thereafter, I will review some semantic ontologies which have
been developed for various purposes and which are relevant for the topic of this thesis. I will
also briefly introduce some other, less related systems relying on semantic ontologies.
Subsequently, I will describe the UCREL Semantic Analysis System (USAS), another
semantic ontology, which has been created at the UCREL research centre at Lancaster
University. The first semantic tagger developed in the USAS framework, the EST together
with its semantic lexical resources, was used as the model to create an equivalent semantic
tagger for Finnish, the FST, as well as equivalent Finnish semantic lexical resources. Finally,
I will provide a brief overview of the Finnish language and of some of its specific
grammatical features which have had an effect on the development of the FST, both in terms
of the semantic lexical resources and the software, as well as a summary of related lexical

resources created for Finnish.
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2.2 Central Concepts

This section introduces the most important concepts related to semantic tagging®. I will
start from the most general concept, which is corpus linguistics, and will then move on to

successively specialized ones.

221 Corpus linguistics

McEnery and Wilson (2001, pp. 1-2) define corpus linguistics as the study of language
that is based on examples of "real life" language use. They note that corpus linguistics as a
discipline is not a branch of linguistics in the same sense as, for example, syntax, semantics,
and sociolinguistics which concentrate on describing or explaining some aspect of language
use. Rather, it is a methodology that can be applied to various aspects of linguistic study.
McEnery and Hardie (2011, p. 1) describe corpus linguistics as an area which focuses upon a
set of procedures for studying language, and that given these procedures, it is possible to take
a corpus-based approach to many areas of linguistics. According to them, corpus linguistics
has the potential to reorient our entire approach to the study of language by refining and
redefining a range of theories of language. Furthermore, they postulate that corpus linguistics
may enable us to use theories of language which were, at best, difficult to explore before the
development of corpora of suitable size and of computers of sufficient power to exploit them
and that corpus linguistics has also facilitated the exploration of new theories of language
which are based on attested language use and on the findings drawn from this. Knowles

(1996, p. 49) points out that "[t]he use of corpora brings back into linguistics the text about

? Semantic tagging can also be related to lexicography, but the approach in this thesis is connected with
corpus linguistics. The SAMUELS (Semantic Annotation and Mark-Up for Enhancing Lexical Searches) project

(University of Glasgow, n.d.-b) is an example of lexicographical applications of semantic tagging.
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which dictionaries and grammars make generalizations"; the texts studied are not products of
linguists’ imagination, but they are records of actual events which can be printed out, picked
up, and examined.

Corpora vary a great deal both in terms of size and content. For example, the size of a
corpus can be anything from one single text document or book to the entire World Wide Web.
In addition, a corpus can consist simply of written text, or it can also contain different kinds
of multimedia sources, such as spoken discourses, video clips, pictures, and sound. The size
and content of corpora depend on the aims and tasks for which they are collected.

Corpus linguistics has a long history, with the earliest corpus-based language studies being
traced back to the late 19th century. Only after the early 1980s, however, did corpus
linguistics become a prevalent and generally applied methodology in language studies. While
in the beginning corpus linguistics was a marginalized approach used mainly by linguists
studying the English language, it has subsequently been applied worldwide and
multilingually. (McEnery & Wilson, 2001, pp. 1, 3, 24-25)

Information technology has changed the nature of corpus linguistics in a revolutionary
manner. In the early days of corpus linguistics, before computerization, the collection and
study of corpora was a manual task. This was naturally very time-consuming, expensive, and
error-prone. Now the term "corpus" is almost synonymous with the term "machine-readable
corpus". Computers have enabled corpus linguists to carry out the processes of searching,
retrieving, sorting, and calculating linguistic data rapidly, accurately, and also at low cost.

(McEnery & Wilson, 2001, p. 17) Quoting Sinclair:

Thirty years ago when this research started it was considered impossible to process
texts of several million words in length. Twenty years ago it was considered
marginally possible but lunatic. Ten years ago it was considered quite possible but still

lunatic. Today it is very popular. (1991, p. 1)
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The development of the first machine-readable corpora with computerized search tools
began in the 1940s (McEnery & Wilson, 2001, p. 20), and Leech (1997, p. 1) describes the
creation of the one-million-word Brown Corpus, which was started in 1961, as the first true
milestone in the field. With the currently available tools, corpus collection has thus become
faster and easier, and this has resulted in a change from small corpora to increasingly large
ones.

Machine-readable corpora are very flexible in the sense that it is easy to supplement them
with additional information. One way of supplementing information is simply by growing the
size of a corpus through the addition of new text and/or other material. Another way of adding

information to a corpus is through corpus annotation.

222 Corpus annotation

Corpus annotation is the process of building interpretative information into corpora.
Unannotated corpora consist of raw or plain texts that can be used as a basis for linguistic
study, but they become far more useful if they are further refined and developed into
annotated corpora. In this case, they are enriched with different kinds of linguistic information
referred to as "annotations" to enable the manipulation of the data contained in the corpus in
more diverse ways (McEnery & Wilson, 2001, p. 32). The term annotation refers both to the
task of adding annotations to the text and to the actual linguistic symbols which are added
(Leech, 1997, p. 2). Corpus annotation has been utilized extensively in corpus-based language
study and NLP over the last several decades, and various annotation schemes and tools have
been developed. The main focus has generally been on the English language, but since the
turn of the millennium similar tools for other languages have become increasingly common.

Corpus annotation offers many advantages. According to Leech (1997, pp. 4-6), the first

advantage is that it is easier to extract information from a corpus which is enriched with
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annotations. Secondly, an annotated corpus can constitute a valuable resource that can be
reused by other members of the research community. Thirdly, annotations are multi-
functional; there are different levels of annotation, and one level prepares the way for the
following level. For example, POS tagging can be seen as the first step towards more
challenging levels of annotation, such as syntactic and semantic annotation; these will be
discussed in more detail in the following sections.

Leech (1997, p. 6) remarks that during the history of corpus annotation some of the
various annotation types that have been employed have been found to be difficult or even
impossible to use by other members of the research community. To overcome this problem,

Leech (1997, p. 6-8) drafts some practical guidelines for successful annotation of corpora:

1) The raw corpus should be recoverable, in other words, it should be easy to delete
the annotations, if necessary.

2) Correspondingly, it should be easy to remove the annotations from the corpus and
store them independently, if necessary.

3) An annotated corpus should come with appropriate documentation including
information about the annotation scheme itself and of how, where, and by whom
the annotations have been applied. Furthermore, there should be some account of
the quality of annotations.

4) No annotation scheme should claim to represent "God’s Truth". The people who
use readily annotated corpora use them simply for practical reasons. They consider
it a much wiser choice than to start compiling their own corpora from scratch and

inventing and using their own annotations.
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5) The annotation schemes used should be based as far as possible on consensual or
theory-neutral analyses of the data to avoid misunderstandings and
misapplications.

6) No annotation scheme should claim to represent the absolute standard. The nature
of the corpus as well as the particular needs of the task at hand have a decisive
effect on what kind of annotation scheme is considered to be the most useful and

sensible.

Leech (1997, pp. 7-8) raises two good points supporting the idea of a certain degree of
unification in corpus annotation practices. The first advantage to be gained is in saving time
and effort. It is clearly sensible to adhere to an annotation scheme that one is already familiar
with and that has been found to be effective and useful. The second advantage is related to the
reusability factor indicated above. If researchers wished to interchange data and resources,
this would obviously be easier if the corpora were made compatible by following the same
standards and guidelines worldwide. In fact, there was an attempt to standardize corpus
annotation practices in 1990s, when a large community of language engineers set out to
propose standards, guidelines, and recommendations for good practice in the core areas of the
field. These were named the "EAGLES (Expert Advisory Group on Language Engineering
Standards) Guidelines", and they included computational lexicons, text corpora,
computational linguistic formalisms, spoken language resources, as well as assessment and
evaluation (Institute for Computational Linguistics "A. Zampolli", n.d.).

Though corpus annotation clearly offers advantages, not everyone has fully supported its
use. Sinclair (2004, pp. 190-191), for instance, admits that corpus annotation can be a helpful
procedure, but he strongly cautions against its overuse. In his opinion, it allows the handling

of documents without engaging in the interpretation of the language they contain. As long as a
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text is marked up with annotations, the computer works with the annotations and ignores the
language resulting in a study of the annotations, as opposed to a study of the language used.
Sinclair also points out that if corpus data is observed through annotations, anything the
annotations are not sensitive to will be missed. Hunston (2002, p. 93) has made similar
observations. She suggests that while annotations add to the usefulness of corpora, they also
make them less readily updated, expanded, or discarded. Furthermore, since the categories
used for the annotation are typically determined before any actual annotation work has been
carried out, this, in her opinion, limits the type of research questions that can be made.
There are several different types of corpus annotation. While this thesis deals with
linguistic annotation, which will be discussed in the following subsections, other types
include textual and extra-textual annotation, orthographical annotation, prosodic annotation,

and phonetic transcription.

223 Linguistic annotation

Linguistic annotation refers to the process of enriching corpora through various types of
linguistic information. The type of linguistic annotation in which special codes are attached to
words in order to indicate particular features is often referred to as "tagging" rather than
"annotation", and the codes which are assigned in this process are called "tags" (McEnery &
Wilson, 2001, p. 46). The types of linguistic annotation that are relevant to this thesis are POS

tagging, parsing, and semantic tagging. These will be discussed in the following subsections.
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2231 Part-of-speech tagging

The most basic type of linguistic annotation is POS tagging which is also known as
grammatical tagging or morphosyntactic annotation. The annotation program automatically
assigns each lexical unit in a text a tag that indicates its part of speech. The information about
the part of speech is valuable, for instance, for corpus queries. Furthermore, POS tagging
forms an essential foundation for further, more challenging levels of annotation, such as
parsing and semantic tagging. (McEnery & Wilson, 2001, p. 46)

Nonetheless, POS tagging is not as uncomplicated as it may at first seem. In the previous
paragraph was the sentence "[t]he annotation program automatically assigns each lexical unit
in a text a tag that indicates its part of speech". Defining a lexical unit, however, is not always
straightforward. In the simplest case, it is one single orthographic word preceded and
followed by a space, for example, kirjasto ("library") or lippalakki ("cap"). However, a lexical
unit can also be a unit of thought consisting of two or more separate orthographic words with
an intervening space. These are referred to as "multiword expressions" (MWEs). In the
Finnish language, MWEs can be considered to include, for example, proper names (e.g.
Englannin kanaali ("English Channel"), Buenos Aires, Euroopan Unioni ("European Union"),
Hennes & Mauritz), noun phrases (e.g. biologinen kello ("biological clock"), musta porssi
("black market")), verb phrases (e.g. avata tuli ("to begin shooting"), kirjoittaa ylos ("write
down")), idioms (kuin seipdcdn niellyt ("as stiff as a ramrod"), pditi pahkaa ("headlong")). By
comparison, MWEs are not as common in Finnish as they are in English, since, in addition to
multiword proper names (e.g. "United Kingdom"), idioms (e.g. "out of this world"), and verb
phrases (e.g. "die out"), English also contains an abundance of noun phrases the equivalent of

which in Finnish would be written as single orthographic compound words (e.g. yleisopinnot
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"general studies")*. The prevalence of MWEs in running text was calculated at 16% for
English, in other words, 16 out of every 100 words in text participate in MWEs (Rayson
2005, p. 4). Unfortunately, corresponding information is not available for Finnish. It would be
necessary that POS taggers as well as other types of linguistic annotation programs could
recognize MWEs in text and tag them as one entity.

There are various POS taggers which are developed for processing different languages and
which employ different types of tagging schemes. One such tool is Morfo, a POS tagger of
Finnish (Jappinen & Ylilammi, 1986). Morfo extracts all morpho-syntactic information from
single words and MWEs and returns the candidate base forms with syntactic categories. By
way of illustration, Morfo produced the following output for the sentence Eilen oli varsin

aurinkoista ja kesdistd, ja moni istahti puiston penkille nauttimaan ldmpimdstd sddstd S

EILEN ADVERB

OLLA VERB

VARSIN ADVERB

AURINKOINEN ADIJECTIVE

JA CONJUNCTION

KES—INEN ADJECTIVE

* In section 2.5, I will present the Finnish language briefly and summarize some specific grammatical
features, such as compounding, which have had an effect on the development of the FST software and its
semantic lexicons.

>Translation: "It was very warm and summery yesterday, and many people sat on a park bench to enjoy the
warm weather." The Morfo output was provided by Jukka-Pekka Juntunen from Kielikone. The character A is

replaced by a dash in the output.
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, ABBREV

JA CONJUNCTION

MONI PRONOUN

ISTAHTAA VERB

PUISTO NOUN

PENKKI NOUN

NAUTTIA VERB

L—MMIN ADJECTIVE

S— NOUN

S—ST— VERB

Note that Morfo gave two different interpretations of the last word, sddstd. This word could
be either the elative singular of the noun sdd ("weather") or the second person singular of the
imperative form of the verb sddstdd ("to save"). Morfo also generates inflectional
information, which can be utilized for parsing presented in the following subsection, but this
information does not show in the output.

Another example of a POS tagger is the Constituent Likelihood Automatic Word-Tagging
System (CLAWS) (Garside & Smith, 1997, pp. 102—121) which the EST uses as a

preprocessing component for semantic tagging. CLAWS has been continuously developed at
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Lancaster University since the early 1980s. A more recent production at Lancaster University

is a POS tagger created for the analysis of morphosyntactic categories in Urdu (Hardie, 2004).

2232 Parsing

Another commonly used type of linguistic annotation is syntactic annotation, also referred
to as "parsing". Parsing is often seen as the first stage of more comprehensive linguistic
annotation, and programs that have been developed for this purpose are called "parsers". A
parser assigns markers to each sentence in a corpus to indicate dependency relationships
between words, for instance, predicates and objects. The DC Parser, which is a parser for
Finnish developed by Kielikone Ltd, produced the following output for the example sentence
in the previous subsection (Eilen oli varsin aurinkoista ja kesdistd, ja moni istahti puiston

penkille nauttimaan ladmpimdistd sddistd 6):

==>Vaihe: DP<==
SLex=Eilen,SForm=Eilen,SCat=Adverb,SRel=Adverbial,SPosition=1,SInitCase=Upper

SLex=varsin,SForm=varsin,SCat=Adverb,SRel=IntensAttr,SPosition=3

SLex=aurinkoinen,SForm=aurinkoista,SCat=Adjective,SRel=ConjPreComp,SCase=Part,SNumber=SG,SPo
sition=4

SLex=ja,SForm=ja,SCat=Conjunction,SRel=CoordPreDep,SPosition=5
SLex=_COMMA,SForm=\,,SCat=Delimiter,SRel=Connector,SPosition=7,SAttached=AtLeft
SLex=kesdinen,SForm=kesiistd,SCat=Adjective,SRel=Subject,SCase=Part,SNumber=SG,SPosition=6,S Att

ached=AtRight

% DC Parser output was provided by Jukka-Pekka Juntunen from Kielikone. Abbreviation SCase stands for
Source Case, SCat for Source Category, SForm for Source Form, SLex for Source Lexeme, SRel for Source
Relation, SNumber for Source Number, SPosition for Source Position, SSub Cat for Source Subcategory,

STense for Source Tense, SVoice for Source Voice, etc.
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SLex=moni,SForm=moni,SCat=Pronoun,SRel=Subject,SCase=Nom,SNumber=SG, SPosition=9,SSubCat=
QuantPron
SLex=puisto,SForm=puiston,SCat=Noun,SRel=GenAttr,SCase=Gen,SNumber=SG,SPosition=11
SLex=penkki,SForm=penkille,SCat=Noun,SRel=Adverbial,SCase=All,SNumber=SG,SPosition=12

SLex=lammin,SForm=lampimastd,SCat=Adjective,SRel=AdjAttr,SCase=El,SNumber=SG,SPosition=14

SLex=sdd,SForm=sdistd,SCat=Noun,SRel=Adverbial,SCase=El,SNumber=SG,SPosition=15,SAttached=At

Right

SLex=nauttia,SForm=nauttimaan,SCat=Verb,SRel=Adverbial, SCase=I11,SVoice=Act,SModal=I1linf, SNum

ber=SG,SPosition=13

SLex=istahtaa,SForm=istahti,SCat=Verb,SRel=ConjPostComp,STense=Imp,SVoice=Act,SModal=Ind,SPer
sonN=S,SPersonP=3P,SPosition=10,SSubCat=Intr
SLex=ja,SForm=ja,SCat=Conjunction,SRel=CoordPostDep,SPosition=8

SLex=_ PERIOD,SForm=.,SCat=Delimiter,SRel=Separator,SPosition=16,SAttached=AtLeft
SLex=olla,SForm=oli,SCat=Verb,SRel=Head,STense=Imp,SVoice=Act,SModal=Ind,SPersonN=S,SPerson

P=3P,SPosition=2

In addition to the two grammatical annotation schemes described above, semantic tagging
represents a further step of the levels of linguistic annotation that allows a more in-depth

analysis of texts.

2233 Semantic tagging

The primary focus of this thesis is on creating linguistic resources for semantic tagging

(also referred to as "semantic annotation") which can be defined as the dictionary-based

process of identifying and labelling the meaning of words in a given text. According to
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Garside and Rayson (1997, p. 188), this process parallels that of grammatical tagging except
that it is more abstract and more difficult to achieve. Semantic tagging has received increasing
attention during recent years, and various automated tools which carry out this task—
semantic taggers—have been developed for this purpose for different languages. Semantic
tagging has been found to be very useful in diverse fields, such as terminology extraction,
machine translation, bilingual and multilingual MWE extraction, monolingual and cross-
lingual information extraction, as well as in automatic generation, interpretation, and
classification of language. There is a variety of ways to carry out semantic tagging. While the
approach dealt with in this thesis is based on the idea of semantic fields, there are also
numerous other techniques which are called semantic annotation or semantic tagging, but they
are based on different approaches. Examples of these different approaches are: semantic role
labeling (e.g. Carreras & Marquez, 2005; Gildea & Jurafsky, 2002), word sense
disambiguation (e.g. Ide & Véronis, 1998; Stevenson & Wilks, 2003), named entity
recognition (e.g. Tjong & De Meulder, 2003; Nadeau & Sekine, 2007), sentiment analysis
(e.g. Pang & Lee, 2008; Wilson, Wiebe, & Hoffmann, 2005), and content analysis (e.g.
Krippendorff, 2012; Shieh & Shannon, 2005).

Semantic tagging is certainly an effective method, but it also faces the difficulty that the
same object or concept can be referred to in a number of ways; the identification of the
meaning of a word is not necessarily an easy task, as Wilson and Thomas (1997, pp. 53-54)
point out. By way of illustration, the animal kissa ("cat") can also be called katti, mirri, and
kisu. This phenomenon is related to synonymy. On the other hand, one single word can refer
to a number of concepts. For instance, the polysemous’ noun Aiiri ("mouse") can refer both to
a rodent and to a pointing device for the computer. Equally, the homonymous® word kuusi can

refer to the noun "spruce" as well as to the numeral "six", and it can even mean "your moon"

7 A word is polysemous when it has two or more related meanings.
¥ Two or more words are homonymous if they have the same form but different unrelated meanings.
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(although this expression is highly unlikely to appear very often in corpora). This kind of
ambiguity can often cause confusion, because, even though in most cases human beings can
differentiate between these different senses with the aid of their knowledge of the world,
computer programs do not possess this knowledge and thus may be unable to choose the
correct sense for a word in the context at hand. By way of illustration, if a person is using a
search engine to find information about a certain word and enters into the search field a word
that has multiple senses, he may end up with considerable amounts of unnecessary
information in the search results, such as many hits on the number six when he actually wants
to learn more about spruce trees. The task of automatically selecting the relevant sense for a
word from a set of possibilities is referred to as "word sense disambiguation" (WSD) (Preiss
& Stevenson, 2004, p. 201). Semantic tagging provides one method for carrying out this task.
Likewise, if a person wished to search for the word zakki ("coat") with a search engine, he
would only achieve hits with the word fakki in them, and the program would ignore websites
containing, for example, the words ulsteri ("ulster"), jakku ("jacket"), bleiseri ("blazer"), and
anorakki ("parka"). In such cases, semantic tagging can also be very useful by helping to find
all the relevant information—and the relevant information only.

The type of semantic tagging which is discussed in this thesis is based on the idea of
semantic fields. Wilson and Thomas (1997, p. 54) define a semantic field as "a theoretical
construct which groups together words that are related by virtue of their being connected—at
some level of generality—with the same mental concept". Words which belong to the same
semantic field can be synonyms, antonyms, hyponyms, meronyms, or expressions that are
associated with each other in one way or another. Synonymy (e.g. ldhelld and ldhettyvilld
(both of these words denote "near")) and antonymy (/ihelld ("near") and kaukana ("far")) are
relations which exist between two words. The relations can also be hierarchical, as in case of

hyponymy and meronymy, in which some words have a more general meaning whereas some
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have a more specific meaning, when they are referring to the same entity. Hyponymy is the
"kind of" relation. The most general term (e.g. vaate ("garment")) is on the top level of this
hierarchy, and it is referred to as the "hypernym", and the more specific terms (e.g. rakki
("coat")) on the level below are referred to as the "hyponyms". The second level terms, in
turn, are hypernyms of even more specific terms (e.g. anorakki ("parka")) on the third level.
By comparison, meronymy is the "part of" relation, where phenomena are analyzed into parts.
Here the superordinate term (e.g. paita ("shirt")) refers to the complete entity, whereas the
terms on the lower levels represent its parts (e.g. hiha ("sleeve") on the following level and
then kalvosin ("cuff") on the subsequent level). Consequently, the words (vaate ("garment"),
takki ("coat"), anorakki ("parka"), paita ("shirt), hiha ("sleeve"), and kalvosin ("cuff") as well
as, for instance, the words asu ("attire"), helma ("hem"), housut ("trousers"), riisuutua
("undress"), pukeissa ("dressed"), ilki alaston ("stark naked"), and haute couture could all be
considered to belong to the same semantic field. If we attach a semantic tag, a "label", to
every word in a text indicating the semantic field into which each falls, we will then be able to
extract all the related words from a text by querying on the specific semantic field. There is a
problem, however, in the classification of words, since not all of them always fall
conveniently into the predefined semantic fields, as Wilson and Thomas (1997, pp. 58-59)
point out with the example word "sportswear". This word could be classified in the semantic
field of clothing equally well as in the semantic field of sports. Such "fuzzy sets" will be
discussed in more detail in section 2.4.1.1.

A collection of words classified into semantic fields can be designated as a "semantic
annotation scheme" or a "semantic annotation system". According to Wilson and Thomas
(1997, pp. 54-55), semantic annotation systems are something of a compromise between, on
the one hand, attempting to mirror how words are believed to be organized into relationships

in the human mind, and on the other hand, the need for usable annotated corpora and
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reference works by linguists and other scholars. At present, we have only limited knowledge
of the content and the form of the mental lexicon, but future discoveries may give us more
insight into these issues. Wilson and Thomas (1997, p. 57) further observe that the majority of
existing semantic annotation systems consist of very similar basic categories, but they differ
from each other in terms of hierarchy (in other words, the structure of the categories) and in
terms of granularity (in other words, the level of detail; how many categories the system
distinguishes). Different types of semantic ontologies will be discussed in section 2.3.
Moreover, Wilson and Thomas (1997, p. 55) remark that there is no "ideal" semantic
annotation system. Nevertheless, they suggest taking the following features into consideration
when choosing which system to use or when developing a new system (Wilson & Thomas,

1997, pp. 55-57):

1) The system should be comprised of a linguistically or psycholinguistically
consistent categorization.

2) The whole vocabulary in the corpus should be included in the system. A limited
vocabulary is sufficient for some purposes in the field of content analysis but not
for more general corpus annotation tasks.

3) The system should be adaptable to possible amendments which are necessary for
treating a different period, language, register, or textbase.

4) Related to point 3, the system should operate at an appropriate level of granularity.
This means that the annotation system should contain conceptually related words
at varying levels of generality. There is no absolute in terms of granularity, but the
correct level depends at least partly on the aims of the end user.

5) Related to point 4, a hierarchical structure would be an advantage for being able to

adjust the granularity to the aims of the end user. If a system had a hierarchical
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structure based on increasingly general levels of related words, it would be
possible to identify all these different levels without having to try to decide which
is the level the end user wishes to employ. Indeed, it would be easy for the end
user to look at all the different levels by simply moving up or down to the next
level of granularity in the hierarchy.

6) The system should conform to a standard if there is one. The existence of a
standard would make it easier to accumulate and compare research results for, for

instance, different languages, periods, and genres.

Rayson and Stevenson (2008, pp. 568—571) distinguish between four types of semantic
field annotation. The first approaches were based on artificial intelligence. Thereafter, in the
1980s, knowledge-based approaches were developed utilizing the abundance of information
which was contained in readily available machine-readable dictionaries. The third approach
was corpus-based where machine-readable corpora offered large lexical resources that could
be exploited for the purpose. The fourth approach were hybrid methods which are a
combination of the previously mentioned methods. The type of semantic field annotation
which is described in this thesis belongs to the fourth approach. Our approach is a hybrid one,
because it combines knowledge-based and corpus-based approaches.

Texts can be annotated with semantic field information in three different ways depending
on the level of automation (Wilson & Thomas, 1997, p. 62). The first option is to attach all
annotations in the text manually. The second option, computer-assisted tagging, represents a
semi-automatic form of manual tagging which is supported by a computer-readable lexicon
containing possible semantic fields for given words. Such systems may also contain a limited
amount of automatic WSD mechanisms. In this case, the computer is used to assign candidate

semantic field tags to all the words in a text on which there is already information, and it
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leaves for manual treatment only those words that it does not recognize or which remain
ambiguous after the application of disambiguation methods. The third option is a fully
automatic semantic tagger. This is a program which assigns the correct semantic fields
automatically to all the known words in a text without any manual intervention and without
leaving any words ambiguous. The semantic tagging approach dealt with in this thesis utilizes
the third option.

A major advance in the development and evaluation of semantic tagging systems has been
the introduction of the SensEval evaluation exercises which provide a uniform framework for
comparing the performance of existing systems (Rayson & Stevenson, 2008, p. 575).
SensEval is an international organization which has operated since 1997 and whose goal is to
further our understanding of lexical semantics and polysemy. They organize and run
evaluation and related activities to test the strengths and weaknesses of WSD systems with
respect to different words, different aspects of language, and different languages (Rada
Mihalcea, n.d.). SensEval later evolved into SemEval, and their ninth workshop on semantic

evaluation was held in 2015.

2234 Linguistic annotation summary

In the previous subsections, I have looked at different types of linguistic annotations on
different levels. The most basic type, POS tagging, lays the basis for parsing which, in turn,
prepares the way for semantic tagging that permits a yet deeper analysis of text. Thus, POS
tagging and parsing are both necessary steps in successful implementation of semantic
tagging.

Yet another, relatively recent step that represents movement toward deeper analysis of text

is what is known as "pragmatic annotation". Whereas syntax involves a mono relationship (a
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relationship between linguistic forms) and semantics involves a dyadic relationship (a
relationship between linguistic forms and world entities), the relationship in pragmatics is
triadic, involving not only linguistic forms and world entities but also the language user.
Thus, pragmatics focuses on language together with its contexts, such as the speaker’s
intentions, the hearer’s understanding, as well as the social and physical contexts. Since these
contexts differ according to the task at hand, pragmatic annotation cannot be fully automated
in the same way as grammatical annotation. Nevertheless, the computer can be of valuable
assistance in the tagging process. (Archer, Culpeper, & Davies, 2008, pp. 615, 637)

Finally, it must be pointed out that no computer program written for any type of automatic
linguistic analysis or manipulation of text is one hundred per cent reliable. The reliability and
the accuracy depend to a large extent on the language resources which are included in the

system.

23 Semantic Ontologies

Computerized tools for assisting text analysis have existed for decades. These tools are
based on classifying words according to their meaning in semantic ontologies, and there are
different ways of carrying out this task. Schmidt (1986, p. 780) has suggested one way of
dividing the approaches used. His basic types are: 1) the conceptual analysis method, 2) the
content analysis method, and 3) the collocation or co-occurrence method. The semantic
lexical resources dealt with in this thesis utilize the conceptual analysis method. In this
subsection, I will present some examples of the first two of these approaches, both of which
are relevant for this thesis, and I also briefly discuss some other, less related lexical resources.
The third approach, the collocation or co-occurrence method, which has been widely used by

psycholinguists to reveal certain regularities of the occurrence of connotative and associative
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content in a given text (Schmidt, 1986, p. 787), is beyond the scope of this thesis’. There are
also other ways of dividing the approaches, for example, to dictionary-based approaches and
to collocation-based approaches, but the division suggested by Schmidt was the most practical

division in the context of this thesis.

231 Conceptual analysis method

The conceptual analysis method refers to complete conceptual systems represented in
thesauri (Schmidt, 1986, p. 787). Thesauri are dictionaries, but they differ from "traditional",
alphabetically organized dictionaries in the sense that the semantic macrostructure takes the
place of the alphabet. According to Hiillen (2006, p. 13), the term "thesaurus" was made
popular by Roget’s Thesaurus (see section 2.3.1.1.1) and has over the years become a generic
noun, while other terms used for this type of reference works are "thematic", "topical",
"conceptual", "ideographical", and "onomasiological" dictionaries. Hiillen himself uses the
term "topical dictionary", whereas, for example, McArthur (see section 2.3.1.1.2) uses the
term "thematic dictionary".

Thesauri are based on some systematic arrangement of topics derived from some scientific
system or semantic classification which is expected to be generally understood by a non-
expert user (Hiillen, 2006, p. 14-15). Thesauri can contain, for example, synonyms,
antonyms, hyponyms, hypernyms, definitions, paraphrases, quotations, and pictures. They are
typically arranged in two parts: a systematic part and an alphabetical index. A good analogy
was provided by Schmidt (1986, p. 788) who compared the two different parts to a telephone
directory. The yellow pages represent the arrangement of the lexical material along the

conceptual system, whereas the white pages represent the alphabetical arrangement of the

? However, there have been experiments using this approach on automated thesaurus extraction to assist

conceptual analysis (e.g. Schiitze & Pedersen, 1997; Curran & Moens, 2002).
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material with complete references to the conceptual fields of the yellow pages. McArthur
justifies the advantages of thesauri in the following, very apt way in his preface to his

Longman Lexicon of Contemporary English (see section 2.3.1.1.2):

The alphabet, with all its virtues, places animals and zoos, uncles and aunts far apart in
its scheme of things, whereas in the human mind such words go closely together. The
alphabetical dictionary has a logic, but it is not the logic of everyday life. In principle,
one feels, words should be defined in the company they usually keep. (Mc Arthur,

1981, p. vi)

In fact, the tradition of organizing things thematically is much older than the tradition of
organizing things alphabetically. The former was the dominant practice in information
organization beginning in ancient times (for instance, scribes in Mesopotamia learned their
cuneiform signs in thematic groups drawn from the everyday world), whereas the latter only
became an established tool in the world of reference more than one hundred years after the
advent of printing (McArthur, 1986, pp. 74—77). Hiillen (2009, p. 124) remarks that
alphabetical writing systems are perhaps the only linguistic convention which is universally
accepted and which has never been contested in its history.

In the following subsections, I will present some thesaurus-based systems which I have
divided into two different groups for practical reasons, based on the level of hierarchy. The
first group contains deep hierarchies which are built on three or more levels, and the second

group contains shallow hierarchies with one or two levels.

23.1.1 Deep hierarchies

The following thesauri are built on three or more levels.
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23.1.1.1 Roget’s Thesaurus

I begin my review of semantic ontologies with Roget’s Thesaurus. 1t is one of the most
successful dictionaries of the English language ever created, a true milestone in the history of
topical lexicography in particular, and an example followed by many other dictionary
compilers for over 160 years now.

Since the beginning of the 19th century and all through his professional career, Peter Mark
Roget, a physician and a scientist, collected words, phrases, and other forms of expression in
various orders in a notebook (Davidson, 2002, p. viii—xiv). His original intention was to use
his findings to aid him in expressing himself as a writer and a lecturer, but later he came to
realize that the findings might be useful for other people as well. Hence, when he had retired
from work, he spent the first four years further expanding the material which he had collected
and organized it into a coherent system. The first edition of Roget’s Thesaurus was published
in 1852. Over the years, the thesaurus has been expanded and updated many times. Roget
collected new words and expressions for the thesaurus until his death in 1869, after which his
work was continued by, among others, his son, John Lewis Roget, and his grandson, Samuel
Romilly Roget (Davidson, 2002, p. xv—xvi). The latest edition is named the "150th
Anniversary Edition". It was edited by George Davidson and published in 2002.

When devising his system of classification of "the ideas which are expressible by
language" (Roget, 1852/2002, p. xxii), Roget’s aim was first and foremost practical. In his

introduction to the first edition, he wrote:

I have accordingly adopted such principles of arrangement as appeared to me to be the
simplest and most natural, and which would not require, either for their comprehension
or application, any disciplined acumen, or depth of metaphysical or antiquarian lore.

(Roget, 1852/2002, p. xxii)
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The top level, as presented in the "plan of classification" of the first edition, consists of the
following six "classes" which are further subdivided into "sections" (Davidson, 2002, p.

XXxiiil):

1. Abstract Relations
1.1 Existence
1.2 Relation
1.3 Quantity
1.4 Order
1.5 Number
1.6 Time
1.7 Change
1.8 Causation

2. Space
2.1 Generally
2.2 Dimensions
2.3 Form
2.4 Motion

3. Matter
3.1 Generally
3.2 Inorganic
3.3 Organic

4. Intellect
4.1 Formation of Ideas

4.2 Communication of Ideas
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5. Volition
5.1 Individual
5.2 Intersocial
6. Emotion, Religion, and Morality
6.1 Generally
6.2 Personal
6.3 Sympathetic
6.4 Moral

6.5 Religious

According to the instructions in the 150th Anniversary Edition (Davidson, 2002, p. xxxviii),
the logical progression from abstract concepts through the material universe to mankind itself
culminates in morality and religion which Roget considered mankind’s highest achievements.

The sections, in turn, are further subdivided into subcategories referred to as "heads"
which are the basic units of Roget’s Thesaurus and under which the words and phrases are
arranged in paragraphs according to their parts of speech (Davidson, 2002, pp. xxxviii—
xxxix). By way of illustration, the heads "Existence", "Nonexistence", "Substantiality",
"Insubstantiality”, "Intrinsicality", "Extrinsicality", "State", and "Circumstance" are included
in the section "Existence" in the class "Abstract Relations". Hiillen (2004, p. 339) lists three
functions for Roget’s heads. Firstly, they serve as flags for each article and are thus a
semantic companion to the numbers which accompany the heads. Secondly, they are a point
of reference for the synonyms to follow. Thirdly, they are also a point of reference for the

possible antonym as the headword of the corresponding article. In the first edition, there are

1,000 heads, whereas in the 150™ Anniversary Edition, there are 990 heads. However, the
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classes and the sections have remained exactly the same over the years; they all follow
Roget’s original plan of classification. (Davidson, 2002, pp. XXxViii—XXXiX)

In his introduction to the first edition, Roget (1852/2002, pp. xxix—xxx) writes that a work
constructed on his plan of classification could be "of great value, in tending to limit the
fluctuations to which language has always been subject, by establishing an authoritative
standard for its regulation", and he also suggested that the principles of its construction could
be universally applicable to all languages. Furthermore, he envisaged bi- and even
multilingual thesauri based on his plan of classification, and indeed, the classification used in
Roget’s Thesaurus has been transferred to other languages. Hiillen (2009, pp. 60-91) reports
two adaptations: Théodore Robertson’s Le Dictionnaire ldéologique (1859) in French and
Daniel Sanders' Sprachschatz (1873) in German'’. The basic structures of these two
dictionaries and the English original are very similar. Sanders had increased the number of
classes from six to seven, but the new class resulted simply from a division of class six,
"Emotion, Religion and Morality", into two separate classes. In addition, he had reduced the
number of heads from 1,000 to 688, since he had considered the original number of heads
artificially ambitious. However, there is no conceptual modification behind these changes.
Robertson, in turn, used identical classes and sections to Roget’s. Furthermore, a parallel
special field thesaurus was subsequently created; Day applied the same classification in his

Roget's Thesaurus of the Bible (Day, 1992; Roget's Thesaurus of the Bible, n.d.).

' Deutscher Wortschatz, a German thesaurus reworked first by Hugo Wehrle and subsequently by Hans
Eggers, was also quite similar, since it was designed to be aligned with Roget’s categories. This thesaurus was
originally compiled by Anton Schlessing under the title Deutscher Wortschatz oder Der passende Ausdruck, and
it was published in 1881. However, during the publishing history Schlessing's name was omitted. (Wehrle &
Eggers 1961, p. v; Zillig 2014, p. 1)
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23.1.12 McArthur's Longman Lexicon of Contemporary English

The Longman Lexicon of Contemporary English (LLOCE) is a thesaurus created by Tom
McArthur and published in 1981. It aimed at covering the core vocabulary of the English
language arranged according to a hierarchical structure of related meanings (McArthur, 1981,
p. vi). The written material is supplemented by pictures. According to McArthur (personal
communication, June 8, 2007), his classification was not created in isolation, but it arose from
the centuries-old tradition of dividing up the world into constituent elements, most
famously represented by the structuring of Roget's Thesaurus, even though the categories the
two contain are quite different from each other. Jackson and Z¢ Amvela (2000, pp. 112—-113)
consider the LLOCE, with its semantic field arrangement, a more interesting and more
revealing account of English than the accounts presented in alphabetically organized
dictionaries, even though the LLOCE is neither very extensive in scope nor up-to-date. This
thesaurus is of particular interest to this thesis, since the initial tagset of the USAS framework
(see section 2.4), to which the FST belongs, was based on the classification of the LLOCE.

The hierarchy contains 14 "semantic fields" which are identified by upper case letters

running from "A" to "N" (McArthur, 1981, pp. vi—vii):

A. Life and Living Things

B. The Body: Its Functions and Welfare

C. People and the Family

D. Buildings, Houses, the Home, Clothes, Belongings, and Personal Care
E. Food, Drink, and Farming

F. Feelings, Emotions, Attitudes, and Sensations

G. Thought and Communication, Language, and Grammar
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H. Substances, Materials, Objects, and Equipment

I. Arts and Crafts, Science and Technology, Industry, and Education
J.  Numbers, Measurement, Money, and Commerce

K. Entertainment, Sports, and Games

L. Space and Time

M. Movement, Location, Travel, and Transport

N. General and Abstract Terms

These semantic fields of a pragmatic, everyday nature are further divided into 127 "set titles"
of related words. In turn, the set titles further expand into 2,441 "sets" which are identified by
reference letters and numbers. For example, the word "cottage" is identified by D4 and can
thus be found in the set "Smaller Houses" together with the words "hut", "shack", "hovel",

"shanty", "cabin", and "chalet".

23.1.13 Historical Thesaurus of English

The Historical Thesaurus of English (HTOED) is a unique resource which does not exist
for any other language. It provides a detailed record of English vocabulary from the earliest
times up to the present day. It includes current meanings of words, words that have become
obsolete, and obsolete meanings of words which still exist, and it presents them arranged in
semantic categories, together with information of the dates of currency for all meanings of
each word. This vast undertaking was initiated in 1965 by Michael Samuels, a professor of
English Language at the University of Glasgow, and it was finalized in 2009. (Kay, Roberts,
Samuels, & Wotherspoon, 2009, pp. xiii—xiv; Kay & Alexander, 2010, pp. 107, 109) The

main source for the HTOED was formed by data from the Oxford English Dictionary
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(Simpson & Weiner, 1989) which contains full coverage from the year 1150 all the way up to
the present day. The coverage for the Old English Period (700—1150) is more selective, and it
has been supplemented with material from A Thesaurus of Old English (Roberts, Kay, &
Grundy, 1995) which was a spin-off of the HTOED project. (Kay et al., 2009, p. xvi)

Not only is the amount of data vast, but the classification used in the HTOED is also very
detailed, much more so than in the other conceptual analysis systems discussed here. At the
beginning of the classification work, the categories of Roget’s Thesaurus were used as a
preliminary filing system, but many of them were later abandoned (Kay et al., 2009, p. xiv).
The top level of the classification includes three categories: 01) The External World, 02) The
Mental World, and 03) The Social World (Historical Thesaurus of English, n.d.). On the

second level, they subdivide as follows:

01 The External World (The World)
01.01 The Earth
01.02 Life
01.03 Health and Disease
01.04 People
01.05 Animals
01.06 Plants
01.07 Food and Drink
01.08 Textiles and Clothing
01.09 Physical Sensation
01.10 Matter
01.11 Existence and Causation

01.12 Space
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02

03

01.13 Time

01.14 Movement

01.15 Action

01.16 Relative Properties
01.17 The Supernatural

The Mental World (The Mind)
02.01 Mental Capacity

02.02 Attention and Judgement
02.03 Goodness and Badness
02.04 Emotion

02.05 Will

02.06 Possession

02.07 Language

The Social World (Society)
03.01 Society and the Community
03.02 Inhabiting and Dwelling
03.03 Armed Hostility

03.04 Authority

03.05 Law

03.06 Morality

03.07 Education

03.08 Faith

03.09 Communication

03.10 Travel and Travelling

03.11 Occupation and Work

37
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03.12 Trade and Finance

03.13 Leisure

The following, third level includes 377 categories in all. The system is expanded even further,
having provision for seven main category levels and five subcategories (Kay et al., 2009, p.
xviii). The total size of the category set is presently 225,131 categories (University of
Glasgow, n.d.-a).

By far the most commonly used organizing principle in the HTOED has been synonymy,
whereas antonymy was considered less suitable for the purposes of this project, since
oppositions vary both in content and nature. For instance, the categories "Love/Hate" and
"Pain/Pleasure" would generally be placed together, since the opposition is obvious. It would
not, however, be equally obvious with categories like "Truth", because there can be a
progression of meaning which covers several oppositions, for instance, in the case of "Truth"
moving from "Validity" through "Truth", "Sincerity", "Falsehood", and "Error" to "Deceit".
Where appropriate, the Oxford English Dictionary style labels have been added to give further
information, for example, to indicate slang, irony, or dialectal use (Kay et al., 2009, p. xix).

Recently, the HTOED has been applied in an extension of the USAS system to create a
historical semantic tagger for the English language. It complements the semantic tags used in
the FST (see section 2.4.1.1) by offering finer-grained meaning distinctions for use in WSD.

(Alexander, Dallachy, Piao, Baron, & Rayson, 2015, p, i16)
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23.1.14 Hallig and von Wartburg's Begriffssystem als Grundlage fiir die Lexikographie:

Versuch eines Ordnungsschemas

The Begriffssystem als Grundlage fiir die Lexikographie: Versuch eines Ordnungsschemas
("A Concept System as a Basis for Lexicography: An Attempt at an Organizational Model")
is a thesaurus of French'' compiled by Rudolf Hallig and Walther von Wartburg. In their
thesaurus, they attempted to combine both a conceptual and an alphabetical approach by
setting up a system of concepts which were supposed to be independent of language, despite
the fact that people can think of concepts only with the help of words (Hiillen, 1990, p. 134).
The first edition was first published in 1952. It enjoyed wide recognition, and it was praised
as an important lexicographical achievement and as a masterplan for future lexicographical
work. (Hiillen, 1990, pp. 129-132) The system was initially applied to the analysis of mid- to
late 20th century vocabulary (Wilson, 2002, p. 417). Similarly to Roget, Hallig and von
Wartburg envisaged that their dictionary could provide the foundation for thesauri of all
languages, although they admitted that their system might be more easily adapted to Indo-
European languages and might also have to be adapted according to the needs and cultural
shape of some languages (Hiillen, 2006, p. 19; 1990, p. 136). The system was later elaborated
by Klaus Schmidt in developing his series of conceptual glossaries for the medieval German
epic and yet further by Andrew Wilson for building conceptual glossaries for the Latin
Vulgate Bible. Schmidt modified the system to achieve a better treatment of the world of the
medieval German epic. In contrast, Wilson modified the system primarily to better meet the
needs of analyzing biblical text by amending the parts of Schmidt’s conceptual system which

were culture-specific to fit the context of the medieval epic. (Wilson, 2002, pp. 417-418)

"' This is a thesaurus of the French language, but the metatext is mostly written in German.
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The hierarchy in the Hallig and von Wartburg's system is built on three to six levels. Its
top level contains three categories which, on the second level, expand into ten subcategories

(Hallig & von Wartburg, 1963, p. 101-112"%):

A. The Universe

1. Sky and Atmosphere

2. The Earth

3. Plants

4. Animals
B. Man

1. Physical Being
2. Mind and Soul
3. Man as Social Being
4. Social Structure
C. Man and the Environment
1. A Priori

2. Science, Learning, and Technology

Category A contains items which are related to nature but exclude the human being. Category
B contains items which are related to the human being, both in terms of physiology, illness,

life death, sex, nutrition, and clothing, as well as psychological and social processes. Category
C includes not only items related to learning and technology but also a subcategory named "A

Priori". This subcategory expands into a wide variety of lower level categories which are

"2 The English translations have been taken from University Centre for Computer Corpus Research on

Language (n.d.-b) which displays all the categories of this system.
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related to different fields, such as existence, conditions, order, numbers, quantity, time,

causality, change, and motion. The total size of the category set is 402.

2.3.1.2 Shallow hierarchies

The following thesauri are built on one or two levels.

23.1.2.1 Laffal's Concept Dictionary of English

Julius Laffal first published his Concept Dictionary of English in 1973 for the purposes of
automatic content analysis. He was a psychologist by background, and he had studied word
association behaviour and methods for isolating the natural cognitive sets to which words
seem to belong (Huntsman, 1975, p. 46). Laffal originally created his system for analyzing the
content of psychiatric materials, but he also applied it, for instance, to the analysis of literature
(e.g. Laffal, 1995) as well as to free speech and conversations (e.g. Laffal, 1967).

In the preface to his dictionary, Laffal (1973, p. x) mentions that the dictionary follows the
tradition demonstrated by Roget and Dornseiff. However, Laffal’s approach differs from the
other thesauri discussed here in that his dictionary could be described as a thesaurus in
reverse. While a thesaurus traditionally starts from categories of different types under which
words are grouped, Laffal's concept dictionary lists the words first and then after each word
includes one to five categories13 which, in his view, are related to the word in question
(Laffal, 1995, p. 339). After the alphabetical listing, however, the dictionary also contains a

listing of all words by category.

13 Laffal himself uses the term "concept" instead of "category".
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Laffal’s categories are not arranged in a hierarchy but on one level only. In the first edition
in 1973, he used 114 categories (Laffal, 1970, p. 175), while in the 1990 edition the number
had been increased to 168 (Laffal, 1995, p. 339). The categories are identified by two- to four-
character mnemonic names and are presented in alphabetical order. The following list
displays the first 20 categories, along with two prototypical example words of each category

(Laffal, 1995, p. 350):

e AFAR Distant, Strange

e AGEN Repeat, Again

e AGGR Aggression, Anger
e AGRE Concur, Agree

e AID Help, Support

e ANAL Anality, Excrement
e ANGL Angle, Bend

e ANML Animal, Dog

e ARM Arm, Elbow

e ART Art, Sculpture

e ASTR Astronomy, Sky

e BACK Rear, Behind

e BAD Evil, Bad

e BGIN Start, Commence
e BIND Constrain, Tie

e BIRD Bird, Eagle

¢ BLOK Prevent, Stop

e BLUR Vague, Dubious
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e BODY Body, Torso

e BONE Bone, Tooth

Note that the system is not entirely theory-neutral. For instance, the category "ANAL" is
influenced by psychoanalysis, referring to the anal stage which is, according to Sigmund

Freud, the second stage in the human psychosexual development.

23122 Dornseiff's Wortschatz nach Sachgruppen

Der deutsche Wortschatz nach Sachgruppen, created by Franz Dornseiff and first
published in 1933, is another noteworthy thesaurus of German. Dornseiff as well had
aspirations related to universality, and in the preface to the first edition he wrote that the
dictionary had linguistic goals which could also be useful for languages other than German
(Dornseiff, 1970, p. 5). In fact, he had originally proposed a conceptually organized
dictionary for Old Greek, but eventually this was realized for German (Hiillen, 1990, p. 156).

The hierarchy in Dornseiff’s classification consists of two levels. The top level is formed
by 20 categories which all expand further into 14-121 subcategories. The top level category
with the largest number of subcategories is "Society and Community", whereas the top level
category with the smallest number of subcategories is "Literature. Science". All in all, there

are 910 subcategories. The following lists the categories on the top level:

1. Inorganic World, Matter
2. Plants, Animals, Man (Physically)
3. Space, Location, Form

4. Size, Amount, Number, Degree
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10.

11

12.

13.

14.

15.

16.

17.

18.

19.

20.

Nature, Relationship, Event

Time

Visibility, Light, Colours, Sound, Temperature, Weight General Situation of the

Whole, Odor, Taste
Change of Location
Wanting and Acting

Feelings of the Senses

. Feeling. Emotional State. Personality Traits

Thinking

Signs, Communication, Languages
Literature, Science

Art

Social Relationships

Equipment, Technology

Economy

Justice, Ethics

Religion, The Supernatural.
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Dornseiff's system was later adopted by Dietmar Najock for creating a Latin vocabulary of

The Eclogues by Vergil, arranged according to conceptual categories (Najock, 2004). Najock

had first considered the use of the system developed by Hallig and von Wartburg, but he had

decided to use Dornseiff's system instead, because it offered a finer analysis (Kytzler, 2005).
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23123 Louw and Nida’s Greek-English Lexicon of the New Testament Based on

Semantic Domains

Johannes P. Louw and Eugene A. Nida published their Greek-English Lexicon of the New
Testament Based on Semantic Domains in 1988. As is evident from the title, this thesaurus
differs from the other thesauri dealt with here in that it is bilingual. Nida was a renowned
linguist and semanticist by background and published widely on various topics, such as
componential analysis (e.g. Nida, 1975), translation (e.g. Nida, 1969), and morphology (e.g.
Nida, 1949), whereas Louw’s main interest lay in the study of New Testament Greek (e.g.
Louw, 1973, 1982). The authors targeted the work primarily at translators of the New
Testament into various languages, but they anticipated that it might also be of interest to
biblical scholars, pastors, and theological students, as well as to linguists and lexicographers
(Louw & Nida, 1988, p. iv).

The Greek-English Lexicon of the New Testament contains the entire vocabulary of the
third edition of The Greek New Testament (Aland, Black, Martini, Metzger, & Wikgren
1975). The lexicon is arranged in a hierarchy which consists of 93 top level categories.
Lexical items related to objects and entities are grouped in categories 1—12, lexical items
related to events are grouped in categories 13—57, and lexical items related to abstracts and
relationals are grouped in categories 58-91. (Louw & Nida, 1988, p. vi) The following lists
show the first eight categories of each group (for the complete hierarchy, see University

Centre for Computer Corpus Research on Language, n.d.-c):

1. Geographical Objects and Features
2. Natural Substances

3. Plants
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4. Animals

5. Foods and Condiments
6. Artefacts

7. Constructions

8. Body, Body Parts, and Body Products

13. Be, Become, Exist, Happen

14. Physical Events and States

15. Linear Movement

16. Non-Linear Movement

17. Stances and Events Related to Stances
18. Attachment

19. Physical Impact

20. Violence, Harm, Destroy, Kill

58. Nature, Class, Example
59. Quantity

60. Number

61. Sequence

62. Arrange, Organise

63. Whole, Unite, Part, Divide
64. Comparison

65. Value
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Category number 92, "Discourse Referentials", consists of pronominal and deictic
expressions. The final category "Names of Persons and Places", number 93, is somewhat
different from categories in the other semantic ontologies mentioned here, in that it contains
proper names. (Louw & Nida, 1988, p. vi) All in all, 22 top level categories contain only one
level, whereas 70 top level categories expand into a second level. Only the top level category
"Time" expands into three levels, so for this reason I have included this category system
among shallow hierarchies rather than among deep hierarchies. The total size of the category

set is 587.

23.13 Differences and similarities in conceptual analysis method ontologies

There are various differences and similarities between the ontologies which represent the
conceptual analysis method. The editors of the A Thesaurus of Old English, in the
introduction to the work (Roberts et al., 1995, p. xxv), suggest that "Schemes of classification
have no inherent truth, but represent the best attempts of the compilers to present their
materials within a coherent and illuminating framework." Fischer (2004, p. 49, 54-55)
postulates that a truly universalist scheme cannot even exist, firstly, because there is no
general consensus about what is a "natural" or "logical" order of things, and secondly, because
any scheme will be coloured by the culture from which it originates and by the language in
which it is written. Moreover, Fischer points out that classifications also differ for the reason
that categorization is a multidimensional operation in that human beings will see most
concepts as belonging to several categories. Kay et al. (2009, pp. xix) propose very similar
thinking in their introduction to the HTOED. They remark that no semantic category is likely
to be wholly clear-cut and cite the example of the categories of "Music" or "Religion". Their

content is typically well-defined, but this brings into question as to how religious music
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should be categorized. A corresponding issue arose in section 2.2.3.3: Wilson and Thomas
(1997, pp. 58-59) point out that words do not always fall conveniently into predefined
semantic fields and cite as an example the word "sportswear" which could be classified both
in the semantic field of clothing and in the semantic field of sports. This view is also shared
by Hiillen (2006, pp. 14-15; 2009, p. 60) and Schmidt (1986, p. 788). Schmidt compares the

chase after the purely "objective" system to the chase after the same illusion as Kant’s "pure

object" and states:

The true test for any pre-established conceptual system can only be to what extent it is
acceptable to as many human minds as possible beyond the boundaries of individual
languages and cultures. That means the higher the degree of abstraction the greater is
the likelihood of universal acceptance. As long as we cannot reach general
understanding at this higher level of abstraction we cannot possibly find it on the level
of specific meaning. This does not mean that there should be only one system, it just
means that the basic ingredients of each system should be the same, while there could
be many different degrees of differentiation as well as differences in hierarchical order.

(Schmidt 1986, p. 788-789)

In fact, Archer, Rayson, Piao, & McEnery (2004, p. 817) have observed that even though
many semantic category systems are different in terms of their structure and granularity, they
often agree to a greater or lesser extent on the basic major categories they contain. Schmidt
(1986, p. 788) even suggests that a simple conversion program could rearrange any
conceptual dictionary from one conceptual system to another.

The similarity is clearly evident in the conceptual systems presented above, despite the
fact that they are arranged differently. They vary a great deal as to the depth of the hierarchy

and the number of categories they include, but they comprise the same "basic ingredients". In
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addition to the differences discussed earlier, there are some other disparities as well.
McArthur’s categorization appears the most practical, including several categories for
concrete entities, whereas, for example, the majority of Roget's and Dornseiff's categories are
more abstract by nature. Interestingly, McArthur’s 20 top level categories also include
"Entertainment, Sports, and Events". A category covering those topics does not exist on such
a high level in any of the other deep hierarchies. In the HTOED, there is a second level
category "Leisure" which subdivides on the third level into the categories "Entertainment",
"Social", "The Arts", "Sport", and "Dancing". In Roget’s plan of classification, the category
"Leisure" is placed on the third level. In Hallig and von Wartburg's system, there is a fifth
level category "Celebrations, Games, Amusements" which further expands into the
subcategories of "Festivals/Festivities", "Games/Diversions", "Sport", and
"Traditions/Customs".

Another interesting difference is the treatment of religious and supernatural issues. With
regard to the deep hierarchies, Roget, McArthur, and Hallig and von Wartburg place them in
the same top level category, whereas in the HTOED, they are placed in separate top level
categories. Within the HTOED, there is a second level category called "Faith" under the top
level category "The Social World", whereas the second level category "Supernatural" can be
found under the top level category "The External World". With regard to the shallow
hierarchies, Laffal’s one level system contains the categories "HOLY" (referring to religious
figures, activities, and objects) and "MYTH" (referring to the supernatural, the mythical and
the magical), and, similarly, Louw and Nida's system contains the top level category
"Supernatural Beings and Powers" as well as the top level category "Religious Activities". In
addition, Louw and Nida's system has a second level category "Be a Believer, Christian Faith"
under the top level category "Hold a View, Believe, Trust". In comparison, Dornseiff's

system, which contains fewer top level categories than Laffal's and Louw and Nida's systems,
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includes topics related to both religion and the supernatural in the same top level category.
Most of the category systems discussed here represent a modern view of the world and may
not be altogether applicable to historical texts'?, and the division between religion and the
supernatural is a good example of such a case. In the modern world, they are considered two
different issues, while, in earlier times, they were not necessarily separate from each other.
Looking back at the features 3—5 which Wilson and Thomas (1997, pp. 55-57; see section
2.2.3.3) suggest to be taken into consideration when choosing which system to use or when

developing a new system:

3) The system should be adaptable to possible amendments which are necessary for
treating a different period, language, register, or textbase.

4) Related to point 3, the system should operate at an appropriate level of granularity.
This means that the annotation system should contain conceptually related words
at varying levels of generality. There is no absolute in terms of granularity, but the
correct level depends at least partly on the aims of the end user.

5) Related to point 4, a hierarchical structure would be an advantage for being able to
adjust the granularity to the aims of the end user. If a system had a hierarchical
structure based on increasingly general levels of related words, it would be
possible to identify all these different levels without having to try to decide which
is the level the end user wishes to employ. Indeed, it would be easy for the end
user to look at all the different levels by simply moving up or down to the next

level of granularity in the hierarchy.

On the basis of these guidelines, systems which are built as deep hierarchies would be a more

practical choice than systems which are built as shallow hierarchies. Indeed, a deep hierarchy

'* An exception to this is the HTOED which is intended to cover Early Modern English and Old English.
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is more flexible, since the end user can determine the appropriate level of granularity
depending on the task at hand. Furthermore, it would be easier to amend a deep hierarchy if a
particular task requires.

Even though most of the work discussed here has concentrated on the English language,
there are many conceptual systems for other languages as well, in addition to the systems
mentioned above. One such is Paul Fortier’s (1989) ontology for his computer-aided analysis
system which he used for the analysis of French prose fiction. Moreover, Julio Casares (1942)
compiled the Diccionario ideologico which is the only existing large thesaurus for Spanish
and was later made available in electronic format (Valderrabanos, Diaz, & Pérez, 1994). To
date, no thesauri have been compiled for Finnish. There are two synonym dictionaries, the
Synonyymisanakirja ("Synonym Dictionary") (Jdppinen, 1989) and the Synonyymisanasto
("Synonym Lexicon") (Leino & Leino, 1990), but these are simply synonym finders which do

not utilize any categorization but only list total and partial synonyms in their entries.

232 Content analysis method

While exhaustive, semantically categorized thesauri provide the foundation for the
conceptual analysis method discussed above, the content analysis method uses a selection of
pre-established specialized dictionaries as a basis against which texts are compared, resulting
in different types of statistical analyses. In this method, the emphasis is on the general content
and on the distribution of lexical items within corpora to examine which of the materials are
relevant from a given viewpoint or for a specific purpose. This approach has been used, for
example, in psychology, in social and behavioural sciences, and in literary research. (Schmidt,
1986, pp. 780, 786) Thus, unlike conceptual analysis systems, content analysis systems are

not aiming at full coverage, but they concentrate on those categories which are relevant for
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the above fields. In the following three subsections, I will present three examples of such

systems.

23.2.1 General Inquirer

The General Inquirer system has been developed at Harvard University since 1961 for the
purposes of applying various computer-assisted content analysis procedures to the field of
social science. The core of the system is formed by two thesauri which are merged together.
The first of them is the Harvard III Psychosocial Dictionary. The developers call it a
psychosocial dictionary, since it was aimed at investigators with psychological and
sociological objectives and theories (Stone, Dunphy, Smith, & Ogilvie, 1966, p. 171).
Nowadays, the updated version is available as the Harvard IV-4 dictionary. The second
thesaurus is the Lasswell Value Dictionary. Together they contain a framework of 182
categories which are represented by tags (e.g. "Weak" representing the category related to
weakness, "Legal" representing the category related to legal, judicial, and police matters, and
"NonAdIt" representing the category related to infants and adolescents) (Harvard University,

n.d.-a). The Harvard IV-4 dictionary includes categories belonging to the following major

groups:

1. "Osgood"" three semantic dimensions (positive words, negative words, words
implying strength, weakness, active orientation, and passive orientation),

2. words of pleasure, pain, virtue, and vice,

3. words indicating overstatement and understatement, often reflecting presence or lack

of emotional expressiveness,

' These are categories which reflect psychologist Charles Osgood's semantic differential findings regarding

basic language universals (Harvard University, n.d.-a; Brooke, 2001, p. 3).
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4. words reflecting the language of a particular "institution",

5. words referring to roles, collectivities, rituals, and forms of interpersonal relations,
often within one of these institutional contexts,

6. ascriptive social categories as well as general references to people and animals,

7. references to places, locations, and routes between them,

8. references to objects,

9. processes of communicating,

10. motivation-related words,

11. other process or change words,

12. cognitive orientation (knowing, assessment, and problem solving),

nn

. u i vs. "we" vs. u" ori i W ,
13. pronouns reflecting an "i" vs. "we" vs. "you" orientation as well as names
14. "yes", "no", negation, and interjections,

15. verb types, and

16. adjective types.

In addition, there are two large valence categories: words of positive outlook and words of
negative outlook. The Lasswell Dictionary, which complements the Harvard IV-4 Dictionary,
in turn concentrates on issues dealing with value, and its categories are related to power,
rectitude, respect, affection, wealth, well-being, enlightenment, and skill (Harvard University,
n.d.-c). In both of these dictionaries, many of the categories further expand into subcategories.
In addition, the General Inquirer system is enriched with syntactic marker categories (e.g.
"Articles", "Genitives", "Prepositions", "Pronouns", "Conjunctions", "Endings", and
"Punctuation") and semantic marker categories (e.g. "Animate", "Collective", "Time",
"Distance", "Social Place", "Emotions", and "Degree Adverbs") as a resource for

disambiguation (Harvard University, n.d.-d). Furthermore, users can develop their own
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dictionaries and categories which can be made compatible with the General Inquirer system
(Harvard University, n.d.-b).

The basic procedure in this type of content analysis is to identify the relevant "language
signs" when and if they occur in text as instances of a particular semantic category, after
which they are scored. However, it is very seldom that only one semantic category is used,
but, in general, it is rather a selection of semantic categories, since a researcher usually wishes
to investigate relationships between of a number of categories which are represented in a
given text. Such a selection is referred to as a "content analysis dictionary". Thus, a content
analysis dictionary is ideally compiled with a view to testing one or more theories. (Stone et
al., 1961, pp. 134135, 139) By way of illustration, the researchers who carried out a study
about discriminating between genuine and simulated suicide notes used the categories:
"Roles", "Objects", "Emotional States", "Actions", "Institutions", "Statuses", "Qualities", and
"Symbolic Referents" (Ogilvie, Stone, & Schneidman 1966, p. 528). Consequently, results
with the very same text may well be very different depending on the selection of categories
(Schmidt, 1986, p. 786). However, it is often the case that a few narrow categories do not
fully or adequately reveal the complexity of the relationships among content and non-content
variables and thus may cause the generation of invalid or limited conclusions. This
phenomenon is referred to as "Weber’s Paradox". Instead, a broad category scheme should

reveal relationships which might not be captured by fewer variables. (Botchway, 1989, p. 42)

2322 Linguistic Inquiry and Word Count

Linguistic Inquiry and Word Count (LIWC) is a word counting software program which

references a dictionary of grammatical and content word categories. It is widely used for

quantitative analysis of text in the field of social sciences for a variety of psychological states
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and behaviours. Its development began in the 1980s from a series of studies carried out by
James Pennebaker in which he examined health improvements resulting from writing about
one’s thoughts and feelings related to a traumatic or stressful event. In the beginning,
Pennebaker used large groups of research assistants to conduct the analysis of the essays, but
the method was soon discovered to be too complex, unreliable, and subjective. As a solution,
he and his colleague, Martha Francis, developed a program which allowed the derivation of
several word count categories relating to emotions and cognitive processes, and over the
years, the program has been expanded and improved. In addition to the social sciences, LIWC
has also been utilized in the fields of computational linguistics, forensics, marketing, and
social computing, for example, to build a lie detector, a status encoder, and a social
barometer. (Chung & Pennebaker, 2012, pp. 206-207; Pennebaker, 1993, p. 541)

The core component in the LIWC software is its dictionary, the most recent version of
which is named the "LIWC 2015". It contains almost 6,400 words, word stems (such as
"hungr*"), and select emoticons, each of them belonging to one or more word categories or
subdictionaries (Pennebaker, Boyd, Jordan, & Blackburn, 2015, p. 2). The psychological and

content word categories are as follows (Pennebaker et al., 2015, pp. 3-4):

Psychological Processes
e Affective processes
o Positive Emotion

o Negative Emotion

=  Anxiety
= Anger
= Sadness

e Social Processes
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o Family

o Friends

o Female References
o Male References
Cognitive Processes
o Insight

o Causation

Discrepancy

o

o Tentative

(0]

Certainty

o Differentiation
Perceptual Processes
o See

o Hear

o Feel

Biological Processes
o Body

o Health

o Sexual

o Ingestion

Drives

o Affiliation

o Achievement
o Power

o Reward
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o Risk
e Time Orientations
o Past Focus
o Present Focus
o Future Focus
e Relativity
o Motion
o Space
o Time
e Personal Concerns
o Work
o Leisure
o Home
o Money
o Religion

o Death

Furthermore, there are categories for linguistic and other types of information, for example,
"Articles", "Auxiliary Verbs", "Negations", "Numbers", "Quantifiers", and "Informal
Language" which includes the subcategories "Swear Words", "Netspeak", "Assent",
"Nonfluencies", and "Fillers". Thus, one lexicon entry often belongs to more than one
category. For example, the word "cried" belongs to the categories "Sadness", "Negative
Emotion", "Overall Affect", "Verb", and "Verb Past Tense". Entries for the LIWC dictionary
have been collected from various sources, one of them being Roget’s Thesaurus. (Pennebaker

etal., 2015, p. 2-3, 6)
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The LIWC framework has been translated into other languages as well. These are: Arabic,

Chinese, Dutch, French, German, Italian, Portuguese, Russian, Serbian, Spanish, and Turkish.

2323 Minnesota Contextual Content Analysis

Minnesota Contextual Content Analysis (MCCA) is a program which analyzes textual
material to discover patterns of emphasized ideas as well as the social context or underlying
perspective reflected in texts. It has been used for various types of studies, and the textual
material investigated includes, for instance, transcripts of conversations, written documents,
such as diaries, organization reports, books, written or taped responses to open-ended
questions, media recordings, and verbal descriptions of observations (McTavish & Pirro,
1990, p. 245).

The MCCA dictionary, which the system relies on, includes 116 "idea categories" which

are grouped under the following 23 "supercategories"'®:

e Auxiliary Verbs

e Connectives

e Pronouns

e Conditionals

e Relative Pronouns

e Physical Descriptions
e Becoming Aware

e Role

e Time

'® The categories have been retrieved from the Help file of the MCCALite dictionary, downloaded from
http://www.clres.com/.
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The MCCA is one of the different modules incorporated into the DIMAP'” dictionary

Traditional Nouns
Pragmatic Nouns
Emotional Nouns
Analytic Nouns
Positive Adjectives
Negative Adjectives
Other Adjectives
Control Verbs
Analysis Verbs
Deviance Verbs
Activity Verbs
Pressure Verbs
Positive Reaction Verbs

Negative Reaction Verbs
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creation and maintenance software which improves the MCCA dictionary and the function of

the program by allowing the creation of sublexicons for individual categories. The

sublexicons are based on various sources, such as the WordNet synonym sets (see section

2.3.3). (Litkowski, 1997) Other dictionaries of the DIMAP framework include, for example,

the Alphabetic FrameNet Dictionary and the FrameNet Frame Element Dictionary (CL

Research, n.d.).

" DIMAP is an abbreviation for Dictionary Maintenance Program.



LARGE SEMANTIC LEXICAL RESOURCES FOR FINNISH 60

233 Related notions

In addition to the above-mentioned systems representing the conceptual analysis method
and content analysis method, there are also various other systems which rely on semantic
ontologies. This subsection contains a brief overview of those systems which are the most
interesting in regard to the topic of this thesis.

WordNet is a large semantic lexical database of English which is designed as a network.
Its development at Princeton University was started in 1985 (Miller 1998, p. xv), and since
then it has been a very popular source of semantic data among NLP researchers.

When developing the lexical resources, the WordNet project members collected words
from various sources, and when the list had become sufficiently long, they started to structure
it. The first division was carried out according to part of speech: nouns, adjectives, and verbs
were divided in separate groups or "nets". Later, in 1992, a group for adverbs was also
created. (Miller 1998, pp. xix) The top level of nouns consists of the following ten categories

(Gangemi, Guarino, & Oltramari, 2001, p. 290):

e Abstraction

e Act, Human Action, Human Activity
e Entity

e Event

e Group, Grouping

e Location

e Phenomenon

e Possession

e Psychological Feature
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e State

The words which are included in the groups divided by parts of speech are referred to as
"synsets" (synonym sets); synsets consist of all the words by which a given concept can be
expressed. In this sense, WordNet resembles a thesaurus. The synsets, in turn, are linked to
each other by means of various other semantic relations, such as hyponymy, meronymy, and
antonymy. However, WordNet differs from a thesaurus in the sense that the relations between
concepts and words are coded systematically. In this way, the user can select the relation that
guides him from one concept to the next and choose the direction in which he wishes to
navigate in this "conceptual space". Furthermore, WordNet contains features of an
alphabetical dictionary as well, since it gives definitions and sample sentences for most of its
synsets, and it also provides information about morphologically related words. (Fellbaum,
1998, pp. 4, 7-9)

The original English WordNet has constantly grown and evolved. In addition, there are
WordNets for dozens of other languages which all follow the Princeton WordNet design (The
Global WordNet Association, n.d.). According to Fellbaum (1998, p. 8), the majority of
lexicalized concepts are shared among languages, although some languages have words for
certain concepts which may not be lexicalized in another language. The Finnish WordNet,
which was first released in 2010, will be presented briefly in section 2.5.2.2.

Another important but quite different source of semantic data is FrameNet. This
computational lexicography project was initiated for the English language at the International
Computer Science Institute (ICSI) in Berkeley in 1997. The lexical database is built on the
theory of meaning referred to as "frame semantics" which was developed by Charles J.
Fillmore and his colleagues. The basic idea of frame semantics is that the word meanings can

be best described and understood in relation to semantic frames. The inspiration for the name
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FrameNet came from WordNet, a system also concerned with networks of meaning in which
words participate (Fillmore, Johnson, & Petruck, 2003, p. 235). Semantic frames are different
types of interactive situations which include all aspects of interaction that they may involve.
The situation itself is called a "frame", and participants, props, and other aspects are referred
to as "frame elements". Frames are linked to each other with different frame relations. (Baker,
2012, s. 270) An example of a frame is "Apply heat" which includes the following frame

elements (FrameNet, n.d.-a):

e Cook (the person who is doing the cooking)
e Food (the food that is being cooked)
e (Container (the object inside or on which the food is cooked)

e Heating_instrument (the source of heat)

By way of illustration, the Cook could be Jamie Oliver, the Food could be crumble, the
Container could be a baking dish, and the Heating_instrument could be an oven.

FrameNet has been developed by annotating sentences from real-life corpora which are
expected to show how words are actually used. Thus far the annotation work has been carried
out manually, which is very time-consuming. (FrameNet, n.d.-a) However, in a recent project,
new software tools have been built to facilitate the development process. This project is
named "Rapid Vanguarding", and the tools have been modelled on the Sketch Engine (Baker,
2012, p. 274). Sketch Engine is a lexical profiling program developed by Adam Kilgarriff and
colleagues (Kilgarriff et al., 2014).

Boas (as cited in Baker, 2012, p. 279) points out that the theory of frame semantics has
always presupposed that many frames should be more or less language-independent. Similarly

to WordNet, FrameNet was also originally developed for English, but later the framework has
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been extended to include parallel FrameNets in various other languages (FrameNet, n.d.-b).
The Finnish FrameNet will be briefly presented in section 2.5.3.

Yet another valuable source incorporating machine-readable semantics is offered by the
ontologies which have been developed within the framework of the Semantic Web project.
This project was initialized by the World Wide Web Consortium which was founded by Tim
Berners-Lee. The need for such an initiative arose from the fact that the content of the
Internet, consisting of text and pictures, can be easily manipulated by human beings, but it is
not easily accessible to computers. If semantic information was incorporated into the Internet,
this would make its content more easily machine-processable. (Antoniou, 2012, pp. 1-3) The
World Wide Web Consortium is now worldwide, and a Finnish Semantic Web project has
also been undertaken. This project will be briefly presented in section 2.5.2.1.

The different sources of semantic information do not necessarily need to be completely
separate from one other, but prospects of co-operation have been investigated. FrameNet and
WordNet were created for different purposes, and their data structures are different. During
the past few years, however, there have been collaborative attempts to align FrameNet and
WordNet and make them interoperable in order to produce a resource with would combine the
strengths of them both (Baker, 2012, p. 275). A case study which describes how the synsets
and definitions of WordNet and the syntagmatic information of FrameNet can complement
each other was carried out by Collin Baker and Christine Fellbaum (2009). In addition, there
have been plans to utilize FrameNet for the automatic identification and disambiguation of
word meanings in the Semantic Web (Narayanan, Fillmore, Baker, & Petruck, 2002).

Similarly, even though thesauri and alphabetical dictionaries differ from each other, they
can be used to complement one another. The electronic age has changed the nature of thesauri
and alphabetical dictionaries in a revolutionary way. Firstly, the space constraints of the

printed format do not apply anymore and, secondly, the abundance of new possibilities to
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carry out searches has made it possible to include various novel arrangements to present
lexical information. One good example of such a dictionary is the Macmillan English
Dictionary, first published in 2002, which is targeted at learners of English. In addition to the
printed book, it is also available as both CD-ROM (Rundell, 2002) and Web versions
(Macmillan, n.d.). Among many useful features to help users with their language skills, all the
senses listed in the alphabetical dictionary entries provide a link to the thesaurus containing
synonyms and other related words. In addition, all the words in the dictionary definitions and
the thesaurus are interlinked, so the user can, for example, click on one of the synonyms the
thesaurus has offered him and look up more information on that word in the alphabetical
dictionary.

Another way of enriching alphabetical dictionaries with semantic information is the use of
domain labels. An example of such a dictionary is the electronic version of the Collins
English Dictionary (2000) which groups its entries under various subject field codes. The

seven major subject field codes are:

1. Arts

2. Business and Economics
3. Recreation and Sports

4. Religion and Philosophy
5. Science and Technology

6. Social Science and History

7. General

These major subject fields are not in themselves coded, but instead, the dictionary entries are

coded according to related subfields. The subject field code "General", however, has not been
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subdivided at all and thus has been left completely uncoded. In addition, not all the words in
the dictionary are coded exhaustively, though most of the domain specific terms are. (Archer
et al., 2004, pp. 819-820)

Subject field codes have also been utilized in the WordNet Domains project in which
WordNet synsets have been semi-automatically annotated with one or more domain labels.
The total number of the categories is 200, and they are organized hierarchically (Fondazione
Bruno Kessler, 2009b). The work was motivated in several respects (Magnini & Cavaglia,

2000, p. 1413):

1) Subject field codes provide cross-categorial information which WordNet, for the
most part, lacks.

2) Synsets are the appropriate semantic level for subject field code annotation.

3) Subject field codes play an important role in multilingual Wordnet-like resources,

since they are considered basically language-independent.

The first two levels of the hierarchy are as follows (Fondazione Bruno Kessler, 2009a):

e Doctrines
o Archaeology
o Art
o Astrology
o History
o Linguistics
o Literature
o Philosophy

o Psychology
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@)

Religion

e Free Time

@)

@)

Play

Sport

e Applied Science

O

@)

@)

Agriculture
Alimentation
Architecture
Computer Science
Engineering
Medicine

Veterinary

e Pure Science

O

@)

@)

Astronomy
Biology
Chemistry
Earth
Mathematics

Physics

e Social Science

Administration
Anthropology
Artisanship
Body Care

Commerce
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o Economy
o Fashion
o Industry
o Law

o Military
o Pedagogy
o Politics
o Publishing
o Sexuality
o Sociology
o Telecommunication
o Tourism
o Transport

e Factotum

The synsets which do not belong to a specific subject field code but rather can appear in
almost all of them, were assigned the last subject field code in the list, "Factotum" (Magnini

& Cavaglia, 2000, p. 1414).

2.4 UCREL Semantic Analysis System

In this subsection, I will discuss work and research particularly closely related to the topic
of this thesis, namely the UCREL Semantic Analysis System (USAS), to which the FST
belongs. I will start by presenting the EST and its semantic lexicons which have been used as

models when developing the Finnish counterparts. Subsequently, I will briefly introduce other
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extensions to the USAS framework which has now evolved into a multilingual semantic

annotation system.

24.1 English Semantic Tagger

One example of programs undertaking automatic semantic analysis of text is the EST
created at UCREL'® at Lancaster University. It consists of two components: a) semantic
lexical resources and b) software which assigns semantic tags to each word in running text.
The software achieves this on the basis of information which is contained in the semantic
lexical resources as well as in the various rules and algorithms of the EST.

Since the beginning of the 1990s and within the framework of several different projects,
the UCREL team has been developing the EST for the annotation of both spoken and written
data with the emphasis on general language. The EST was first applied to the analysis of
interview transcripts in market research (Wilson & Rayson, 1993) and to the stylistic analysis
of written and spoken English (Wilson & Leech, 1993) in projects named ACASD
(Automatic Content Analysis of Spoken Discourse) and ACAMRIT (Automatic Content
Analysis of Interview Transcripts) as well as to a pilot study of a large corpus of doctor-
patient interactions (Thomas & Wilson, 1996). Subsequently, the software was utilized in the
REVERE (Requirements Reverse Engineering to Support Business Process Change) project
in the area of software engineering (Rayson, Emmet, Garside, & Sawyer, 2001). In our
language technology project Benedict, which was introduced in chapter 1, we used semantic
taggers for English and Finnish together to build a context-sensitive search tool for a new type
of intelligent electronic dictionary. The EST has also been redesigned to create a historical

semantic tagger for English (Alexander et al., 2015). In addition, the EST has been applied to:

'8 For more information, see http://ucrel.lancs.ac.uk/.
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e analysis of personal weblogs in Singapore English (Ooi, Tang, & Chiang, 2007),

e analysis and standardisation of SMS spelling variation (Tagg, Baron, & Rayson,
2012),

e analysis of the semantic content and persuasive composition of extremist media
(Prentice, Taylor, Rayson, Hoskins, & O'Loughlin, 2011),

e corpus stylistics (e.g. Calvo Maturana, 2012),

e detecting gender and spelling differences in Twitter and SMS (Baron et al., 2011),

e discourse analysis (e.g. O’Halloran, 2011; Davis & Mason, 2013; Al-Hejin, 2015),

¢ finding contextual translation equivalents for words in the Russian and English
languages (Sharoff, Babych, Rayson, Mudraya, & Piao, 2006),

e key domain analysis (e.g. Rayson & Smith, 2006),

e language of suicide notes (e.g. Shapero, 2011),

e metaphors in political discourse (e.g. L"Hote & Lemmens, 2009),

e ontology learning (e.g. Gacitua, Sawyer, & Rayson, 2008),

e phraseology (e.g. Granger, Paquot, & Rayson, 2006),

e political science research (e.g. Klebanov, Diermeier, & Beigman, 2008),

e protection of children from paedophiles in online social networks (e.g. Rashid,
Greenwood, Walkerdine, Baron, & Rayson, 2012),

e psychological profiling (e.g. Hancock, Woodworth, & Porter, 2014),

e sentiment analysis (e.g. Simm, Ferrario, Piao, Whittle, & Rayson, 2010),

e training chatbots and comparing human-human and human-machine dialogues
(Abu Shawar & Atwell, 2003), and

e deception detection (e.g. Markowitz & Hancock, 2014).
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The EST is available via the Wmatrix'? interface, and a complete list of publications and

applications using Wmatrix can be found at Lancaster University (n.d.).

24.1.1 Semantic tagset

The categories representing different semantic fields are symbolized by codes referred to
as "semantic tags", and together these semantic tags form a "semantic tagset". The semantic
tagset which the USAS framework employs was loosely based on the categorization used in
LLOCE (McArthur, 1981; see section 2.3.1.1.2). The UCREL team considered that this
offered the most appropriate thesaurus-type classification for the type of sense analysis for
which they wanted to develop their semantic tagger. The tagset has since been expanded and
amended in the light of lessons learned from the practical tagging problems which were
encountered in the course of the research. (Archer, Wilson, & Rayson, 2002, p. 2)

The present USAS tagset has been arranged into a hierarchy of 21 top level semantic
categories which further expand into 232 subcategories. With the tagset, everything that exists
in the world or can be imagined can be described, whether they be concrete entities or abstract
concepts. Each category contains words which are related to each other. These words can be
synonyms, antonyms, hyponyms, as well as meronyms, and they represent all parts of speech.

Table 1 below displays the top level semantic categories of the hierarchy.

' For further information, see Rayson, 2003.
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Table 1

Top Level Semantic Categories of the USAS Semantic Tagset

A General & Abstract Terms

B The Body & The Individual

C Arts & Crafts

E Emotional Actions, States, & Processes

F Food & Farming

G Government & The Public Domain

H Architecture, Building, Houses, & The Home
I Money & Commerce

K Entertainment, Sports, & Games

L Life & Living Things

M Movement, Location, Travel, & Transport

N Numbers & Measurement

(0] Substances, Materials, Objects, & Equipment
P Education

Q Linguistic Actions, States, & Processes

S Social Actions, States, & Processes

T Time

w The World & Our Environment

X Psychological Actions, States, & Processes
Y Science & Technology

z Names & Grammatical Words

71

A list of all top level categories and subcategories is presented in Appendix A in English and

in Appendix B in Finnish. The reader is advised to consult these appendices if a semantic tag

is not explained or clear from context.
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A semantic tag consists of various markers as described in Archer et al. (2002, pp. 1-2). A
semantic tag always begins with an upper case letter which indicates the top level semantic
category. This letter is followed by a digit which indicates the first subdivision in the field.
The simplest possible semantic tag contains one upper case letter and one number. For
example, the tag for "sentimental" is E1 ("Emotional Actions, States and Processes: General")
and the tag for "daffodil" is L3 ("Plants"). If there are more subdivisions, one or two more
numbers can be added (e.g. the tag for the verb "reschedule" is T1.1 ("Time: General") and
the tag for "tomorrow" is T1.1.3 ("Time: General: Future")). According to Piao et al. (2005a),
the depth of the semantic hierarchical structure is limited to a maximum of three layers, since
this has been found to be the most feasible approach. In theory, it would be possible to
include as many layers of subdivision of meaning until no further subclassification is possible,
but semantic field analysis schemes which are too complex may cause problems for practical
analysis. That said, the existing semantic categories can be subdivided for a particular task if
need be, since the deep hierarchy structure allows to amend the system easily.

In addition to the numbers and digits, it may sometimes be necessary to add one, two, or
even three plus or minus markers to the semantic tags to indicate antonymous pairs or a
positive or a negative position on a semantic scale. For example, "old" is tagged as T2+,
whereas "young" is tagged as T2-; "accessory" is N5++, whereas "inferiority" is A5.1--;
"archaic" is T3+++, whereas "avant-garde" is T3---. Similarly, comparative and superlative
forms of adjectives and adverbs which are formed with inflections are expressed utilizing plus
and minus markers. For example, the adjective "easy" has been assigned the semantic tag
A12+, the comparative form "easier" is tagged as A12++, and the superlative form "easiest"
as A12+++. Moreover, markers "m" and "f" indicating gender are also used. For example, the

semantic tag S4f is used for "aunt" and the semantic tag S4m for "bridegroom".
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As noted in section 2.3.1.3, not all words always fall neatly into predefined semantic
categories but rather are somewhat "fuzzy" sets, where one word can belong to two or even
three categories. This multiple membership of categories is indicated in the context of the
USAS framework by a "slash tag" (also known as a "portmanteau tag"). By way of
illustration, "classroom" is tagged P1/H2, since it can be considered to belong both to the
category "Education in General" (P1) and to the category "Parts of Buildings" (H2).
"Neurotic" is tagged B2-/X1, where the semantic tag B2 represents the category "Health and
Disease", so B2- stands for ill health or disease, and X1 represents the category
"Psychological Actions, States, and Processes in General". "Tattoo" is tagged as C1/B1 ("Arts
and Crafts" / "Anatomy and Physiology"). The semantic tag for the verb "improve" is
represented by AS.1+ ("Evaluation: Good/Bad", with the plus marker indicating "good") and
also A2.1 ("Affect: Modify, Change"). Thus, A5.1+/A2.1 stands for "change into good".
These markers will be discussed in more detail in section 3.4 with many Finnish-language
examples from the equivalent semantic lexical resources for Finnish. In addition, the USAS
tagset uses five other symbols (Archer et al., 2002, p. 2), but these will not be discussed here,
since they are relatively rare in the English semantic lexical resources and do not appear at all
in the Finnish semantic lexical resources.

Unlike many other present-day semantic taxonomies, the USAS semantic tagset is
concept-driven rather than content-driven. This means that it aims at providing a conception
of the world that is as general as possible, instead of trying to offer a semantic network for
specific domains. (Piao et al., 2005a) If or when it is necessary to have a finer-grained
taxonomy for a certain task or purpose, it will be relatively easy to expand the present system

simply by adding new levels of subcategories or by using more specific slash tags.
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24.1.2 Semantic lexical resources

The English semantic lexical resources, the knowledge base for the EST, consist of two
different parts: 1) lexicon of single words and 2) lexicon of MWEs which contains verb
phrases (e.g. "come across"), noun phrases (e.g. "computer file"), multiword proper names
(e.g. "United Kingdom"), idioms (e.g. "kick the bucket") depicting single semantic units or
concepts. These resources were created manually by first adding semantic tags to the
dictionaries of the CLAWS POS tagger (see sections 2.2.3.1 and 2.4.1.4), and, subsequently,
they were expanded by adding words which were collected from large text corpora (Piao et
al., 2005a). The EST lexicons contain both basic and inflected forms, since there was no
reliable lemmatiser™ available for the English language when the development of the EST
started.

The information about the single word lexicon entries can be found in three different
columns. The first column indicates the word and the second column its part of speech
generated by CLAWS?'. For example, as shown in the sample below, "misconceptions” is a
plural common noun, "misdirected" is the past participle of a lexical verb, and "misguided" is
a general adjective. The third column indicates the semantic category. The simplest scenario
occurs when the word has only one sense, in which case only one semantic tag will have been
attached to the lexicon entry (e.g. in the case of "misfortune" below). If the word is
ambiguous, in that it has more than one sense, the different senses are listed in the third
column arranged in frequency order (e.g. in the case of "miserably" below). The following is

a sample from the single word lexicon:

A lemmatiser is a program which reduces words in the input text to basic forms.
! The full CLAWS tagset can be found at http://ucrel.lancs.ac.uk/claws7tags.html. The architecture of the
EST will be discussed in section 2.4.1.4.
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misconceptions NN2 A5.2-/X2.1

misdirect VVI M6/AS5.3- Q2.2/A5.3-
misdirected VVN M6/AS5.3- Q2.2/A5.3-
miser NN1 S1.2.24+/S2mf
miserable 1 E4.1- N3.2-
Miserables NP1 Z3

miserably RR E4.1- N3.2- AS5.1-
misery NN1 E4.1-

misfit NN1 A6.2-/S2mf
misfortune NNI Al4

misguided I X2.5-

mishear VVI X3.2/A5.3-

By comparison, the information in the MWE lexicon entry is presented in two columns.
The first column in the lexicon entry includes both the MWE and the relevant grammatical
and syntactic information, which will be dicussed in more detail in the following paragraphs,
and the second column indicates the semantic category. If the MWE is ambiguous, the
semantic tags for the different senses are arranged in frequency order in the same way as in
the single word lexicon.

All the MWE lexicon entries are written into templates, whereby they consist of patterns
of words and grammatical and syntactic information presented in the first column. Often they
also contain symbols known as "wild cards" that can represent any character or group of

characters. The following is a sample from the MWE lexicon:

dope NNI1 pusher* NN* F3/S2mf
dormer NNI1 bungalow* NN* H1
doss* * {R*} about RP K1

doss* * {R*} around RP K1
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dot* *every AT1i ZZ1 and_CC cross* * every AT1t ZZ1 NS5.1+

dotted_* {R*/Np/PP*} about * M6

dotted * {R*/Np/PP*} around * M6

dot NN1 matrix NNI1 Y2

doubl* * {Np/P*/R*} up RP N5+/A2.1 A6.1+ E4.1+ S1.1.2+
double-decker JJ sandwich* NN* F1

double * breasted * B5

double * check* * X2.4/N6+

Wild cards enable the EST to recognize MWEs which have similar structures. For
example, the template "* * shortage* *" would capture the expressions "labour shortage" and
"fuel shortages". Furthermore, the EST recognizes not only continuous MWEs, that is,
expressions in which it is not possible to add any embedded elements between the
constituents (e.g. "dope pusher") but also discontinuous MWEs, that is, expressions inside
which it is possible to add varying embedded elements (e.g. "double up"). By way of
illustration, the template "doubl* * {Np/P*/R*} up RP" would capture both the expression
"double up the reward" and the expression "double the price up". As a result, the MWE
lexicon covers many more MWESs than is the number of individual entries. All these symbols
will be presented and discussed in more detail in section 5.2.2.2 in which I draft guidelines for
writing templates for Finnish MWEs.

The semantic lexical resources for the EST were last significantly updated and expanded
in 2006, and in the present form they contain 54,953 single words and 18,921 MWEs
(Mudraya, Babych, Piao, Rayson, & Wilson, 2006, p. 6). Additionally, the resources include a
small autotagging lexicon. This comprises around 50 fixed patterns which can have many
possible instantiations. Such expressions can be tagged effectively through the use of wild

cards. (Rayson, Archer, Piao, & McEnery, 2004, p. 9) For example, the autotagging lexicon
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entry "*kg" (kilograms) would tag all combinations of numbers and the abbreviation "kg" as

N3.5 which represents the semantic category "Measurement: Weight".

2.4.1.3 Disambiguation procedures

Just as with POS tagging, the task of semantic tagging can also be broadly subdivided into

two phases (Garside & Rayson, 1997, p. 188):

1) Tag assignment: All potential semantic tags are to be attached to each word.
2) Tag disambiguation: From this set of all potential semantic tags, the contextually

appropriate one is selected™.

If a word in a text is included in the semantic lexical resources, if it has only one sense, and if
is not a part of a MWE, tagging it correctly is a straightforward task for a semantic tagger. If
this is not the case, the task becomes far more difficult, since successful semantic tagging
entails being able to both recognize if a word is a single word or part of a MWE and to
identify which of the senses is the appropriate sense in a given context if the word has more
senses than one.

There are seven procedures which the EST can utilize for the task of semantic tag
disambiguation, in other words, for finding the correct semantic tag for the given sense

(Garside and Rayson, 1997, pp. 190-192; Piao, Rayson, Archer, Wilson, & McEnery, 2003):

22 Note, however, that not all systems, such as LIWC, include this phase.
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1) POS tag

The first disambiguation method is the POS tagging already introduced in section
2.2. which takes place prior to semantic tagging and is carried out by the CLAWS POS
tagger. By way of illustration, "address" can be either a singular common noun or a

basic form of a lexical verb:

address NN1 H4 Q2.2

address \AYY Q1.2Q2.2Al.1.1

If CLAWS determines that the tag NN1 representing a singular common noun is the
relevant grammatical tag, this simplifies the task of the semantic tagger by leaving it
with only two candidate semantic tags to choose from: the tag H4 representing the

category "Residence" and the tag Q2.2 representing the category "Speech Acts".

2) General likelihood ranking for single word and MWE tags

The senses in the semantic lexicon entries have been arranged in frequency order
according to information obtained from frequency-based dictionaries, past tagging
experience, and intuition of the compilers. The most frequent and thus the most likely
semantic tag is placed first, the second most frequent and thus the next likely semantic
tag is placed second, etc. As a consequence, if there is no other disambiguation method
which the program can apply, it is wisest to use the first tag, since that represents the
most common sense and is thus most likely to be the correct tag. By way of

illustration, the lexicon entry for the noun "mouse" contains the following tags:

mouse NN L2mfn Y2 S1.2.3-/S2mf
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The tag NN1 is a POS tag assigned by the CLAWS component and indicates a
singular common noun. The POS tag is followed by the relevant semantic tags. The
first semantic tag, L2, represents the category "Living Creatures Generally", so the
first and thus the most common sense is that of a rodent. The second semantic tag, Y2,
represents the category "Information Technology and Computing", so here it refers to
the pointing device for the computer. The third and the least likely sense is that of a

quiet or timid person, which is represented by the semantic tag S1.2.3-/S2mf.

3) Overlapping idiom resolution

Normally, MWEs take priority over single word tagging. In other words, the
semantic tagger first matches the text against the MWE templates, and if it discovers
words which match a template and thus together form a MWE, it tags these words
together as a unit having the same sense. If no suitable MWE template is discovered, a
word is considered to be a single word and tagged individually. However, in some
cases, MWE templates can overlap, in that some MWE templates can produce more
than one set of possible taggings for the same set of words. To resolve such situations,
a set of rules has been developed, whereby these rules help to determine which of the
MWE templates is the most likely one and should therefore be favoured. The rules
take account of both the length and the span of the MWEs and of how much of the

template is matched in each case.

4) Domain of discourse
If the domain or topic of discourse in a given text is known, this information can be

used to "weight" tags, in other words, to alter the order of semantic tags in the single
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word lexicon and MWE lexicon for a particular domain. Taking the noun "mouse"

again as an example:

mouse NNI1 L2mfn Y2 S1.2.3-/S2mf

If the topic of discourse in the text dealt with computing, it would be sensible to
weight the category Y2 ("Information Technology and Computing") to automatically

raise its likelihood, since this would be the most likely sense in this context.

5) Text-based disambiguation

Gale, Church, and Yarowsky (1992, pp. 233-237) carried out experiments with
polysemous words to support their hypothesis that well-written discourses tend to
avoid multiple senses of polysemous words. Indeed, they discovered that this tendency
was as strong as 98%. One of their test words was "sentence", and the same sense
repeatedly appeared both in texts which deal with grammar and in texts which deal
with the law. If this hypothesis continued to hold in other cases, it would represent an
important addition to the methods for determining word senses. This approach has not,
as yet, been implemented in the EST, but it resembles the above-mentioned procedure
number 4 with the exception that, while in procedure 4 the weighting is adjusted

manually, in this approach the weighting would be determined by the program.

6) Template rules

The same type of template rules that are written for the identification of MWESs can

also be used for detecting certain senses of words. For instance, when the noun
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"account" occurs in a sequence, such as "someone’s account of something", it is very

likely to mean "narrative explanation" and not "bank account".

7) Local probabilistic disambiguation

It is generally supposed that the local surrounding context determines the correct
semantic tag for a given word. Thus, the surrounding context can be identified in terms
of a) the words themselves, b) their grammatical tags, ¢) their semantic tags, or d)
some combination of all three. An application of this method named the “Domain
Detection System” was developed in the Benedict project, where the most probable
sense of a word was calculated by making use of information about the other words in
the same sentence. The Domain Detection System is described in more detail in

Lofberg et al., 2004.

2.4.1.4 Program architecture and evaluation

The EST is built on four components. They are: 1) the CLAWS POS tagger, 2) the
lemmatiser, 3) the semantic tagging component, and 4) the auxiliary manipulating
components, such as the disambiguation template rules described in the previous subsection
and the small auto-tagging lexicon described in section 2.4.1.2. The lemmatiser was
incorporated into the EST during the Benedict project for the dictionary look-up function. The
semantic tagging component consists of the semantic lexical resources (described in section
2.4.1.2) and the software that implements algorithms of semantic disambiguation which then
automatically links words in a text to one or more semantic categories. The following figure

illustrates the multi-level structure of the EST:
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Figure 1. Architecture of the English Semantic Tagger

When text is entered into the EST, CLAWS analyses the text grammatically and assigns

each word all possible grammatical tags. In the next phase, in order of likelihood, the

lemmatiser finds the basic form of the word. Thereafter, the semantic tagging component

matches the patterns of the output against the patterns in the single word and MWE lexicons,

utilizing the auxiliary manipulating components, and then assigns each single word and MWE

a semantic tag which denotes its meaning. For example, the sentence "It was very warm and

summery yesterday, and many people sat on a park bench to enjoy the warm weather." is

tagged in the following way:

0000001 002

0000002 010

0000002 020

0000002 030

0000002 040

PPHI It
VBDZ was
RG very
1 warm

78

A3+ 75

Al133

04.6+ 04.2+ S1.2.1+
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0000002 050

0000002 060

0000002 070

0000002 071

0000002 080

0000002 090

0000002 100

0000002 110

0000002 120

0000002 130

0000002 140

0000002 150

0000002 160

0000002 170

0000002 180

0000002 190

0000002 200

0000002 201

The EST has been tested many times with excellent results. The latest evaluation of the
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semantic lexical resources for the EST was carried out by Piao, Rayson, Archer, and McEnery

(2004) in which an indicator referred to as "lexical coverage" was calculated. Lexical
coverage shows how many of the single words and MWEs in the test corpus the EST
recognizes, in other words, how many of those single words and MWEs are included in the

semantic lexical resources. The results from tagging modern English were reported to range

between 98.49% for the BNC Sampler Corpus (1,956,171 words) and 95.38% for the METER

Corpus of law and court journalism reports (241,311 words), which is an outstanding result

and demonstrates that the semantic lexicons are able to deal with most general domains. The
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lexicons were also tested on six different historical corpora, and the results ranged between
92.76% and 97.29%. The overall performance of the EST was evaluated by Rayson et al.
(2004), where a corpus containing 124,900 words from transcriptions of 36 informal
conversations was used for the experiment. The corpus was tagged with the EST, after which
it was manually corrected by a team of post-editors. The accuracy™, that is the number of
single words and MWEs the EST is able to recognize and tag correctly, was calculated at
91.05% which is an excellent result. Moreover, Piao et al. (2003) carried out an evaluation of
the accuracy of the MWE component of the EST using the newspaper section of the METER
corpus, which consists of more than 250,000 words, as test material. In this case, the result

was 90.39%* which was shown to be comparable to other existing systems.

24.2 Extension of the semantic tagger framework for other languages

The EST has functioned as a basis for the development of equivalent semantic taggers for
other languages. Such equivalent tools also enable the development of multilingual NLP, text
mining, and other information and communications technology (ICT) systems. The first non-
English semantic tagger was the FST described in this thesis, while the second was the
Russian Semantic Tagger (RST). The latter was developed in the ASSIST (Automatic
Semantic Assist for Translators) project to provide contextual examples of translation
equivalents for words from the general lexicon between English and Russian languages
(Mudraya et al., 2006). The development of the FST and the RST was a relatively similar
process, involving the modification of the software framework originally created for English

to meet the needs of the analysis of Finnish and Russian respectively. In addition, this work

2 Also the term "precision" has been used in the same context when evaluating the performance of the
USAS semantic lexicons.
2 Allin all, 3,792 MWE:s out of 4,195 were tagged correctly.
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involved the manual construction of the semantic lexicons, the knowledge base for the
programs, which is a very time-consuming task.

During recent years, new semantic taggers have been developed, and new methods have
been utilized to carry out the lexicon development much more rapidly. These methods involve
bootstrapping new semantic lexical resources via automatically translating the English
semantic lexicons into other languages. This proved a very successful approach for languages
for which there are appropriate high-quality bilingual lexicons available (Piao, Bianchi,
Dayrell, D'Egidio, & Rayson, 2015). At present, there are also equivalent semantic taggers
Czech, Chinese, Dutch, French, Italian, Malay, Portuguese, Spanish, Urdu, and Welsh. The
lexical coverage potential of 12 languages was recently evaluated in Piao et al. (2016).
Furthermore, there are plans now to extend the USAS framework next for Arabic, Norwegian,

and Swedish. The semantic taggers are available via the USAS Web interface™.

25 Key Points on the Finnish Language

In this section, I will briefly introduce the Finnish language and provide a brief overview
of some of its specific grammatical features which have had an effect on the development of
the Finnish semantic lexical resources and the FST software more generally. This will help
non-Finnish speakers to understand the discussion about the grammar and structure of Finnish
in the subsequent chapters. Following that, I will review previous work and research which

has been reported on the creation of related lexical resources for Finnish.

* For more information, see http://ucrel.lancs.ac.uk/usas/.
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251 Origins and structure of Finnish

Finnish belongs to the Finno-Ugric language family together with, for example, Estonian,
Hungarian, the Sami languages (spoken in the North of Finland, Norway, and Sweden, and in
the far north-west of Russia), as well as Karelian, Vepsian, Ludian, Votian, and Livonian
(spoken in Russia, around the south and east of the Gulf of Finland) (Karlsson, 1999, p. 1).
Finnish is spoken by the vast majority of the people living in Finland whose population is at
present almost 5,500,000 people, with the second official language being Swedish. Finnish is
one of the official languages of the European Union.

Finnish differs from English in many respects. For example, Finnish does not contain
grammatical gender, with the pronoun Adn being used to refer to both males and females.
Finnish uses the Latin alphabet set similar to the English alphabet with three additions: the
characters 4, d, and 6. The writing mainly corresponds to the pronunciation, and the main
word stress is on the first syllable.

A very distinctive feature of Finnish is its rich morphology. Finnish is an agglutinative,
synthetic language, whereas English is by and large an analytic language. Finnish
predominately uses inflections where English uses prepositions, which often results in fairly
long words in Finnish. In their study, Heikkinen, Lehtinen, and Lounela (2001, p. 13) used the
Finnish Parole corpus to investigate various aspects of Finnish. Among other things, they
calculated that the average length of a single Finnish word is 8.5 characters. By comparison,
the average word length in English is approximately five characters (Kornai, 2007). At the
same time, Finnish sentences usually contain fewer words than the equivalent sentences in
English (see, for instance, the example sentences in section 3.5). The discussion about Finnish
morphology will continue in section 2.5.1.1. Furthermore, the fact that Finnish does not use

articles, which are usually very short words, increases the average word length. Only
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approximately 10% of Finnish words in running text are grammatically ambiguous, because
the stems of Finnish words are relatively long compared to English, and often the inflections
reveal the part of speech in question (Koskenniemi, 2013, p. 18). The rich morphology
permits a relatively flexible word order in a sentence, since abundant information about the
part of speech and the syntactic function of a word is usually attached to the stem of the word
in the form of various endings and enclitic particles. It is often, therefore, possible to change
the order of words without changing the core meaning of the sentence or making it
incomprehensible. In many other languages, such as English, this would not be possible
because of all the separate articles, prepositions, etc., but it would simply result in confusion.
The discussion about Finnish word order will continue in section 2.5.1.3.

The most important methods for forming new words in Finnish are compounding and
derivation. Approximately 10—15% of dictionary entries are basic words, 20-30% are
derivatives, and 60-70% are compounds. (Koskenniemi et al., 2012, p. 47) By way of
illustration, the words kdsittdd ("to understand", "to comprise"), kdsitys ("impression",
"opinion"), kdsitelld ("to handle", "to treat", "to deal"), kdsittely ("handling", "treatment",
"hearing"), kdsitteellinen ("conceptual"), kdsitettdivyys ("comprehensibility"), and
kasittamdttomyys ("incomprehensibility") have all been derived from the word kdsi ("hand")
(Ruppel, forthcoming). Compounding will be discussed in more detail in section 2.5.1.2.

In the Benedict project, we adapted the semantic tagger which was originally developed
for the analysis of the English language to meet the needs of semantic analysis of Finnish.
With regard to the software component, we noted in the course of the development process
that the basic architecture of the EST was applicable for the semantic analysis of Finnish as
well, but some modifications were still necessary. Moreover, the semantic lexical resources
for Finnish were created from scratch by the author. In the following three subsections, I will

provide a brief overview of those particular features of Finnish which had an effect on the
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development of the FST, both in terms of the semantic lexicons and the software. The reader
interested in a more comprehensive account of the Finnish grammar is referred to Karlsson

(1999, written in English) and Hakulinen et al. (2004, written in Finnish).

25.1.1 Rich morphology

Finnish often uses endings where many Indo-European languages make use of
independent words, such as prepositions, postpositions, and possessive suffixes. The number
of case endings in Finnish nominals is quite high. There are 15 of them in all, whereas, for
example, English uses only one: the genitive. In addition, there are possessive suffixes as well
as various enclitic particles which can be used to indicate emphasis or to form a direct
question. All these types of endings can appear attached to a nominal, but their order is
always fixed. It is: 1) number, 2) case ending, 3) possessive suffix, and 4) one or two enclitic
particles. (Karlsson, 1999, pp. 4-6, 20, 228-230) For example, it is possible to produce the
following combinations from the noun kutsu ("invitation") and the endings -i (number:
plural), -ssa (case ending for inessive which indicates "in"), -ni (possessive suffix for singular

first person: "my") and -kin (enclitic particle: "too"):

kutsu/ssa in the invitation
kutsu/i/ssa in the invitations
kutsu/ssa/ni in my invitation
kutsu/i/ssa/ni in my invitations
kutsu/kin the invitation too
kutsu/t/kin the invitations too

kutsu/ni my invitation
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kutsu/ni my invitations
kutsu/ni/kin my invitation too
kutsu/ni/kin my invitations too
kutsu/ssalkin in the invitation too
kutsul/i/ssa/kin in the invitations too
kutsu/ssa/ni/kin in my invitation too
kutsu/i/ssa/ni/kin in my invitations too

Finnish verbs are formed in similar manner. Finite verb forms (in other words, forms with
a personal ending) inflect for person (6 personal endings), mood (4 moods which express, for
example, the speaker’s attitude), tense, and the passive. In addition, these endings can be
followed by enclitic particles. (Karlsson, 1999, p. 20-23) By way of illustration, the verb

ostaisitkohan ("1 wonder if you would buy") consists of the following components:

osta stem of the verb ostaa ("to buy")

isi ending indicating the conditional mood

t ending indicating the singular second person
ko enclitic particle indicating a direct question
han enclitic particle used for softening the request

There are also non-finite verb forms (in other words, forms which do not contain personal
endings): infinitives, of which there are three important types”, and two types of participles.
Some non-finite forms can be inflected in the passive voice like finite verbs, but unlike finite

verb forms, non-finite verb forms often take a possessive suffix and a case ending, since

% A fourth infinitive does exist, but it is very rare.
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infinitives act in the same manner as nouns and participles act in the same way as adjectives.
Moreover, participles can be inflected for number. (Karlsson, 1999, pp. 24-25) As is the case
for nominals, the order of the ending types is fixed for verbs as well.

Altogether, Finnish nouns can have approximately 2,000 different forms, adjectives
approximately 6,000 different forms (comparatives and superlatives triple the number), and
verbs a total of 12,000—18,000 different forms (Koskenniemi, 2013. pp. 10-11)*’. Needless to
say, Finnish words can thus be very long and contain a considerable amount of information.
However, since the endings are added on one after another systematically, it is not difficult to
analyze them, either for a human being or for a computer, once it is determined which part of
the word is the stem and which are the different endings attached to that stem. The solution

which we adapted to process these in the Benedict project will be described in section 3.3.1.

25.1.2 Productive use of compounding

A very common means of forming new words in Finnish is compounding. In this thesis,
the term "compound" is used to refer to those words which are formed by concatenating two
or more words without a space between them. Compounds are most often formed from nouns,
but other parts of speech can also appear in compounds. By comparison, where Finnish uses
compounds, English often uses MWEs, for example, eldin=Iaji** ("animal species" or
"species of animal") and laki=kirja ("statute book").

Hakulinen et al. (2004, p. 388) differentiate between two main types of compounds. The

most common type, determinative compounds, consists of constituents which have a

semantically non-symmetrical relationship with each other. More precisely, the latter element

*" The 30th anniversary seminar of Lingsoft, a Finnish language technology company, was held 25
November 2016, and, in fact, Kimmo Koskenniemi mentioned in his presentation that there are in all a
quadrillion different word forms in Finnish.

¥ The symbol "="is used in this subsection to mark boundaries between the compound constituents.
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is dominant and more significant for the meaning, whereas the former element modifies the
latter part. (Hakulinen et al. (2004, p. 396). By way of illustration, ruoka=Ilusikka ("table
spoon") is a kind of spoon and kana=keitto ("chicken soup") is a type of soup. In the above
examples, the first constituent of the compound is in the nominative, but other cases can
appear as well, most often the genitive which is indicated by the ending -n. This is the case,
for instance, in the compounds ruoan=laitto ("cooking"; literally "food’s=making"),
koiran=ilma ("bad weather"; literally "dog’s=weather"), and taivaan=sininen ("sky-blue";
literally "sky’s=blue"). It can also be the case that compound constituents differ from the
basic form and never appear in the language in isolation or in an inflected form. This
phenomenon is known as "casus componens" (Hakulinen et al., 2004, pp. 393-394, 402—404).
By way of illustration, this is evident in the compounds hevos=jalostus ("horse breeding")
and kolmi=loikka ("triple jump") in which the first constituent never appears in isolation or
inflected. Similarly, in the compounds kuusi=vuotias ("six-year-old") and vihred=silmdinen
("green-eyed"), the second constituent does not appear in isolation or inflected. Moreover, in
the compounds kansallis=mielinen ("nationalistic"; literally "national=minded") and
seitsen=kertainen ("seven-fold"), neither the first nor the second constituent appears in
isolation.

The above examples comprise determinative compounds which have meanings that are
more or less the sum of the compound constituents. However, there are also such
determinative compounds, where the meanings cannot easily be deduced from the sum of the
meanings of the compound constituents. Examples of such compounds are tieto=kone
("computer"; literally "knowledge=machine") and potku=housut ("playsuit" (for a baby);
literally "kick=trousers"). Such items are referred to as "lexicalized compounds" in this thesis.

The second common compound type is that of copulative compounds. These consist of

two or more compound constituents which are in a symmetrical relationship with each other.
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In other words, they represent the same part of speech and their relationship is semantically
additive. A hyphen is often used to differentiate between the constituents. (Hakulinen et al.,
2004, p, 416) Examples of such compounds are the noun tutkija-opettaja ("researcher and
teacher") and the adjective sini=vihred ("blue and green"). Furthermore, numerals are also
often written as one single word in Finnish and thus resemble copulative compounds, for
instance, viisi=tuhatta=viisi=sataa=kuusi=kymmentd=kuusi ("five thousand five hundred
sixty six") (Hakulinen et al., 2004, p, 388).

Compounding is indeed a very productive means of word formation. For example, it is
possible to form names for various soups by combining the names of the main ingredients
with the noun keitto ("soup"). Thus, we get kala=keitto ("fish soup"), parsa=keitto
("asparagus soup"), etc. Similarly, an abundance of names for injuries can be produced by
combining the names of different body parts with the noun vamma ("injury"): nilkka=vamma
("ankle injury"), kallo=vamma ("skull injury"), etc. Nor does the evident wealth of
possibilities end here. By way of illustration, one can add the noun resepti ("recipe") at the
end of all different types of soups resulting in a multitude of new nouns, such as
kala=keitto=resepti ("fish soup recipe"). Or one can add the noun spesialisti ("specialist") at
the end of the above compounds indicating different types of injuries, again resulting in many
new combinations, such as kallo=vamma=spesialisti ("skull injury specialist"). This type of
productivity can eventually lead to very long words, such as kala=keitto=resepti=valikoima
("selection of fish soup recipes") and kallo=vamma=spesialisti=ryhmd ("group of skull injury
specialists"). Complex compounds can even correspond to complete sentences. An example
of such a case by Karlsson (1999, p. 242) is the compound
prahassa=kdaymdttomyys=kompleksi which translates into English as "a complex about not

having been to Prague". It is clearly evident that the number of possible compounds is
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nnumerable, and it would thus not be sensible or even possible to try to include all of them in
a dictionary as entries, but only the most commonly appearing ones are included.

As pointed out above, usually a compound functions as a single word in a clause. In an
elliptic compound construction, however, one or more compound constituent, either at the
beginning or at the end of the compound, can be omitted and replaced by a hyphen for
abbreviation purposes in a list of compounds (Hakulinen, 2004, p. 420). Examples of such

compounds are:

e viini=pullo ja -lasi which is abbreviated from viini=pullo ja viini=lasi ("wine
bottle and wine glass")
e kana- liha- tai kasvis=keitto which is abbreviated from kana=*keitto, liha=keitto

tai kasvis=keitto ("chicken soup, meat soup, or vegetable soup")

Elliptic compound constructions are very seldom found in dictionaries, but they appear
relatively frequently in running text.

Understanding the meaning of a compound which consists of many constituents and is not
included in a dictionary is not usually very difficult for a human being, since he can
intuitively split such words and look for the meaning of the constituents separately, if need be.
However, this task is far more complicated for a computer, since if a word is not included in a
dictionary or a lexicon, it remains unidentified. Thus, where there is a need to analyze Finnish
text automatically, it is necessary to develop mechanisms which help the program to identify
and process all possible instances of Finnish compounds. One such mechanism is the
"compound engine" which we developed in the Benedict project. The compound engine will

be described in section 3.3.2.
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25.13 Relatively flexible word order

In a Finnish sentence, the subject, verb, and object or predicate usually follow the order:
1) subject, 2) verb, 3) object/predicate. Generally, the clause indicating ownership comes
before the verb, whereas the clause indicating what is owned follows the verb. (Hakulinen,

2004, p. 1303) Examples of such sentences are:

Han (S) osti (V) kengdt (O). ("He bought shoes.")
Auto (S) on (V) likainen (P). ("The car is dirty.")

Minulla (owner) on (verb) koira (what is owned). ("I have a dog.")

These most common types of orders are termed neutral or unmarked. However, the elements
in the above sentences could also be placed in other orders. These other, less common orders
would be equally grammatically correct, but the thematic structure of the clause would
change, resulting in new emphases and nuances. Sentences can also contain various
adverbials, attributes, and adjuncts which may be positioned quite freely within the sentence.
However, if the sentence elements have modifiers (e.g. uudet kengdt ("new shoes"), these
remain attached to the headword.

Understanding sentences in which the sentence elements have varying orders is not
demanding for a human being, but where the purpose is to develop computer software for the
analysis of Finnish, the numerous possible variations in the word order need to be taken into
account. This issue will be elaborated on further in section 5.2.2 in which the creation of the

MWE lexicon for Finnish will be discussed.
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252 Previous work related to large machine-readable semantic lexical resources

for Finnish

So far, relatively little work and study has been reported on the creation of large machine-
readable semantic lexical resources for the Finnish language apart from two national research
projects. In the following subsections, I will describe briefly the lexical resources of these
projects: the Finnish Semantic Web and the Finnish WordNet. These lexicons are quite
different from the semantic lexicons dealt with in this thesis. Firstly, the semantic lexical
resources developed for the FST are intended for full text analysis and thus contain words and
MWEs representing all parts of speech, whereas these other lexicons contain words and
MWEs representing a limited set of parts of speech. The second difference is that the
semantic lexical resources developed for the FST use semantic fields as an organizing

principle, while the others are built applying other organizing principles.

252.1 Finnish Semantic Web

The National Semantic Web Ontology Project in Finland (FinnONTO), which lasted from
2003 to 2012, was launched to develop a Finnish-language open-source foundation for a
national metadata ontology, an ontology service, and a linked data framework in Finland, as
well as to demonstrate its usefulness in practical applications. The work was based on the
Semantic Web Project which was initialized by the World Wide Web Consortium and briefly
introduced in section 2.3.3. The consortium consisted of over forty public organizations,
companies, and universities representing a wide area of the functions of society, such as
museums, libraries, business, health organizations, government, media, and education

(Semantic Computing Research Group, n.d.-a). The Semantic Computing Research Group
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(SeCo) at the Aalto University and the University of Helsinki was, until the end of 2013,
responsible for the development of the ontologies as well as for the ontology server
framework named ONKI. From the beginning of 2014, the National Library of Finland has
been in charge of its maintenance and further development as a thesaurus and ontology
service named Finto®’. (Seppild & Hyvénen, 2014, p. 1)

The core content of the FinnONTO lexicons is formed by a shared top ontology named the
Finnish General Upper Ontology (YSO) and various domain ontologies which together form
the KOKO ontology cloud (Seppéld & Hyvonen, 2014, p. 1). The YSO ontology is based on
the General Finnish Thesaurus (YSA) which is maintained by the National Library of Finland.
The relations between its entries can be either "subclass-of" relations (hyponymy), "part-of"
relations (meronymy), or "instance-of" relations (Hyvonen, Viljanen, Tuominen, & Seppila,
2008, p. 98). The horizontal top level of the ontology is divided into the categories displayed
in the following figure, and the related vertical domain ontologies extend its class hierarchy

into a framework of different application domains:

<perdurant> <endurant> <abstract>
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<intellectual accomplishments>

Figure 2. Top level of the Finnish General Upper Ontology (Katri Seppéld, personal

communication, August 24, 2011)

* For more information, see http:/finto.fi/en/about.
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At present, the KOKO ontology cloud in its entirety contains the following manually

constructed subject matter ontologies (Semantic Computing Research Group, n.d.-b):

e @General (Finnish General Upper Ontology YSO; 26,000 concepts)
e Agriculture and forestry (AFO; 6,000 concepts)
e Government (JUHO; 6,400 concepts)

e Fiction literature (KAUNO; 5,100 concepts)

e Literature research (KITO; 850 concepts)

e Linguistics (KTO: 950 concepts)

e Culture research (KULO; 1,500 concepts)

e Business (LIITO; 3,400 concepts)

e Seafaring (MERO; 1,400 concepts)

e Cultural heritage (MAO/TAOQO; 6,000 concepts)
e  Music (MUSO; 1,400 concepts)

e Defence (PUHO; 2,000 concepts)

e Applied arts (TAO: 2,500 concepts)

e Health (TERO; 6,500 concepts)

e Photography (VALO; 2,000 concepts)

In addition, SeCo has also developed, for example, actor, place, time, event, and biological
ontologies.

The ontologies consist of nouns only. In general, these nouns consist of a single word;
MWEs are not common. Verbs are nominalized, and, for example, the words hyvd ("good")
and paha ("evil"), which can be both adjectives and nouns, are included as nouns. (Katri

Seppild, personal communication, August 24, 2011)

97
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2522 Finnish WordNet

Another type of a large lexical resource is WordNet, with the Finnish-language version
Finnish WordNet (FIWN>°) being first released in December 2010 (Lindén, Niemi, &
Hyvirinen, 2012, p. 68) for the purposes of language technology research and applications
within the FIN-CLARIN consortium®' at the University of Helsinki. FiIWN conforms to the
WordNet framework (see section 2.3.3) which was originally created at Princeton University
(Lindén & Carlson, 2010, p. 119)

Different approaches to creating a WordNet have been taken when the network has been
extended for new languages. The FiWN opted for manual translation of the 117,659 English
synsets of the Princeton WordNet 3.0 into Finnish, resulting in aligned WordNets (Lindén et
al., 2012, p. 68). The work was carried out in four months by professional translators with
SDL Trados program (Lindén & Carlson, 2010, pp. 126, 129). The creators of the FiIWN
based the direct translation approach on the assumptions that 1) most synsets in the Princeton
WordNet represent language-independent real-world concepts and 2) the structure of the
Princeton WordNet is reusable, since the semantic relations between synsets are mostly
independent of the language (Lindén et al., 2012, p. 68). By comparison, the Polish WordNet
was created from scratch: they compiled the synsets by utilizing information drawn from vast
corpora. A third possible approach has been to apply the top ontology of the Princeton
WordNet by using a selection of its 5,000 basic concepts translated and then expanding the
resource further with the aid of a local dictionary. This approach was adopted, for instance, in

the creation of the Danish WordNet. (Lindén & Carlson, 2010, pp. 121-123)

3% For more information, see http://www.ling.helsinki.fi/en/It/research/finnwordnet/.

*! The FIN-CLARIN consortium belongs to the European CLARIN collaboration which aims to build an
infrastructure for language resources and technology. For more information, see
https://kitwiki.csc.fi/twiki/bin/view/FinCLARIN/KielipankkiFrontpage.
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The current version 2.0 of the FiWN was released in October 2012. The resource has been
expanded by using Wikipedia and Wiktionary as sources for automatically finding new
additions, such as words and senses still found to be missing. This has been carried out by
utilizing the interlanguage links between the Finnish and English Wikipedia and the explicitly
marked translations between the Finnish and English Wiktionary. (Lindén et al., 2012, pp. 68,

70)

253 Related notions

In addition, there are also other systems developed for Finnish which rely on semantic
ontologies. This subsection contains a brief overview of those systems which are most
interesting in regard to the topic of this thesis.

The FrameNet framework, which was presented in section 2.3.3, is now being extended to
Finnish as well within the FIN-CLARIN consortium. Similarly to the above-mentioned
FiWN, the Finnish FrameNet is developed utilizing translation. Approximately 615,000
translation units from the English FrameNet data have now been translated into Finnish. In
the next phase, the developers have been searching for the translation matching examples
from corpora to verify that the frames can indeed be moved to a second language without
resulting in poor quality "translationese". (Krister Lindén, personal communication, June 10,
2014) The finalized database will be available open source under the Creative Commons
licence.

Another recent creation for semantic role labeling of Finnish text is the Finnish
Proposition Bank which is an annotated corpus of semantic roles. It is being developed by the

Turku BioNLP Group32. The Finnish Proposition Bank utilizes much more generic labels than

32 For more information, see http://bionlp.utu.fi/index.html.
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FrameNet, and it is intended for corpus annotation rather than as a lexical resource.
(Haverinen et al., 2013)

Some commercial applications utilizing semantic analysis and thesauri for Finnish exist as
well. These have been developed, for example, by Connexor™”, Etuma®*, Leiki*®, and
Lingsoft’*. However, they are not discussed here due to the lack of objective, comparable
evaluations.

As I already pointed out in section 2.3.1.3, there are no thesauri for Finnish. Two synonym
dictionaries exist, the Synonyymisanakirja ("Synonym Dictionary") (Jdppinen, 1989) and the
Synonyymisanasto ("Synonym Lexicon") (Leino & Leino, 1990). These are, however, mere
synonym finders which list only total and partial synonyms in their entries. Overall, Finnish
lexicography is not as advanced as for some other languages. The history of Finnish
lexicography is considered to have begun in 1637 with the publication of Ericus Schroderus’s
Finnish word list Lexicon Latino-Scondicum, which contained 2,400 words, and it was
subsequently followed by some bilingual dictionaries. However, the first completely
monolingual professionally compiled large-scale dictionary for Finnish was published only
between the years 1951 and 1961 in six volumes. The work on this, the Nykysuomen
sanakirja ("The Dictionary of Modern Finnish"), however, had already been started in 1929.
After being ruled by Russia and Sweden, Finland finally gained independence in 1917. In
1927, the Finnish Parliament decided that a dictionary of the modern Finnish language should
be compiled, and thus the work on the Nykysuomen sanakirja was started two years later.
(Ruppel & Sandstrém, 2014, pp. 143—-145, 151) Later, two large-scale monolingual
dictionaries have been published with state funding: the Suomen kielen perussanakirja ("The

Basic Dictionary of the Finnish Language"), which was published in 1990s, and the

3 For more information, see http://www.connexor.com/nlplib.
3 For more information, see http://www.etuma.comy/.
% For more information, see http://www.leiki.com/.

3% For more information, see http://www.lingsoft.fi/?lang=en.
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Kielitoimiston sanakirja ("The New Dictionary of Modern Finnish") which is the most
comprehensive and up-to-date monolingual Finnish dictionary available nowadays. These
dictionaries were compiled by the Institute for the Languages of Finland, a state-funded
organization, which carries out language planning and lexicography for the languages spoken
in Finland®’. As to rivals compiled by private publishers, Ruppel (forthcoming) comments
that "These dictionaries are left beyond the scope of this discussion, since they would require
a space that would not match their importance." Furthermore, according to Ruppel (personal
communication, September 22, 2016), Finnish publishing houses have now forsaken the
publication of large bilingual dictionaries altogether. As a result, in the future, Finns can
familiarize themselves with different languages only indirectly via other languages, such as

English, which is a worrying development.

2.6 Chapter Summary

In this chapter, I have established the background for this thesis. I have first defined the
most important related concepts starting with corpus linguistics and then moved on to
successively more specialized concepts which are: corpus annotation, linguistic annotation,
POS tagging, parsing, and semantic tagging. Semantic tagging is one method of carrying out
linguistic annotation, and the necessary pre-processing for semantic tagging is provided by
POS tagging and parsing. Thereafter, I have reviewed some examples of semantic ontologies
which represent the conceptual analysis method and the content analysis method. The
semantic lexical resources, which this thesis focuses on, are arranged according to an
ontology which represents the conceptual analysis method. However, the content analysis

method is also relevant for this study, since possible domain-specific extensions to the system

37 For more information, see http://www.kotus.fi/en.
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would represent this approach (see section 5.3). In addition, I have also briefly discussed
some other, less related systems which rely on semantic ontologies.

Following that, I have presented the USAS framework. Their most important undertaking
has been the development of the EST and its applications to various fields and purposes; they
represent the state-of-the-art in the field. The EST and its semantic lexical resources have
functioned as a model for the development of the FST and the Finnish semantic lexical
resources. In addition, [ have introduced briefly other extensions to the USAS framework
which has now evolved into a multilingual semantic annotation system.

I have concluded this chapter with a brief account of the key points of the Finnish
language, concentrating on those specific grammatical features of the language which have
had an effect on the development of the FST, both in terms of the semantic lexical resources
and the software. These features include its rich morphology, the productive use of
compounding, and the relatively free word order. Coping with these various features is not
difficult for a human being, but for a computer it is a challenging task which requires a variety
of solutions. These solutions, as well as the development of the Finnish semantic lexical

resources, will be described in the following chapter.
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3 Semantic Lexical Resources

for the Finnish Semantic Tagger

3.1 Introduction

This chapter describes the Finnish semantic lexical resources that form the main
contribution of this thesis. I will provide a detailed description of the Finnish semantic
lexicons, and I will also elucidate how these resources differ from the English semantic
lexicons, both in terms of content and of construction. This chapter answers RQ1 (What do
the Finnish semantic lexical resources consist of, what type of principles and practices
have been followed in their creation, and how do these resources differ from their
English counterparts both in terms of content and construction?).

Similarly to the EST described in section 2.4.1, which has functioned as a model for our

Finnish counterpart, the FST also consists of two components:

1) semantic lexical resources and
2) software which assigns semantic tags to each word in running text on the basis of
information contained in the semantic lexical resources as well as in the various rules

and algorithms of the program.

The semantic lexical resources were created by the current author, whereas the software
component was developed collaboratively by Lancaster University, Kielikone, and the current

author.
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I will first look at the initial phases of the development process of the FST, and,
subsequently, I will summarize the development and the structure of the software component.
Although the FST software is not the main focus of this thesis, it is essential to start from it.
The reason for this is that it is not possible to develop semantic lexical resources such as ours
in isolation, but the software in which it will be applied needs to be taken into account in
many respects throughout the development process. Thereafter, [ will provide a detailed
description of the principles and practices which I have followed when creating the semantic
lexical resources, and I will then proceed to depict their contents. The semantic lexical
resources are my most important contribution to the FST and the main focus of this thesis.

Finally, I will illustrate the output of the FST.

32 Initial Phases

In the Benedict project (see section 1.1), we began the practical development of the FST
by building parallel semantically tagged test and training corpora for Finnish and English in
order to test the feasibility of the USAS software and of the USAS tagset for the analysis of
Finnish. For these pilot parallel corpora, we decided to choose texts that deal with coffee,
since the theme fell within the semantic areas of food and drink that we first started
experimenting with in this project. Although we realized that this was a small specific domain
and not representative of the whole taxonomy, it allowed us to investigate the plans on real
data. The Finnish corpus was compiled from texts collected from the Internet™®, and the
English corpus was produced by translating the Finnish corpus into English. Thereafter, the

texts constituting the Finnish corpus were further edited to some extent in order to make them

¥ The texts were collected from http://www.kahvilasi.net in the year 2002. The website is no longer
available, but some of the texts can now be found at

http://www.helsinki.fi/kemia/opettaja/aineistot/kahvi/kartta.html.
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lexically match the English corpus as perfectly as possible for our testing purposes. The
resulting Finnish "coffee corpus" consisted of 2,063 words, and the parallel English "coffee
corpus" consisted of 3,473 words. The difference between these numbers is due to the fact
that Finnish as an agglutinative language predominately uses inflections instead of
prepositions as is the case for English, and Finnish does not use articles (see section 2.5.1); as
a result, Finnish sentences usually contain fewer words than their translations into English,
and words in Finnish sentences are usually longer than in English sentences. Finally, both
corpora were tagged grammatically and semantically. The Finnish corpus was tagged
manually, whereas the English corpus was tagged using the EST, after which it was manually
post-edited.

In the following phase, we compared the two parallel tagged corpora, and we were able to
draw two significant conclusions from them. Firstly, since the languages are very different
from each other, as became evident in section 2.5, it was obvious that we would have to
implement some changes in the software to enable it to process the specific features of
Finnish successfully. These changes will be discussed in sections 3.3.1 and 3.3.2. However,
the second conclusion was that while the software clearly needed some modification, the
semantic categories developed originally for the EST did not: they were found entirely
suitable for the semantic categorization of objects and phenomena in Finnish as well. For
example, I tagged the very "Finnish" concept kiuas (the stove which is used for heating the
Finnish sauna) as H5/04.6+ which is a combination of the semantic tags representing the
categories "Furniture and Household Fittings" and "Temperature". The plus marker indicates
a high temperature. The traditional Easter pudding mdmmi as well as other typically Finnish
dishes fall conveniently into the category F1 ("Food"). The shared semantic categories thus
function as a type of a "meta-dictionary" or "lingua franca" between the languages. The

experiences were similar a few years later when the equivalent semantic tagger for Russian
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was developed (Mudraya et al., 2006, pp. 293-294). This may be partly due to the fact that
there are a reasonable amount of similarities in the cultures of these three countries. Another
probable reason is the fact that the USAS semantic categories are so general that they can be
easily applicable across different cultures. Nevertheless, the semantic categories may well
need some adjustment when they are to be applied to the analysis of languages in cultures
which are very different from ours. Interesting findings were reported by Qian and Piao
(2009) in relation to the development of a semantic annotation scheme for Chinese kinship
terms. The work was based on modifying the USAS tagset. They noticed that the Chinese
kinship system is quite different and much finer-grained than the English kinship system, and
even if the USAS scheme was made finer-grained by subdividing the existing categories
further, the scheme would not cover the type of distinctions which are made in Chinese. (Qian
& Piao, 2009, pp. 189-191)

Archer et al. (2004, p. 823—824) point out in relation to the USAS category system that its
purpose has been to provide a conception of the world that is as general as possible. As a
consequence, some of the fine-grained distinctions made by other category systems can be
lost. They illustrate this with the example of birds. The USAS category system does not have
a specific category for birds, but birds as well as other animals are all grouped together in the
category L2 ("Living Creatures Generally") which belongs in the top level category L ("Life
and Living Things"). If a particular task requires, the category system can be expanded further
by adding more subcategories, such as "Creatures of the Land", "Creatures of the Sea", and
"Creatures of the Air", and the subcategory "Creatures of the Air" could be further expanded
into subcategories, such as "Wild Birds" and "Domestic Birds". However, the classification of
words into finer-grained categories might be problematic, since, for instance, birds which are
considered to be wild by one culture may be considered pets by another culture. As was

evident from section 2.3, the existing semantic ontologies vary a great deal as to the depth of
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the hierarchy and the number of categories they include. Generally, however, the coarser-
grained the category system is, the more applicable it is across different cultures.

The building of the parallel test and training corpora also marked the beginning of the
semantic lexicon development. The words contained in the Finnish coffee corpus constituted

the first entries in the Finnish single word lexicon which will be described in section 3.4.1.

33 Development of the Software Component

The specific grammatical features of Finnish that engendered the need to modify the
software were rich morphology and productive use of compounding which were discussed in
sections 2.5.1.1 and 2.5.1.2. Our solutions for addressing these issues will be described in the
following two subsections. Furthermore, we decided to change the encoding system of the
whole USAS framework. Issues connected to this will be discussed in section 3.3.3. The third
specific grammatical feature of Finnish which I presented in section 2.5.1.3, relatively flexible
word order, did not cause a need to modify the software. Instead, it affects the development of
the Finnish MWE templates. I will discuss this in more detail in section 5.2.2.2, where I draft
guidelines for writing templates which can reliably recognize different types of Finnish

MWE:s.

331 Modifications caused by rich morphology

The English and Finnish languages require different algorithms and tools for processing
the same type of linguistic information. The processing of text in a semantic tagger starts from
the retrieval of POS information that provides the basis for determining the semantic category

of a word. In the EST, the CLAWS POS tagger (Garside & Smith, 1997, pp. 102—121) is used
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for this purpose. In order to develop an equivalent semantic tagger for Finnish, we needed a
Finnish counterpart POS tagger. For this purpose, we used a Finnish morpho-syntactic
analyser and parser named TextMorfo”.

TextMorfo includes several different tools that analyse Finnish text in various aspects. The
most important of these tools are Morfo and DC Parser which were introduced in sections
2.2.3.1 and 2.2.3.2. Morfo analyses the morphological structure of Finnish words. It extracts
morpho-syntactic information from words and returns the candidate basic forms with all the
potential interpretations of the part of speech, inflections, and enclitic particles. This step is
especially essential for a language with rich morphology, since it would be totally impossible
to try to include all potential inflected forms of Finnish words combined with all potential
enclitic particles in the semantic lexicons*’. DC Parser, in turn, is a full dependency parser of
Finnish which returns a "dependency tree", in other words, a structure that indicates the
dependency relationships between words in the input sentence, such as predicates and objects.
In addition, DC Parser recognizes and lumps together some frequently co-occurring
multiword collocations which it processes as one unit; these will be examined in section 3.4.1.
Thus, based on the candidate interpretations of the input word which the Morfo component
has generated, the DC Parser component selects the correct interpretation in the given context.
Finally, TextMorfo converts the output into a user-friendly list of disambiguated words.
(Jukka-Pekka Juntunen, personal communication, April 10, 2008*") By way of illustration,
TextMorfo generated the following output for the sentence Ajoimmeko liian lujaa

risteyksessd? ("Did we drive too fast in the crossing?")42 :

39 Similarly, the Russian Semantic Tagger uses a Russian morpho-syntactic analyser named Mystem as the
equivalent of the CLAWS POS tagger of English and the TextMorfo POS tagger and parser of Finnish (Mudraya
et al., 2006, p. 5).

* This issue will be discussed in more detail in connection with the semantic lexicon development in section
3.4.

*! Further details are unavailable, since TextMorfo is a commercial product.

* TextMorfo output was provided by J-P Juntunen from Kielikone.
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liian (liian), category: Adverb, case: ; liian , Place: 2, CCat:
_QUESTION (?), category: Delimiter, case: ; QUESTION , Place:

5, CCat:

risteys (risteyksessd), category: Noun, case: In; risteys , Place: 4,

SG CCat:

lujaa (lujaa), category: Adverb, case: ; lujaa , Place: 3, CCat:

Ajaa (Ajoimmeko), category: Verb, case: ; Ajaa, Place: 1, Imp Act Ind
P 1P ko CCat:

(null) ((null)), category: EndOfSentence, case: (null); (null) (null),
Place: (null), (null) (null) (null) (null) (null) (null) (null) (null)

CCat:(null)*

From the above output, we can conclude that the sentence in question consists of the
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constituents displayed in Table 2 below. Thus, Ajoimmeko is a verb in the past tense, active

voice, indicative mood, and in the first person plural, and it ends with the enclitic particle -ko

which indicates a direct question. The words liian and lujaa are adverbs. The word
risteyksessd is a noun in the inessive singular. Finally, a question mark concludes the

sentence.

* The order of the constituents in the TextMorfo output is determined by the dependency tree. The

abbreviation CCat stands for compound category; there were no compounds in this example sentence.
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Table 2

Breakdown of TextMorfo Output

Place | Constituent Translation Grammatical information
1 Ajoimmeko Did we drive Imp (verb in the past tense)
Act (active voice)
Ind (indicative mood)
P (plural form)
1P (first person)
ko (enclitic particle indicating a question)
2 liilan too adverb
3 lujaa fast adverb
4 risteyksessa in the crossing In (noun in inessive case)
SG (singular form)
5 ? ? QUESTION (question mark)
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In the course of the development process, we realized that the POS tagset of TextMorfo

was not entirely sufficient for our purposes. TextMorfo uses the tags which are listed in Table

3 below.
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Table 3

TextMorfo Tags

Abbreviation | e.g. CD ("CD"), eKr. ("BC")

Adjective e.g. epditsekds ("unselfish"), puolueeton ("impartial")
Adverb e.g. kaukana ("far"), filosofisesti ("philosophically")
Code eg.beY

Conjunction

e.g. jos ("if"), kunnes ("until")

Interjection

e.g.

aamen ("amen"), pahus ("damn")

Noun e.g. keskeytys ("interruption"), jddkiekkoilija ("ice hockey player")
Numeral e.g. ensimmdinen ("the first"), kolmetoista ("thirteen")

Preposition e.g. ilman ("without"), yli ("over")

Pronoun e.g. he ("they"), kumpikin ("both")

Proper e.g. Elina (female name), Aamuposti (name of a Finnish newspaper)
Verb e.g. rydpdtd ("to parboil"), kieltdd ("to deny")

The supplementary POS tag that we found necessary for the analysis of Finnish was
"CompPart". The tag "CompPart" is used in the FST to mark the specific group of Finnish
word forms presented in section 2.5.1.2 which appear solely as the first constituent in
compounds and are never used independently. Examples of such words are: aamiais

("breakfast") as in aamiaispoytd ("breakfast table") and kuolin ("death") as in kuolinaika
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("time of death"). Such words marked as "CompPart" differ from the basic form of the word
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they have been derived from (for instance, the basic forms for the above example words are:

aamiainen and kuolema) and do not represent any part of speech™.

332 Modifications caused by productive use of compounding

The second need for modification of the software component was caused by
compounding. As mentioned in section 2.5.1.2, compounding is a very productive means of
word formation in Finnish. The number of possible compounds is infinite, so it would be
totally impossible to collect all possible candidates. Attempting to include as many as possible
would not be sensible either, since this would inevitably result in an uncontrollable lexicon
size. Therefore, we decided to include only the most frequent compounds as well as
lexicalized compounds in the single word lexicon. All other possible, less frequently used
compounds of a more temporary nature are handled by a new component in the FST software
named the "compound engine".

When text is fed into the FST and the program discovers a word that does not exist in the
semantic lexical resources, it next checks if the word is possibly a compound consisting of
two words. If this is discovered to be the case, the FST assigns the relevant semantic tag/tags
for both constituents of the compound separately. At the final stage, the semantic tags of the
compound constituents are combined automatically and separated by a slash. The resulting
semantic tags resemble the slash tags which were discussed in section 2.4.1.1. For instance,
the compound engine generated the following output for the compound pernatulehdus
("splenitis"; literally "spleen inflammation") which is not included in the Finnish single word

lexicon:

* By comparison, such words which are never used independently and which appear as the final constituent
in a compound, for example mielinen ("minded") as in uudistusmielinen ("reformist"; literally "reform-minded"),

do represent a part of speech and thus have been assigned the relevant POS tag (in this case adjective).
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<w pos="Noun/Noun" mwe="com" sem="B2-/B1" lem="tulehdus/perna">pernatulehdus</w>

As seen above, the second constituent of the compound (here fulehdus ("inflammation")) is
placed first. The reason for this is that the second constituent is usually more significant in
terms of the meaning of the compound than the first constituent. Consequently, the first
constituent of the compound (here perna ("spleen")) that modifies the second constituent is
placed second. Thus, the word pernatulehdus is tagged as B2-/B1 (the category "Health and

Disease", with the minus marker indicating ill health / the category "Anatomy and

n4s

"

Physiology" ™). The abbreviation "mwe="com"" in the output indicates that the tag has been

produced by the compound engine*.
If the compound constituents are ambiguous and have been assigned more than one
semantic tag, the compound engine generates all possible combinations of the semantic tags

of the constituents. For example, the compound talvikenkd ("winter shoe") would receive the

following tags:

<w pos="Noun/Noun" mwe="com" sem="B5/T1.3 02/L2/T1.3" lem="kenka/talvi">talvikenka</w>

The noun ralvi ("winter") has been assigned one semantic tag, T1.3 ("Time: Period"). In
comparison, the noun kenkd ("shoe") has been assigned two semantic tags: BS, which
represents the category "Clothes and Personal Belongings", and O2/L2 which indicates a
horseshoe (this slash tag denotes that the word in question belongs both to the category

"Objects Generally" and to the category "Living Creatures Generally"). Thus, the compound

* The USAS semantic tagset was presented in section 2.4.1.1, and the discussion continues in section 3.4.
Where the semantic tags are not explained or clear from context, the necessary definitions and examples can be
found in Appendix C. Additionally, a list of all semantic categories can be found in Appendix A (in English) and
in Appendix B (in Finnish).

* The output of the FST will be presented in more detail in section 3.5.
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engine generates two different combinations of these tags: B5/T1.3 and O2/L2/T1.3. In this
case, the first combination is the correct one.

Note that above I wrote about the compound engine that "it next checks if the word is
possibly a compound consisting of two words". Most often Finnish compounds consist of two
words, but there is also a large number of compounds which consist of three or more words,
as became evident in section 2.5.1.2. However, the compound engine splits a compound only
into two constituents. Thus, it regards as one constituent the final word in the compound
which it recognizes and as the other constituent all that comes before it. Examples of this are
the compounds kallo=vamma=spesialisti*’ ("skull injury specialist") and
kallo=vamma=spesialisti=ryhmd ("group of skull injury specialists") which the compound
engine would regard as compounds consisting of the constituents kallovamma and spesialisti
and kallovammaspesialisti and ryhmd. Such a result is not wholly satisfying, but,
nevertheless, I believe that this approach is the wisest, since if all possible combinations of
the semantic tags of the compound constituents were generated, the end result might become
more confusing than helpful. In addition, as I noted earlier, the final constituent of a

compound is usually the most relevant constituent for the meaning of the compound.

333 Other modifications to the software

During the early stages of the development process, we also came to the conclusion that
the encoding system of the software needed to be changed. Although most of the letters of the
Finnish alphabet are the same as in the English alphabet, there are three additional characters
in Finnish whose values fall outside the basic ASCII code set that the EST used to employ.

These characters are: d, d, and 0. To address this issue, we adopted the Unicode (UTF-8)

" The symbol "="is used in this subsection to mark boundaries between the compound constituents.
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encoding scheme for the whole USAS framework. This freed us from a complex conversion
problem in encoding. Moreover, this type of preparation of the core components also made it
easier to extend the framework to other languages. Indeed, the new semantic taggers in the

USAS framework (see section 2.4.2) were also encoded using Unicode.

334 Program Architecture

The following figure illustrates the architecture of the FST. The first phase is grammatical

analysis which is carried out by the TextMorfo component. Grammatical analysis provides

the basis for semantic analysis occurring in the second phase.

i : TextMorfo
input:
raw text \
semantic
Finnish tagging
semantic : component
L LR lexical with auxiliary
j resources manipulating
rules
output:
grammatically /
and
semantically format
tagged text output as
requested

Figure 3. Architecture of the Finnish Semantic Tagger

The FST is parallel to the EST in terms of structure (see Figure 1 in section 2.4.1.4), with
the exception that the EST employs a POS tagger (CLAWS) and a lemmatiser separately,

whereas TextMorfo contains both these tools. A parallel architecture of the two semantic
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taggers naturally requires compatible semantic lexical resources. The development of the

semantic lexicons for Finnish will be discussed in the following subsection.

34 Development of the Semantic Lexical Resources

The creation of the semantic lexical resources has been by far the most laborious and time-
consuming task in the FST development. At the beginning of the Benedict project, we
envisaged that we might be able to make use of some automated methods, such as producing
a machine translation of the entries in the English lexicon to Finnish and then editing the
resulting list. However, quite soon we decided that these types of "conversion table
approaches” were not feasible, and the development was undertaken from scratch*®. Despite
the large amount of work involved, I decided to carry out the lexicon development by myself,
even though I was offered a possibility to enlist a student or two for help. The reason for this
was that by doing so I hoped that the end result would be as coherent as possible. The English
semantic lexicons have been developed during two decades by various people. Even though
the tagset used was the same, people tend to perceive things somewhat differently, which has
caused slight incoherence when assigning semantic tags to words. For example, the singular
form of the noun "trance" is tagged as X1 ("Psychological States, Actions, and Processes:
General"), whereas the plural form of the same noun, "trances", is tagged as X2 ("Mental
Actions, and Processes"). In addition, the noun "hunger" has been tagged as F1-/B1 ("Food",

with the minus marker indicating the lack of it / "Anatomy and Physiology"), whereas the

*¥ Interestingly, during the past few years, automated methods have been applied successfully. Equivalent
semantic lexicons have now been developed for Chinese, Italian, and Brazilian Portuguese by bootstrapping new
semantic lexical resources via automatically translating the existing English semantic lexicons into these
languages (Piao et al., 2015). However, this method requires appropriate, high-quality bilingual dictionaries or
lexicons. To the best of my knowledge, such resources are not yet freely available for Finnish. The semantic
lexical resources for the latest semantic taggers in the USAS framework have been created utilizing automatic

translation and crowdsourcing, after which they have been manually cleaned and improved (Piao et al., 2016).
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noun "thirst" has been tagged as B1/F2 ("Anatomy and Physiology" / "Drinks"). The UCREL
team carried out an experiment to measure the inter-rater reliability for semantic annotation in
a subsection of the EST lexicon. For this purpose, they utilized a crowdsourcing
methodology. They engaged multiple people to perform the tagging for a part of the semantic
lexical resources for the EST to measure how general native users of English are able to
replicate the categorisation. A similar experiment for the Finnish semantic lexical resources
will be reported in section 4.5, and the results for English will be reported in connection with
it.

As is the case with the English model, the Finnish semantic lexical resources also contain
two separate lexicons: one consisting of single words and one consisting of MWEs. An
adaptation of Introduction to the USAS Category System (Archer et al., 2002) is included in
this thesis as Appendix C. This appendix displays the top level semantic categories as well as
all their subcategories with many prototypical Finnish language examples of both single
words and MWEs.

I have used Microsoft Excel in the lexicon construction, and I have found it a very useful
tool for this purpose. There are also various other tools such as XML editors and databases,
for example, Protégé*®, which allow maintenance of lexical resources.

When creating the Finnish semantic lexical resources, I have followed the principles and
practices used in the development of the English semantic lexical resources as closely as
possible. Similarly to the English semantic lexicons, the aim in the development of the
Finnish counterparts as well has been to build them primarily into a resource representing
general language. General language in this context could be defined as the type of language
which a native speaker can understand without any special mastery. Such language can be

found, for example, in newspaper text. However, there is one significant difference between

* For more information, see http://protege.stanford.edu/.
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the English and Finnish semantic lexicons in terms of structure: the English semantic lexicons
contain both basic forms as well as their inflectional variants, whereas the Finnish
counterparts consist of basic forms only. This is due to the fact that at the initial phase of the
EST construction, the developers had no reliable automatic English lemmatiser available, and
therefore they had to include also the inflected forms in the semantic lexicons. This has not
created any problems, however, since the number of inflected forms in English is limited™’.
For Finnish this approach would have been totally impossible due to its highly inflectional
and agglutinative nature. If all inflectional variants were included in the Finnish semantic
lexicons, combined with all possible enclitic particles, this would result in an unmanageable
lexicon size. Thus, the FST uses the Finnish morpho-syntactic analyser and parser TextMorfo
described in section 3.3.1 to reduce Finnish words to basic forms first, and only after that are
these basic forms compared to the semantic lexicon entries which are also in basic form.

Similarly to the English semantic lexical resources, the Finnish semantic lexical resources
also employ the USAS semantic tagset which was introduced in section 2.4.1.1. Hence, the
semantic tags in the Finnish lexicons as well are composed of an upper-case letter indicating
the top level semantic category (e.g. T ("Time")), a digit indicating a first subdivision of the
field (e.g. T1 ("Time")), and optionally, a decimal point followed by a further digit (e.g. T1.1
("Time: General")) or two decimal points and two digits (e.g. T1.1.1 ("Time: General: Past"))
which indicate a finer subdivision in the field. The depth of the semantic hierarchical structure
is limited to a maximum of three layers, since this has been found to be the most feasible
approach (Piao et al., 2005a). In addition to the upper-case letters and digits, the Finnish
semantic lexical resources also contain two optional markers that can be attached at the end of
a semantic tag. These are "f" indicating females and "m" indicating males’'. By way of

illustration, the noun naishenkilo ("female person") is tagged as S2.1f and the noun hieho

%% A lemmatiser was included in the EST only during the Benedict project.

>! These markers were originally created for the purpose of experiments with anaphor resolution.
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("heifer") as L2f, whereas the noun poikamies ("bachelor") is tagged as S2.2m and the noun
ori ("stallion") as L2m. If a word can be used for both sexes, for example kirjailija ("author")
or afrikkalainen (the noun "African"), the Finnish semantic lexicons do not use both these
markers, as is the procedure in the English semantic lexicons, since they were not found
necessary for our purposes. Thus, these nouns have received the semantic tags Q4.1/S2 and
72/S2 respectively. Furthermore, the markers "%" and "@" (rarity markers), "c" (potential

nn
1

antecedents of conceptual anaphors?), "n" (neuter), and "i" (semantic idiom) used in the EST
(Archer et al., 2002, p. 2) were found unnecessary in the Finnish semantic lexicons for the
time being. However, if need be, these can be added later.

Moreover, one, two, or three pluses or minuses can be attached to semantic tags to
indicate antonymous pairs or a positive or a negative position on a semantic scale. By way of
illustration, kohtelias ("polite") has received the tag S1.2.4+, whereas epdkohtelias
("impolite") has received the tag S1.2.4-, and hyddyllinen ("useful") has been tagged as
A1.5.2+, whereas hyodyton ("useless") has been tagged as A1.5.2-. Two pluses indicate an
increased amount of something. For example, lisé ("addition") has been assigned the semantic
tag N5++, and jatkuvasti ("continuously") the semantic tag T2++. Two minuses, in turn,
indicate the opposite, as is, for instance, in the case for the noun huonommuus ("inferiority")
AS5.1--. Three pluses or minuses indicate the upper and lower extremes, for instance, in the
case of the words identtinen ("identical") A6.1+++, ikuisuus ("eternity") T2+++, jdttikokoinen
("gigantic") N3.2+++, ainutlaatuinen ("unique") N5---, rutikoyhd ("poor as a church mouse")
I1.1---, and dskettdin ("recently") T3---. Moreover, comparative and superlative forms of
adjectives and adverbs are expressed by pluses and minuses. In the English semantic lexical

resources, the comparatives and superlatives are included as individual entries. For example,

in the English single word lexicon, the adjective "fast" has received the semantic tag N3.8+,

>2 This was used to mark candidate pronouns which could possibly be linked to their related referents.
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the comparative form is tagged as N3.8++, and the superlative form as N3.8+++. However,
since the TextMorfo component automatically reduces comparatives and superlatives into
basic forms before passing the output on to the semantic tagging component, we decided to
include only the basic forms of adjectives and adverbs in the Finnish semantic lexical
resources. If the FST is further developed, a new component will need to be built which then
adds the relevant pluses and minuses into the semantic tags of those adjectives and adverbs
which appear in comparative or superlative form®>.

Sometimes words do not fall neatly into predefined semantic categories, but they can
belong in two or even three categories. In such cases, the semantic tags representing these
categories are combined with a slash into one single semantic tag; these are referred to as
slash tags. Slash tags were introduced in section 2.4.1.1 in connection with the USAS
semantic tagset. By way of illustration, the verb varastaa ("to steal") as well as the
corresponding noun varastaminen have been tagged as G2.1-/A9+, in which the semantic tag
G2.1- signifies something illegal and the semantic tag A9+ signifies getting and possession.
Hence, the semantic tag G2.1-/A9+ means that something is taken possession of illegally. The
following verbs and their derivations, among others, have also received this same tag in the
single word lexicon: kaapata ("to hijack"), kidnapata ("to kidnap"), as well as anastaa,
kdhveltdd, napistelld, and varastella, all of which denote stealing. The semantic tag which
indicates the actor for these verbs can, in turn, be formed by adding a third semantic tag, S2,
indicating a person: thus, for instance, the nouns anastaja, kaappari, kidnappaaja, and varas

have all been assigned the semantic tag G2.1-/A9+/S2. Some other examples of slash tags in

the Finnish single word lexicon include:

>3 Since this function has not yet been available, some comparative and superlative forms of adjectives and

adverbs which were necessary for our testing purposes were added into the semantic lexical resources.
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algerialainen Noun 72/82

("Algerian")
anniskella Verb 12.2/F2

("to sell alcohol™)
arvojérjestys Noun N4/S7.1

("ranking order™")
helppokéyttdinen Adjective Al.5.1/A12+

("easy-to-use")
heridtyskokous Noun S9/S1.1.3+

("revivalist meeting")
kaikkialla Adverb MG6/NS. 1+

("everywhere")
likaantua Noun 04.2-/A2.1

("to get dirty")
lomauttaa Verb 13.1-/T1.3

("to lay off")
onnenhetki Noun T1.2/E4.1+

("moment of happiness")
pedanttisesti Adverb A4.2/N5.2+

("pedantically™)

Volkswagen Proper Z3/M3

The general practice in the English semantic lexicons has been to place first the semantic
tag which is the most relevant for the meaning. In my work, I have followed this practice in
order to have uniform lexicons. There are, however, some cases in which a different ordering
has been applied in both the English and Finnish semantic lexical resources. An example of
this is the semantic tag S2 which indicates people. This semantic tag is always placed last, for
instance, as can be seen in the case of algerialainen among the above examples. Another

example is the semantic tag Z3 which indicates proper names other than personal or
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geographical names. Sometimes, the semantic tag Z3 has been used alone, but sometimes it
has been complemented by another semantic tag which indicates the field in this the proper
name belongs. An example of this is Volkswagen in the above list. In such a case, the
semantic tag Z3 is always placed first, and the complementary semantic tag is placed second.
As many as 2,996 tag types, in other words, different combinations of letters, digits, pluses,
minuses, and, slashes, appear currently in the Finnish semantic lexical resources.

Choosing the correct semantic tag for the lexicon entries has often been a very complex
task that has involved consulting various types of reference material. When I have had a word
to tag before me, I have generally first looked into a monolingual dictionary of Finnish to
identify all possible senses. The dictionary which I have used over the past few years is the
electronic version of the Kielitoimiston sanakirja ("The New Dictionary of Modern Finnish")
which is the most comprehensive modern monolingual dictionary of the Finnish language™*.
Before its publication, I used the electronic version of the Gummeruksen uusi suomen kielen
sanakirja ("The Gummerus New Dictionary of the Finnish Language"; Nurmi, 1998). By
comparison, the linguists in charge of the development of the English semantic lexical
resources used a number of different knowledge sources and tools in the task of selecting
relevant semantic tags for the new lexicon entries. These included, for example, large
electronic dictionaries, such as the Collins English Dictionary, and concordance lines from
representative corpora, such as the BNC (Piao et al., 2005a). Unfortunately, there have been
no such large, freely accessible reference corpora available for Finnish.

Furthermore, I have also often cross-checked the English semantic lexicons to find out
which semantic tag the UCREL team has chosen for the sense in question, in order to make
the Finnish semantic lexicons as compatible with them as possible. There have been some

cases, however, in which I have decided on a slightly different interpretation. For example,

> This dictionary is updated constantly. The last update was carried out February 29, 2016.
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the word geisha exists in both languages. In the English single word lexicon, it has been
tagged as S3.2/S2.1f which is a combination of the category "Relationship: Intimate/Sexual"
and of the category "People: Female". For the Finnish single word lexicon, however, I chose
the semantic tag K1/S2.1f ("Entertainment Generally" / "People: Female", because that
matched better the definition in the Kielitoimiston sanakirja ("The New Dictionary of Modern
Finnish"), and I myself considered this semantic tag a more relevant choice. When necessary,
I have also consulted the online versions of MOT Englanti, MOT Collins English Dictionary,
Merriam Webster Dictionary, and Collins English Dictionary, as well as Google.

It is worth noting that the number of semantic tags in the semantic lexicon entries is not
necessarily the same as the number of senses in the reference sources which I have used. The
decisions have not been based on large-scale analysis but on my intuition and on what I have
considered practical solutions for this type of semantic lexical resources. Firstly, I have left
out senses which I considered infrequent, archaic, dialectal, or representing jargon and thus
not relevant additions to such lexicons. Secondly, as is the case with the English semantic
lexicons, the sense distinction in the Finnish semantic lexicons is more coarse-grained than in
large dictionaries, such as my reference sources, and thus I have grouped together some close
senses which can be considered to belong in the same semantic field. By way of illustration,
the Kielitoimiston sanakirja ("The New Dictionary of Modern Finnish") lists the following
senses for the noun koulu. To be concise, I have included here only the first one of the usage

examples for each sense.

1. (lower) educational institution
Maamme koulut. ("The schools in our country.")
2. in some noun compounds of tuition in course format

Pyhdkoulu. ("Sunday school.")
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3. school building, school house, school premises
Koulu on torin laidassa. ("The school is located next to the market place.")
4. teaching and studying at school, schoolwork; school attendance
Koulu alkaa, pddittyy. ("School starts, ends.")
5. school system
Koulun uudistaminen. ("School reform.")
6. especially in music
a. systematic course; school book / series of school books containing such a course
Kitarakoulu. ("Guitar school.")
b. schooling; proficiency produced by schooling
Viulistin mainio koulu kdvi ilmi jo ensi tahdeista. ("The excellent schooling of the
violinist was apparent from the first notes onwards.")
7. school of thought

Rafaelin koulu. ("The School of Raphael").

By comparison, I have assigned koulu the following two semantic tags in the Finnish single

word lexicon:

1. P1 ("Education in General")

2. S5+ ("Groups and Affiliation", with the plus marker indicating belonging in a group)

The semantic tag P1 covers the senses number 1, 2, 3, 4, 5, and 6a, whereas the semantic tag
S5+ covers the sense number 7. I have disregarded the sense number 6b altogether when
compiling the lexicon entry, since that sense is very infrequent and thus not a relevant

addition to such a general language resource. Nevertheless, if a particular task requires, it is
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possible to add further levels of subdivision and thus enable a much more detailed analysis
and description including even more distinctive features. Alternatively, the semantic tags can
be made more specific by using slash tags. I will return to this topic of granularity in section
5.3 in which I draft guidelines for tailoring the Finnish semantic lexical resources for domain-
specific applications.

The simplest type of a semantic lexicon entry is that for an unambiguous word or MWE,
that is, the word or the MWE has been assigned only one semantic tag. In case a word or a
MWE has been assigned more senses than one in the semantic lexicons, the semantic tags
representing the senses have been organized in perceived frequency order. This order is based
on information received from the above-mentioned Finnish reference sources, my native-
language intuition, and my work experience as a lexicographer. To the best of my knowledge,
there is no dictionary of the Finnish language in which information about the frequency of the
different senses of ambiguous words would be systematically available. According to Eija-
Riitta Gronros (personal communication, August 3, 2012), the editor of the Kielitoimiston
sanakirja ("The New Dictionary of Modern Finnish"), they arranged the senses in the entries
for ambiguous words according to various principles. The primary aim was to place the most
frequent sense first. However, at times, the most logical solution was to place the concrete
sense before the figurative sense, even though the former is less frequently used than the
latter. Additionally, if a dictionary entry contains many meaning groups, the compilers
considered the most practical option to place the closely connected senses one after another,
even though one of them might be less frequently used than the ones following it. And finally,
in some cases they had noticed later on that the perceived frequency order was after all not
correct. According to Gronros, this was due to the fact that the work was based on an earlier
large monolingual dictionary, the Suomen kielen perussanakirja ("Basic Dictionary of the

Finnish Language"), which was compiled before the 1990s, and some of the entries had not
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been edited since, so the frequency order of the senses had changed over time, because
language changes constantly. All things considered, I believe that the order of senses in the
Finnish semantic lexicons should relatively well reflect the general situation in ordinary
Finnish language usage. An evalution of this will be presented in section 4.4.3.2.1.

Nevertheless, it must be noted that the order of the senses in a semantic lexicon entry is
not a crucial issue. Instead, it is more important to develop effective disambiguation
mechanisms which can enable the FST to recognize the correct sense in a given context and
select the relevant semantic tag for it from the semantic lexicon entry. Various types of
solutions to address these issues will be presented in section 4.4.3 in connection with the
analysis of the errors which occurred in the application-based evaluation. Furthermore, the
order of senses in a semantic lexicon is not essential in many applications, such as in an
information retrieval setting where only certain features in the text need to be recognized. In
such a case, it is not necessary to disambiguate between the senses of ambiguous words in a
given context, but it is sufficient that the semantic tag for the relevant sense is included
among the semantic tags in the lexicon entry.

The FST is case-sensitive and can differentiate between general and proper nouns. By way

of illustration, the single word lexicon contains the following entries:

terttu Noun L3

Terttu Proper Z1f

The former word signifies a bunch (such as a bunch of grapes), whereas the latter is a female
name. Similarly, the noun kuusi denotes a spruce tree, and Kuusi is a Finnish family name. In

addition, kuusi can also be a numeral meaning the number six.

kuusi Noun L3
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kuusi Numeral N1

Kuusi Proper Z1

The words Aurinko, Kuu and Maa ("the Sun", "the Moon" and "the Earth") are capitalized
when they denote the proper names of heavenly bodies. When used as common nouns,
however, they are started with a lower-case letter. Thus, the single word lexicon contains, for

instance, the following entries:

kuu Noun w1 T1.3%

Kuu Proper Z3/W1

Sometimes both a lower-case variant (common noun) and upper-case variant (proper name) to

refer to the same concept. In such a case, both variants have been included in the single word

lexicon:
internet Noun Y2
Internet Proper Z3/Y2

In the following section, I take a closer look at the Finnish single word lexicon.

34.1 Single word lexicon

I have carried out the development process of the single word lexicon in various phases.

The grammatically and semantically tagged word list that I created from the manually tagged

test and training corpus, which was described in section 3.2, marked the beginning of the

55 The noun kuu has also the sense "month".
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work. Next, [ assigned both POS and semantic tags to a list generated by Kielikone consisting
of 5,000 most frequently used words in a corpus which they had compiled of newspaper texts
published in Helsingin Sanomat, the biggest daily newspaper in Finland. This was done to
focus on increasing coverage for corpora as efficiently as possible (the evaluation of the
lexical coverage of the single word lexicon will be presented in section 4.3). Thereafter, I
collected word lists of different fields, such as plants, animals, languages, foods, drinks,
currencies, as well as personal, geographical, and other proper names from various freely
available Internet sources. In addition, I intuitively listed words belonging to many other
fields such as weekdays, months, colours, and body parts. I read through all the words in each
of the lists, on one hand deleting the least frequently occurring words that I found unnecessary
for such a general language lexicon and, on the other hand, adding new words belonging to
the same meaning groups that I considered worthwhile additions. Following this procedure, I
used TextMorfo to assign POS tags for these words, after which I manually added the relevant
semantic tag for each word in the list, for example, L2 for every word in the list of animals
and T1.3 for all weekdays and months. I then read through the lists again carefully to find
words that have any other senses. An example of such a case is the noun Aiiri that has two
senses: 1) a small furry animal (L2) and 2) a pointing device for the computer (Y2). Similarly,
the noun sammakko most often refers to the animal frog (L2), but it can also refer to the way
children swim the breaststroke (M4), or to a mistake (AS5.3-). The resulting single word

lexicons entries thus are:

hiiri Noun L2 Y2

sammakko Noun L2 M4 A5.3-
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When in this way I had managed to construct a "seed lexicon" of approximately 15,000
entries, I saved it into the software component of the FST, and thus the "working prototype"
of the FST was ready.

Thereafter, I have been collecting candidates for new lexicon entries in the following way.
I have fed different types of newspaper texts, articles on different fields, as well as online
fiction and non-fiction into the FST. I have collected these from various sources to be able to
provide a coverage as wide as possible. I have found current newspaper texts particularly
beneficial, because they offer plenty of topical vocabulary and proper names as well as words
which have recently entered the Finnish language. When text is entered, the FST assigns both
POS and semantic tags for each word. In most cases, the words have been included in the
TextMorfo lexicons, and as a result, the POS tagging component based on TextMorfo has
recognized the part of speech of these words and has been able to assign the correct POS tag
to them. However, if a word is not yet included in the semantic lexical resources, the semantic
tagging component does not recognize such a word, but it assigns the word the semantic tag
799 which represents the category "Unmatched". From the tagged output, I have then sorted
out all these instances of words tagged as Z99, from the resulting list I have deleted the
infrequent and misspelt words, and, thereafter, I have assigned semantic tags to the remaining
words which I have considered valuable additions to the single word lexicon, consulting the
reference sources which I mentioned in the previous section. Periodically, I have saved the
latest version in the software component. In this way, I have incrementally built the single
word lexicon into a database containing 45,781 entries, all both grammatically and
semantically tagged, which, based on the method described above, will include the core
lexicon of the Finnish language.

The creation of the English single word lexicon was a relatively similar process. The

initial version was created by utilizing information which was contained in the lexical
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resources of the CLAWS POS tagger. Subsequently, new entry candidates were collected
from spoken and written corpora with similar methods as I have used in the development of
the Finnish counterpart, in other words, by collecting unmatched words tagged as Z99 and
including as new lexicon entries the words which were considered valuable additions (Piao et
al., 2005a; Paul Rayson, personal communication, November 23, 2011).

The Finnish single word lexicon differs slightly from its English counterpart, not only
because of the absence of inflectional variants, which was discussed in the previous section,
but also because of the fact that some frequently co-occurring MWEs have been included in
the single word lexicon and not in the MWE lexicon. These are fixed expressions in which the
constituent words cannot be inflected, no enclitic particles are used56, and where no embedded
elements’” are allowed between the constituents. In principle, all entries that consist of two or
more words with intervening spaces between them do belong in the MWE lexicon, just as in
the English equivalent, but since TextMorfo in the POS tagging phase processes some fixed

expressions as single units and then assigns a POS tag to the entire expression™, it was

%6 In principle, a creative mind would find it possible to add at least some enclitic particles to the end of
nearly every word. However, here I concentrate on at least relatively frequently appearing formations and ignore
cases which are in principle possible but appear very marginally.

>7 An embedded element is an item which can intervene in a discontinuous MWE. A typical example of such

an element is a pronoun, noun, adverb, or proper name which is embedded in a verb phrase, for example:

annoin hdnelle lopputilin ("1 sacked him".; literally "I gave him the pay-off")
annoin Matille lopputilin ("I sacked Matti"; literally "I gave Matti the pay-off™)

A MWE can contain more embedded elements than one, for example:

annoin tdnddn sille laiskalle Matille lopputilin ("1 sacked that lazy Matti today"; literally "I gave today that
lazy Matti the pay-off™).

Embeddings were mentioned briefly in connection with the EST in section 2.4.1.2, and they will be examined in
more detail in section 5.2.2.2 in which I draft guidelines for writing templates for Finnish MWEs.

¥ These resemble the ditto tags which are used in CLAWS (University Centre for Computer Corpus
Research on Language (n.d.-d)).
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practical to treat these as single units in the semantic tagging component as well. For this

reason, they are included in the single word lexicon, and the spaces between the constituents

are replaced by underscores. The single word lexicon currently contains 764 such entries, for

example:

aamusta_iltaan

herranen_aika

heti_kun

hyvad huomenta

joka_ikinen

kuin_kaksi marjaa

olipa_kerran

Adverb

Adverb

Conjunction

Interjection

Pronoun

Adjective

Verb

T1.3+
("from morning to evening")
74
("good heavens")
Z5
"as soon as")
74
("good morning")
78
("every single one")
A6.1+
("like two peas in a pod")
74

("once upon a time")

The following is a sample from the Finnish single word lexicon:

hauraasti

hauras

haurastua

haurastuminen

haurastuttaa

haurastuttaminen

Adverb
Adjective
Verb
Noun
Verb

Noun

04.1 S1.2.5-

04.1 S1.2.5-

04.1/A2.1 S1.2.5-/A2.1

04.1/A2.1 S1.2.5-/A2.1

04.1/A2.2 S1.2.5-/A2.2

04.1/A2.2 S1.2.5-/A2.2
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hauraus
Hausjarvi
hauska
hauskasti
hauskuus
hauta
hautaaminen
hautajais
hautajaiset

Hautala

hautamuistomerkki

hautaus
hautausmaa
hautautua
hautautuminen

hautoa

hautominen

hautua
hautuminen
hauva

Havaiji
havaijilainen
havaijilainen
havaijilaispaita
havaijipaita
havainnoida
havainnoija

havainnoiminen

Noun
Proper
Adjective
Adverb
Noun
Noun
Noun
CompPart
Noun
Proper
Noun
Noun
Noun
Verb
Noun
Verb
X2.1
Noun
X2.1
Verb
Noun
Noun
Proper
Adjective
Noun
Noun
Noun
Verb
Noun

Noun

04.1 S1.2.5-
z2

E4.1+ S1.2.1+
E4.1+ S1.2.1+
E4.1+ S1.2.1+
M7/L1- W3

L1-/A1.1.1 Al0-

L1-/S1.1.1

L1-/S1.1.1

Z1

L1-/C1

L1-/Al.1.1

M7/L1-

Al0- XS5.2+

Al10- X5.2+

04.6+ L2

04.6+ L2

F1 04.6+

F1 04.6+

L2

Z2

Z2

72/82

B5

B5

X3

X3/82

X3

B3

B3

X2.1

X2.1

132
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havainnointi Noun X3

havainnollinen Adjective Al2+

From this sample we learn, for instance, the following facts. The adjective hauras and the
corresponding adverb hauraasti have been assigned two senses: physically fragile and
figuratively fragile. Thus, both are tagged as O4.1 S1.2.5-. The category O4.1 is "General
Appearance and Physical Properties", whereas the category S1.2.5 is "Toughness:
Strong/Weak" which is complemented by a minus marker to indicate a negative position on
the semantic scale. The verb haurastua means "to become fragile", so the semantic tags O4.1
and S1.2.5- are complemented by another semantic tag which represents the category "Aftect:
Modify, Change" (A2.1). Another example of a slash tag is the entry for the verb haurastuttaa
("to cause something to become fragile"). The category A2.2 ("Affect: Cause/Connected")
indicates a causal relationship, so the tags necessary are O4.1/A2.2 and S1.2.5-/A2.2. The
words haurastuminen and haurastuttaminen are nouns which are derived from these verbs
and indicate "the act of..." Hausjdrvi (a municipality in Finland) and Havaiji ("Hawaii") are
geographical names (Z2). Hauska means "enjoyable" (E4.1+) or "personable" (S1.2.1+), so
both these senses represent the positive side of the semantic scale in their respective
categories. The adverb hauskasti and the noun hauskuus, in turn, are its derivations. Hauta
("grave") and hautausmaa ("graveyard") are tagged as combinations of the categories M7
("Places") and L1 ("Life and Living Things"), and since it is deceased people at issue here, a
minus marker is attached to the semantic tag L1. Hauta has also a second sense "trench", for
which the relevant semantic tag is W3 ("Geographical Terms"). Hautajaiset ("funeral") is
tagged as L1-/S1.1.1, in which the semantic tag S1.1.1 stands for the category "Social
Actions, States, & Processes: General". Hautala is a Finnish personal name (Z1). In the case
of the noun hautamuistomerkki ("sepulchral monument"), the semantic tag L1- is

complemented by the semantic tag C1 ("Arts and Crafts"). The verb hautautua and the
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derived noun hautautuminen mean "being covered" (A10-) or "immersing oneself in
something" (X5.2+). The verb hautoa as well as the derived noun hautominen have been
assigned a total of four different senses. These are: 1) warming something (04.6+), 2)
incubating eggs (L2), 3) bathing related to medical treatment (B3), and 4) pondering (X2.1).
The distribution of different POS categories in the single word lexicon is shown in Table 4
below. Nouns are by far the largest group constituting 57.70% of the entries. The second
largest group is that of proper nouns (17.28%), followed by three other substantial groups:
adjectives (7.35%), verbs (7.21%), and adverbs (6.98%). The remaining groups are notably

smaller.
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Table 4

Distribution of Part-of-Speech Categories

in the Single Word Lexicon of the Finnish Semantic Tagger

Entries
POS categories (types) |%
Abbreviation 381 0.83
Adjective 3,366 7.35
Adverb 3,194 6.98
Code 17 0.04
CompPart 606 1.32
Conjunction 116 0.25
Interjection 85 0.19
Noun 26,417 57.70
Numeral 91 0.20
Preposition 223 0.49
Pronoun 73 0.16
Proper 7,913 17.28
Verb 3,299 7.21
Total 45,781 100.00

It would be interesting to be able compare these figures to the distribution of POS

135

categories in a general dictionary of Finnish. Unfortunately, such a dictionary in which POS

information would be systematically included does not exist. However, Eija Riitta Gronros,

the editor-in-chief of the Kielitoimiston sanakirja ("The New Dictionary of Modern Finnish"),

was able to offer some help (personal communication, August 26, 2008). The edition

published in 2008 contains in all almost 100,000 entries, and its electronic version also holds
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the separate The Dictionary of Finnish Place Names which contains approximately 21,000
place names. The POS categories differ slightly from those used by TextMorfo and thus by
the FST, but the POS categories which are shared are: "Adjective", "Noun", "Numeral",
"Pronoun", and "Verb". According to their rough estimate, 72% of the entries were classified
as nouns, 10% as adjectives, 10% as verbs, and less than one per cent as numerals and
pronouns. As is evident from Table 5 below, if this estimated distribution of POS categories is
compared to the distribution of POS categories found in the Finnish single word lexicon, the
figures are actually quite similar, once the categories "Proper" and "CompPart", which can be

expected not to exist in a general dictionary, have been excluded.

Table 5

Distribution of the Shared Part-of-Speech Categories in the Kielitoimiston sanakirja

(KS) and in the Single Word Lexicon of the Finnish Semantic Tagger (FST)

Shared POS categories KS% FST%
Adjective 10 9.03
Noun 72 70.90
Numeral <1 0.24
Pronoun <1 0.20
Verb 10 8.85

In addition, I compared the distribution of POS categories in the Finnish single word
lexicon to the distribution of POS categories in a list of 9,996 words found to be the most
common in Finnish newspaper texts (Kielipankki, n.d.). This frequency list was created by
CSC (IT Center for Science’ 9) in 2004, and the source material consisted of 43,999,826 words

of newspaper text. Even though a comparison to a frequency list is not as relevant as a

> For more information, see https://www.csc.fi/home.
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comparison to a dictionary, the fact that TextMorfo had been used for the analysis of this
newspaper corpus (Sami Salonen, personal communication, January 2, 2013) made the case
quite interesting, since, consequently, the words in the frequency list and the words in the
Finnish single word lexicon have been classified utilizing the same POS categories. As Table
6 below shows, here as well the overall distribution of POS categories was fairly similar,
except that the number of nouns was somewhat higher and the number of verbs was

somewhat lower in the Finnish single word lexicon.

Table 6

Distribution of Part-of-Speech Categories in the CSC Frequency List (CSC)

and in the Single Word Lexicon of the Finnish Semantic Tagger (FST)

POS categories CSC% FST%
Abbreviation 1.40 0.83
Adjective 9.16 7.35
Adverb 7.76 6.98
Code 0.00 0.04
CompPart 0.02 1.32
Conjunction 0.49 0.25
Interjection 0.03 0.19
Noun 44.69 57.70
Numeral 0.57 0.20
Preposition 1.64 0.49
Pronoun 0.48 0.16
Proper 19.53 17.28
Verb 14.23 7.21
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Thus, it is evident from the above two tables that the POS distribution in the Finnish single
word lexicon is largely similar to that found in a comprehensive monolingual dictionary and
in a very large corpus.

The second and third column of Table 7 below show the distribution of the Finnish single
word lexicon entries in the 21 top level semantic categories. If a lexicon entry has been
assigned more than one semantic tag, here the lexicon entry has been counted in the top level
category of the first semantic tag representing the sense which has been considered to be the
most frequent and thus the most representative sense for the lexicon entry in question. The
category Z is by far the largest constituting 21.31% of the entries. The categories A (9.93%),
B (8.16%), S (7.43%), L (6.11%), and O (6.11%) are also substantial. The smallest categories
are P (0.79%), Y (0.84 %), and C (0.85%). The corresponding figures for the English single
word lexicon (Paul Rayson, personal communication, October 6, 2010) are shown in the
fourth and fifth columns. In the English single word lexicon as well, the category with most
entries is Z (18.64%). It is followed by the categories A (13.17%), S (8.89%), and O (7.35%),

while the smallest categories are C (0.57%), Y (0.93%), P (1.00%), and W (1.02%).
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Table 7

Distribution of Entries in the Top Level Semantic Categories in the Single Word

Lexicons of the Finnish Semantic Tagger (FST) and the English Semantic Tagger (EST)

FST FST EST EST
Semantic Categories Entries | % Entries | %
A General & Abstract Terms 4,544 |9.93 7,330 [13.17
B The Body & the Individual 3,734 |8.16 3,074 |5.52
C Arts & Crafts 389 0.85 317 0.57
E Emotional Actions, States, & Processes 1,509 3.30 2,042 3.67
F Food & Farming 1,167 2.55 1,515 2.72
G Government & the Public Domain 1,235 |2.70 2,057 |3.69
H Architecture, Buildings, Houses, & the Home 676 1.48 875 1.57
| Money & Commerce 1,004 |2.19 2,018 |3.62
K Entertainment, Sports, & Games 1,420 |3.10 1,188 |2.13
L Life & Living Things 2,798 6.11 1,277 2.29
M Movement, Location, Travel, & Transport 2,185 477 3,012 5.41
N Numbers & Measurement 1,916 419 2,185 3.92
O Substances, Materials, Objects, & Equipment | 2,796 6.11 4,091 7.35
P Education 360 0.79 554 1.00
Q Linguistic Actions, States, & Processes 2,035 445 2,927 5.26
S Social Actions, States, & Processes 3,401 7.43 4,949 |8.89
T Time 1,418 3.10 1,444 2.59
W The World & Our Environment 718 1.57 568 1.02
X Psychological Actions, States, & Processes 2,336 |5.10 3,354 |6.02
Y Science & Technology 385 0.84 517 0.93
Z Names & Grammatical Words 9,755 |21.31 10,376 |18.64
Total 45,781 [100.00 |55,670 |100.00
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The chart below shows a comparison in the 21 top level semantic categories between the
Finnish and English single word lexicons. The distribution is quite similar, which shows the

maturity of the Finnish single word lexicon.
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M FST entries %

10 - W EST entries %
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Figure 4. Distribution chart of single word lexicon entries of the Finnish Semantic Tagger

(FST) and of the English Semantic Tagger (EST) in the top level semantic categories

By far most of the Finnish single word lexicon entries are unambiguous; 83.50% of them
have been assigned only one semantic tag. The highest number of semantic tags, 11 in all, has
been assigned to four high-frequency verbs (mennd, pitdd, tulla, vetdd). Table 8 below shows

the distribution of the number of semantic tags per entry in the single word lexicon.
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Table 8

Distribution of the Number of Semantic Tags per Entry

in the Single Word Lexicon of the Finnish Semantic Tagger

Entries
Number of tags/entry (types) |%
1 38,225 |83.50
2 5,285 11.54
3 1,399 3.06
4 500 1.09
5 186 0.41
6 108 0.24
7 44 0.10
8 18 0.04
9 8 0.02
10 4 0.01
11 4 0.01
Total 45,781 100.00
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It is not possible to directly compare the number of semantic tags in the Finnish semantic

lexicons to the number of senses in the Kielitoimiston sanakirja ("The New Dictionary of

Modern Finnish") which I have most often used as my reference source since the year 2008.

This is due to the fact that even though the entries in the Kielitoimiston sanakirja contain

numbered senses, these often contain both concrete and figurative senses as well as special

field senses grouped together under the same number, so the number of actual different senses

is often much higher than the number of numbered senses. Nevertheless, as examples I list the

following words. The highest number of numbered senses in the Kielitoimiston sanakirja, 26
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in all, has been assigned to the verb olla ("to be"), whereas in the single word lexicon the
number of semantic tags is four. The noun henki ("breath", "life", "spirit", "ghost", "person",
etc.) has been assigned 11 numbered senses in the Kielitoimiston sanakirja, whereas it has
been assigned six semantic tags in the single word lexicon. The adjective vahva ("strong",
"powerful", "robust", "potent”, etc.) has been assigned 14 numbered senses in the
Kielitoimiston sanakirja, whereas it has been assigned six semantic tags in the single word
lexicon. That said, as I pointed out in section 3.4, similarly to the English semantic lexicons,
the sense distinction in the Finnish semantic lexicons is more coarse-grained than in large
dictionaries, and thus some close senses which can be considered to belong in the same

semantic field have been grouped together.

342 Multiword expression lexicon

In contrast to the Finnish lexicon of single words described above, the Finnish lexicon of
MWEs contains entries which are units of thought consisting of two or more separate
orthographic words which depict one semantic concept. Finnish MWEs include most of all
multiword proper names, noun and verb phrases, idioms, and proverbs.

The MWE lexicon, which at present contains 6,113 entries, has this far been generated
more or less as a by-product of the single word lexicon. In other words, when I have collected
word lists of different fields for the semantic lexical resources, I have divided the items into
two groups: 1) single words and 2) expressions consisting of two or more separate words with
intervening spaces between them. In addition, I have included some lists of noun and verb
phrases, idioms, and proverbs into it from various freely available Internet sources. On the
whole, I have prioritized the development of the single word lexicon, and the MWE lexicon,

as it exists at present, could perhaps better be described as a "beginning of a lexicon" or even
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as a "seed lexicon". It is nevertheless a beginning. By comparison, the initial version of the
English MWE lexicon was produced by exploiting the information contained in the lexical
resources of the CLAWS POS tagger. Subsequently, candidate MWEs have been extracted
from corpora using statistical tools, after which the selected MWEs have been manually
classified into semantic categories. (Piao et al., 2005a) This corpus-driven approach to the
detection of MWE:s is described in more detail in Piao, Rayson, Archer, & McEnery (2005b).
Similar methods might be useful for extending the Finnish MWE lexicon as well.

The following list is a sample from the Finnish MWE lexicon. The lexicon entries consist
of a MWE and the relevant semantic tags. The lexicon entries have been assigned
automatically generated templates, but I have deleted them from these examples. The reason
for this is that this "quick MWE template solution", which was adopted in the Benedict
project due to lack of time, was found to be neither very useful nor intelligent. If the FST is
developed further, these automatically generated MWE templates will need to be replaced by
accurate manually written templates, as is the case in the English MWE lexicon. I will discuss
the "quick MWE template solution" in more detail in connection with the evaluation in
section 4.2. In section 5.2.2.2, I will draft guidelines for writing accurate templates which
would enable the FST to reliably recognize Finnish MWEs. Expanding the MWE lexicon and
writing templates for all its entries manually is mammoth task which is beyond the scope of
this thesis. MWEs are less easy to discover automatically than unknown single word entries,

and writing accurate templates is very time-consuming.

persona non grata X7-/S2
perustavaa laatua oleva All.1+
peré perad N4
perédén haikaileminen X7+

pesta tiskit B4



LARGE SEMANTIC LEXICAL RESOURCES FOR FINNISH 144

peukun pitdminen Al4
pidelld pihdeissiddn S7.1+%
pidelld vallassaan S7.1+
pidemmittd puheitta 74
Picksdméden Lehti 73/Q4.2
Pieksdméden maalaiskunta Z2
pieleen meneminen X9.2-
pienelld dédnelld X3.2-
pienen ikédnsd T1.3+
pienen pieni N3.2---

From this sample we learn, for example, the following. Persona non grata has received a
slash tag: the semantic tag X7- indicates something unwanted or unchosen, and it is
complemented by the semantic tag S2 which represents the category "People", so persona non
grata thus means an unwanted person. Perustavaa laatua oleva ("fundamental") is something
very important (A11.1+), whereas pienen pieni ("tiny") is something very small (N3.2---).
Perd perdd ("one after another") has been assigned the semantic tag N4 which stands for the
category "Linear Order", and pestd tiskit ("to do the dishes") has been assigned the semantic
tag B4 which represents the category "Cleaning and Personal Care". Perdcdin haikaileminen
("yearning for") means the act of wanting something (X7+), peukun pitdminen the act of
keeping one’s fingers crossed for luck (A1.4), and pieleen meneminen the act of failing (X9.2-
). Pieksamdien Lehti and Pieksamden maalaiskunta are proper names. Pieksamden Lehti
(name of the local newspaper in the region of Pieksaméki, a town in Central Finland) belongs
both in the category "Other Proper Names" (Z3) and in the category "The Media: Newspapers

etc." (Q4.2), whereas Pieksamden maalaiskunta is a geographical name (Z2). The idioms

% This MWE can in principle have a literal meaning as well, "to hold in one’s pliers", but it is highly

unlikely to appear in text.
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pidelld pihdeissddn and pidelld vallassaan ("to keep someone under one’s thumb") have both
been assigned the semantic tag S7.1+ which indicates having power. Finally, the idiom
pidemmittd puheitta ("without further ado") belongs into the category "Discourse Bin" (Z4).
The second and third column of table 9 below show the distribution of Finnish MWE
lexicon entries in the 21 top level semantic categories. Similarly to Table 7, if a lexicon entry
has been assigned more than one semantic tag, the lexicon entry has been counted in the top
level category of the first semantic tag representing the sense which has been considered to be
the most frequent and thus the most representative sense for the lexicon entry in question. The
corresponding figures for the English MWE lexicon (Paul Rayson, personal communication,

October 6, 2010) are shown in the fourth and fifth columns.
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Table 9

Distribution of Entries in the Top Level Semantic Categories in the MWE Lexicons

of the Finnish Semantic Tagger (FST) and the English Semantic Tagger (EST)

FST FST EST EST
Semantic Categories Entries | % Entries | %
A General & Abstract Terms 798 13.05 |2,160 |11.53
B The Body & the Individual 283 4.63 1,141  |6.09
C Arts & Crafts 6 0.10 110 0.59
E Emotional Actions, States, & Processes 550 9.00 582 3.1
F Food & Farming 186 3.04 652 3.48
G Government & the Public Domain 218 3.57 781 417
H Architecture, Buildings, Houses, & the Home |12 0.20 430 2.30
| Money & Commerce 118 1.93 891 4.76
K Entertainment, Sports, & Games 91 1.49 815 4.35
L Life & Living Things 138 2.26 222 1.19
M Movement, Location, Travel, & Transport 170 2.78 1,552 8.29
N Numbers & Measurement 226 3.70 714 3.81
O Substances, Materials, Objects, & Equipment |49 0.80 600 3.20
P Education 219 3.58 316 1.69
Q Linguistic Actions, States, & Processes 287 4.69 784 419
S Social Actions, States, & Processes 581 9.50 1,559 8.32
T Time 215 3.52 818 4.37
W The World & Our Environment 27 0.44 97 0.52
X Psychological Actions, States, & Processes 623 10.19 [1,036 |5.53
Y Science & Technology 11 0.18 255 1.36
Z Names & Grammatical Words 1,305 |[21.35 |3,137 |[16.75
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Df*" 0 0 78 0.42

Total 6,113 |100.00 |18,730 |100.00

As with the Finnish single word lexicon, in the Finnish MWE lexicon as well the category Z
is by far the largest group constituting 21.35% of the entries. Other substantial categories are
A (13.05%), X (10.19%), S (9.50%), and E (9.00%). The smallest categories are C (0.10%),
Y (0.18%), H (0.20%) and W (0.44%). In regard to the English MWE lexicon, there, too, the
largest category is Z (16.75%), followed by A (11.53%), S (8.32%), and M (8.29%), while the
smallest number of entries were contained in the categories W (0.52%), C (0.59%) and Y
(1.36%). As to the total number of entries, it is useful to bear in mind that MWEs are more
common in English than in Finnish, since in addition to multiword proper names (e.g. "United
Kingdom") and idioms (e.g. "out of this world"), the English language also uses a large
number of phrasal verbs (e.g. "die out"), which are not common in Finnish, as well as noun
phrases (e.g. "general studies") the equivalent of which would be a compound in Finnish and

written as one orthographic word (yleisopinnot "general studies"). Thus, even though the

%1 The marker "Df" is an abbreviation from the word "default", and it indicates templates for both single words
and MWEs in which the category is defined by the word which replaces "Df", in other words, the first

constituent word. For example:
* JJ style NN1 Df

This template is able to catch MWESs with a general adjective and the singular common noun "style", such as
"Caribbean style", "musical style", or "alpine-style", and each expression is assigned the semantic tag which the
respective adjective would receive. Thus, "Caribbean style" would be assigned the semantic tag Z2, "musical
style" the semantic tag K2, and "alpine-style" the semantic tag W3. The following template, in turn, would catch
expressions like "brutal-looking" and "untidy-looking", and they would respectively be tagged as E3-/A8 and

04.2-/A8 ("seems brutal" and "seems untidy").
* JJ* looking_* Df/A8

The Df-marker has not been found necessary in the Finnish MWE lexicon this far.
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Finnish MWE lexicon needs expanding, a smaller MWE lexicon would very likely be
sufficient for Finnish than for English.

The figure below shows a comparison in the 21 top level semantic categories between the
Finnish and English MWE lexicons. It is quite obvious that the Finnish MWE lexicon is less
mature than the English single word lexicon, but this outcome could be expected, since its

development has not been prioritized.
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Figure 5. Distribution chart of MWE lexicon entries of the Finnish Semantic Tagger (FST)

and of the English Semantic Tagger (EST) in the 21 top level semantic categories

A total of 96.14% of the Finnish MWE lexicon entries have been considered unambiguous
and thus have been assigned only one semantic tag. Two semantic tags have been assigned to
234 entries, and three semantic tags have been assigned to two entries as Table 10 below

shows.
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Table 10

Distribution of the Number of Semantic Tags per Entry

in the MWE Lexicon of the Finnish Semantic Tagger

Entries
Number of tags/entry (types) |%
1 5,877 96.14
2 234 3.83
3 2 0.03
Total 6,113 100.00

MWEs take priority over single word tagging. In other words, similarly to the English
counterpart, the FST as well should first match the input text against the templates in the
MWE lexicon. If it discovered a word sequence which matches one of the templates and thus
together form a MWE, it should tag these words together as a unit having the same sense. If
no suitable MWE template is discovered, a word is considered to be a single word and tagged
individually using the single word lexicon. While the present Finnish MWE lexicon is a good
"preliminary version", it is not very useful as such (see section 4.2), since the accurate
templates for MWESs have not yet been written. The FST would, nevertheless, be able, with
this present information, to recognize some MWESs such as the expression perd perdd ("one
after another"), since this expression does not allow embedded elements. In comparison, the
FST would not often recognize, for instance, the verb phrases pidelld pihdeissddn and pidelld
vallassaan ("to keep someone under one’s thumb"; see page 144) because of embedded
elements which such expressions often contain. For this reason, it is of utmost importance to

devote sufficient time for template development so as to add intelligence to the FST.
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3.5 Sample Output

This subsection illustrates the output produced by the FST. The two example sentences

arc:

Seuraava vuosi tuo isoja muutoksia kotimaan matkustajaliikenteeseen. Esimerkiksi
Junareittejd lopetetaan, uusia bussireittejd perustetaan ja halpoja matkoja on tarjolla niille,

Jjotka ostavat lippunsa hyvissd ajoin.

Table 11 below shows how these sentences translate into English. As I pointed out in section
3.2, Finnish uses fewer orthographical words than English to convey the same information.
This is clearly evident from the translated sentences in the table and due to the fact that
Finnish as an agglutinative language predominately uses inflections instead of prepositions,
and it does not use articles either. Note also that Finnish does not have the future tense, but

the present tense is used for future time as well.
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Table 11

Sample Output of the Finnish Semantic Tagger: Example Sentences

Finnish

English

Seuraava vuosi

The coming year

tuo

will bring

isoja muutoksia

major changes

kotimaan matkustajaliikenteeseen

in domestic passenger traffic.

Esimerkiksi

For example,

junareitteja

train routes

lopetetaan

will be eliminated

uusia bussireitteja

new bus routes

perustetaan

will be created,

ja

and

halpoja matkoja

inexpensive trips

on will be
tarjolla on offer
niille for those
jotka who
ostavat buy
lippunsa their tickets

hyvissa ajoin

in good time

The FST tags the two example sentences as follows:

151



LARGE SEMANTIC LEXICAL RESOURCES FOR FINNISH

<w pos="Verb" mwe="0" sem="T2+" lem="alkaa">Alkanut</w>

<w pos="Noun" mwe="0" sem="T1.3" lem="vuosi">vuosi</w>

<w pos="Verb" mwe="0" sem="M2 12.2/M2 A10+ M6 A2.2" lem="tuoda">tuo</w>
<w pos="Adjective" mwe="0" sem="N3.2+ T3+ N5+ A11.1+" lem="is0">isoja</w>

<w pos="Noun" mwe="0" sem="A2.1+ B2-" lem="muutos">muutoksia</w>

<w pos="Noun" mwe="0" sem="H4/M7" lem="kotimaa">kotimaan</w>

<w pos="Noun/Noun" mwe="com" sem="M3/M1/52 M5/M1/S2 M4/M1/S2 M1/M1/S2"
lem="liikenne/matkustaja">matkustajaliikenteeseen</w>

<w pos="_Delimiter" mwe="0" sem="PUNC" lem=".">.</w>

<w pos="_EndOfSentence" mwe="0" sem="799" lem="NULL">NULL</w>

<w pos="Adverb" mwe="0" sem="Z5" lem="esimerkiksi">Esimerkiksi</w>

<w pos="Noun/Noun" mwe="com" sem="M6/M3" lem="reitti/juna">junareitteja</w>
<w pos="Verb" mwe="0" sem="T2- L1-" lem="lopettaa">lopetetaan</w>

<w pos="_Delimiter" mwe="0" sem="PUNC" lem=","> </w>

<w pos="Adjective" mwe="0" sem="T3- N5++" lem="uusi">uusia</w>

<w pos="Noun/Noun" mwe="com" sem="M6/M3" lem="reitti/bussi">bussireitteja</w>
<w pos="Verb" mwe="0" sem="T2+ X2.1 A1.1.1" lem="perustaa">perustetaan</w>
<w pos="Conjunction" mwe="0" sem="Z5" lem="ja">ja</w>

<w pos="Adjective" mwe="0" sem="11.3- A11.1- G2.2-" lem="halpa">halpoja</w>

<w pos="Noun" mwe="0" sem="M1 F3 L1 N3.3 K5.1" lem="matka">matkoja</w>

<w pos="Verb" mwe="0" sem="A3+ A1.1.1 M6 A8" lem="olla">on</w>

<w pos="Adverb" mwe="0" sem="A9+ A3+" lem="tarjolla">tarjolla</w>

<w pos="Pronoun" mwe="0" sem="28" lem="ne">niille</w>

<w pos="_Delimiter" mwe="0" sem="PUNC" lem=",">,</w>

<w pos="Pronoun" mwe="0" sem="N5.1+ Z8" lem="joka">jotka</w>

<w pos="Verb" mwe="0" sem="12.2 G2.2-/A9-" lem="ostaa">ostavat</w>

<w pos="Noun" mwe="0" sem="Q1.1" lem="lippu">lippunsa</w>

<w pos="Adverb" mwe="0" sem="T4+" lem="hyvissd_ajoin">hyvissa</w>

<w pos="Adverb" mwe="0" sem="T4+" lem="hyvissi_ajoin">ajoin</w>
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<w pos="_Delimiter" mwe="0" sem="PUNC" lem=".

>.</w>

<w pos="_EndOfSentence" mwe="0" sem="299" lem="NULL">NULL</w>

This output displays the following types of information:

nn

POS tag (pos"=XXX"). For example, "pos"=Noun"" indicates a noun, such as in the
case of lippu ("ticket").
Membership (mwe="XXX"). Single words are marked as "mwe="0"", such as in the

nn

case of vuosi ("year"). The membership value "mwe="com"" indicates that the output
has been produced by the compound engine (see section 3.3.2), such as in the case of
reitti/juna ("route/train"). If a word was a constituent word in a MWE, this would be
marked as "mwe="mwe"".

Semantic tags (sem="XXX"). The semantic tags in the lexicon entry are listed in
perceived frequency order, for example, "sem="12.2 G2.2-/A9-" for the verb ostaa ("to
buy").

Basic form of the input word (lem="XXX">XXX). For example,

"lem="ostaa">ostavat; ostavat" ("they buy"): ostavat is the present tense, active voice,

indicative mood, and the third person plural form of the verb ostaa ("to buy").

Furthermore, the output contains the following information:

Markers <w [XXX] </w> are XML word tags.
Delimiters, such as commas, are indicated in the following manner:
<w pos="_Delimiter" mwe="0" sem="PUNC" lem="XXX">XXX</w>.

The end of the sentence is indicated in the following manner:
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<w pos="_EndOfSentence" mwe="0" sem="799" lem="NULL">NULL</w>.

The sample output also displays how compounds are treated in the FST. As I noted in
section 3.3.2, the number of possible Finnish compounds is infinite, so it would be totally
impossible to collect all potential candidates. For this reason, the Benedict team decided to
include only the most frequent compounds as well as lexicalized compounds in the single
word lexicon, and all other possible, less frequently used compounds of a more temporary
nature are handled by the compound engine. An example of a frequent compound is kotimaa
("home country") which appeared in the above example sentence in the genitive singular
(kotimaan). This compound is included in the single word lexicon and was tagged by the FST

in the following way:

<w pos="Noun" mwe="0" sem="H4/M7" lem="kotimaa">kotimaan</w>

By comparison, the compound matkustajaliikenne ("passanger traffic"), which appeared in the
above example sentence in the illative singular (matkustajaliikenteeseen), is a less frequently
used compound which is not included in the single word lexicon. The compound engine has

generated the following interpretation for it:

<w pos="Noun/Noun" mwe="com" sem="M3/M1/52 M5/M1/52 M4/M1/52 M1/M1/S2"

lem="liikenne/matkustaja">matkustajaliikenteeseen</w>

Another useful feature in the FST can be seen in the following excerpt from the sample

output:

<w pos="Adverb" mwe="0" sem="T4+" lem="hyvissd_ajoin">hyvissa</w>
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<w pos="Adverb" mwe="0" sem="T4+" lem="hyvissi_ajoin">ajoin</w>

As I wrote in section 3.4, some frequently co-occurring MWEs have been included in the
single word lexicon and not in the MWE lexicon. These are fixed expressions in which the
constituent words cannot be inflected, no enclitic particles are used, and where no embedded
elements are allowed between the constituents. Since TextMorfo in the POS tagging phase
processes some such fixed expressions as single units and then assigns a POS tag to the entire
expression, it was practical to treat these as single units in the semantic tagging component as
well. Therefore, they have been included in the single word lexicon, and the spaces between
the constituents have been replaced by underscores. This expression, hyvissd ajoin ("in good

time"), is a good example of such a case.

3.6 Chapter Summary

This chapter has described the development and the structure of the Finnish semantic
lexical resources and has thus answered RQ1 (What do the Finnish semantic lexical
resources consist of, what type of principles and practices have been followed in their
creation, and how do these resources differ from their English counterparts both in
terms of content and construction?). The overall aim in the development process of the FST
has been to adapt the semantic analysis system originally developed for English to meet the
needs of semantic analysis of Finnish. The semantic lexical resources which I have created in
this thesis provide the knowledge base for the FST and are my most important contribution to
it. Consequently, we now have at our disposal equivalent semantic taggers based on

equivalent semantic lexicons which are suitable for processing both English and Finnish.
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Subsequently, equivalent semantic taggers have been developed also for Czech, Chinese,
Dutch, French, Italian, Malay, Portuguese, Russian, Spanish, Urdu, and Welsh.

At first, I have looked at the initial phases of the development process. Thereafter, I have
provided a brief summary of the development and the structure of the software component. It
was essential to start from this, since semantic lexical resources such as ours cannot be
developed in isolation, but the software in which they will be applied needs to be taken into
account in many respects all through the development process. The software component,
which was developed during the Benedict project, needed some modification to enable it to
process the specific features of the Finnish language. The English POS tagger CLAWS was
replaced by TextMorfo, a Finnish counterpart, and a new component named the compound
engine was included in the software to process Finnish compounds which are not included in
the semantic lexical resources. In addition, the encoding system of the whole USAS
framework, to which all these semantic taggers belong, was changed to Unicode to allow the
software to cope with the Scandinavian characters 4, ¢, and 6. However, the semantic
categories originally developed for the analysis of the English language did not need any
modification at all. Indeed, they were found to be suitable in every respect to the semantic
categorization of objects and phenomena in the Finnish language and culture as well.

I have then proceeded to presenting the semantic lexical resources for Finnish which are
my major contribution to the FST and the main focus of this thesis. They were built from
scratch and made compatible with the English lexical resources. I have detailed the steps
which have been taken during the development process. Consequently, I have described the
content of both the single word lexicon and the MWE lexicon respectively as well as the
principles and practices which I have followed in their creation. In addition, I have explained
how these resources differ from the English counterpart both in terms of content and

construction.
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The present single word lexicon contains in all 45,781 entries, and the MWE lexicon
contains 6,113 entries. The single word lexicon is already mature, and the MWE lexicon, in
turn, is a good "preliminary version" which will become much more useful when it is
expanded and when accurate templates are written manually for all its entries. I will discuss
the further development of the Finnish semantic lexical resources in more detail in chapter
five.

I have concluded this chapter by presenting a sample of the output of the FST. The output
shows the POS and semantic categories which the input words have been assigned. It also
displays how compounds and MWEs are treated in the FST. In the following chapter, I will
evaluate how extensive the semantic lexical resources are and how well they perform when

they are applied in the FST software.
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4 Evaluation

4.1 Introduction

This chapter reports the results of the evaluations of the Finnish semantic lexical resources
which were described in the previous chapter. I will begin by briefly summarizing the results
of the formative evaluation carried out at the end of the Benedict project during which the
prototype of the FST was developed. Subsequently, I will describe the results of two new
evaluations which have been carried out after extending and improving the single word

lexicon. These evaluations are:

1) the final evaluation which measures the lexical coverage of the Finnish single word
lexicon, in other words, the proportion of words which are covered by this lexicon,
and

2) the application-based evaluation which measures the accuracy of the FST, in other
words, how well the Finnish single word lexicon performs when it is applied in the

FST software.

Both of these evaluations are quantitative by nature, and they answer RQ2 (How
extensive is the Finnish single word lexicon in terms of lexical coverage?) and RQ3 (How
suitable is the Finnish single word lexicon for use in the semantic analysis of Finnish in
the FST software?). There is no standard for evaluating such semantic lexical resources, but
various methods have been used. For example, the developers of LIWC (see section 2.3.2.2)

used a panel of judges to review the classified words (Pennebaker et al., 2015, pp. 5-6). In
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this thesis, I have carried out evaluations which are similar to the evaluations reported for the
EST, since I believe that the performance of the EST and its semantic lexical resources are the
best comparison point for the Finnish equivalents. Although the results are limited by the size
and scope of the test corpora, I believe that they are sufficiently diverse to provide an insight
into the overall performance of the Finnish single word lexicon. After presenting the results of
the evaluations, I will analyze the different types of errors which I discovered in the
application-based evaluation and suggest solutions for addressing them. Finally, I will
conclude the chapter by presenting the results of the third new evaluation of the Finnish single
word lexicon. This evaluation is referred to as the "semantic labeling experiment", and it
measures how general native speakers of Finnish are able to replicate the categorisation of the
Finnish single word lexicon. This tests the inter-rater reliability to replicate the experiment as

well as the understandability of the USAS taxonomy in the Finnish context.

4.2 Formative Evaluation at the End of Benedict Project

During the Benedict project, we evaluated the FST and its semantic lexical resources on
various test data and on several occasions. In the evaluation at the end of the project in
January 2005, we examined the lexical coverage and the accuracy. At that point of
development, the semantic lexical resources consisted of 33,627 single words and 8,912
MWEs®. In this section, I will discuss the results only briefly; for more information, see

Lofberg et al. 2005.

52 The number of entries in the MWE lexicon has been reduced since the Benedict project. This is due to the
fact that some of the entries were not found to be very useful. For example, all the MWEs which TextMorfo
processes as one unit (such as aamusta iltaan ("from morning to evening"; see section 3.4.1) were moved from
the MWE lexicon to the single word lexicon, and the spaces between the constituents were replaced by

underscores.
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In the first experiment, we examined the lexical coverage, in other words, the extent of the
Finnish semantic lexical resources. The calculation was performed in the following way. The
test corpora were entered into the FST, after which the FST grammatically and semantically
tagged all the words they contained. When the FST encountered a word which it did not
recognize as a single word or as a constituent of a MWE, in other words, the word was
discovered to be missing from the semantic lexical resources, the FST assigned such word the
semantic tag Z99 which represents the category "Unmatched". In addition, a word was
considered to belong in the Z99 category if the compound engine had produced a slash tag for

it in which the first semantic tag was Z99, for example:

pos="Noun/Noun" mwe="com" sem="799/12.2/S2" lem="omistajuus/asiakas">asiakasomistajuus</w> and

pos="Adjective/Noun"

To compare, a word was considered not to belong in the Z99 category if only the last

semantic tag was 799, for example:

pos="Noun/Noun" mwe="com" sem="H1/F1/Z99" lem="ravintola/gourmet">gourmet-ravintoloista</w>

As I noted in section 3.3.2, the compound engine places the second constituent of the
compound first, because the second constituent is usually more significant in terms of the
meaning of the compound than the first constituent. Consequently, the first constituent of the
compound, which usually modifies the second constituent, is placed second. The former of
the above two examples is the compound asiakasomistajuus ("co-operative membership";
literally "client ownership") which consists of the constituents asiakas ("client") and
omistajuus ("ownership"). The first constituent asiakas is tagged correctly, but since this

constituent does not convey the meaning of the compound but only modifies the second
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constituent omistajuus, which is missing from the single word lexicon and has thus received
the semantic tag Z99, this has been considered an error. By comparison, the latter of the
above two examples is the compound gourmet-ravintola ("gourmet restaurant”, here in the
plural elative) which consists of the constituents gourmet ("gourmet") and ravintola
("restaurant"). Here the latter constituent ravintola has been tagged correctly, and thus the
whole compound has been considered to be correctly tagged, since the semantic tag H1/F1 for
the latter constituent conveys well the meaning of the compound even though the word
gourmet is missing from the single word lexicon; a gourmet restaurant is indeed a type of a
restaurant. It is not necessary to provide a finer-grained definition for this compound, but this
level of granularity is appropriate for such a general language lexicon. Finally, from the
tagged output, all the instances of words tagged as Z99 were extracted, and their percentage of
the total number of words was calculated®.

The disregarding of the comparison of adjectives and adverbs was not considered an error
in this evaluation, because this shortcoming in the FST is very insignificant. In the present
state, the FST tags the comparative and superlative forms of adjectives and adverbs in the
same way as it tags the basic forms. By comparison, the EST takes into account the
comparison of adjectives and adverbs by using double pluses or double minuses for
comparatives and triple pluses or triple minuses for superlatives®*. This is a straightforward
task, however, since the English semantic lexical resources contain entries not only for basic
forms but also for comparative and superlative forms which are formed with inflections as

well as for the irregular forms, for example“:

quick 1 N3.8+

5 ((total words — unmatched words) / total words) x 100% = lexical coverage%
8% For more information, see section 2.3.1.
55 The abbreviations in the second column come from the CLAWS tagset. JJ indicates a general adjective,

JJR a general comparative adjective, and JJT a general superlative adjective.
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quicker JIR N3.8++

quickest T N3.8+++

When text is entered into the EST, the program compares it to the semantic lexicon entries
and is thus able to find the correct interpretation for all instances of comparative and
superlative forms. In contrast, in the FST, the TextMorfo component, which carries out the
grammatical tagging prior to the semantic tagging, processes all adjectives and adverbs in the
input text first into basic forms and only after that passes these basic forms on to the semantic
tagging component (see Figure 3 in section 3.3.4). Thus, all adjectives and adverbs
irrespective of the comparison receive the same semantic tag. For this reason, it would be
pointless to add the comparative and superlative forms of adjectives and adverbs into the
Finnish semantic lexical resources. However, should there be a need to differentiate between
comparisons, a component could be developed which would enable the FST to recognize the
comparative and superlative forms and automatically add the relevant pluses and minuses at
the end of the semantic tag for the basic form. This would be technically feasible, since even
though the information about the comparison does not show in the POS tag produced by
TextMorfo, it is included in the output and could thus be utilized for this purpose.

The Benedict team compiled two different test corpora for examining the lexical coverage
in the formative evaluation. The first corpus was a random collection of articles from
Helsingin Sanomat, the biggest Finnish daily newspaper, which consisted of 24,452 words
and represented general modern standard Finnish language in the evaluation. The second
corpus was a random collection of Internet texts which dealt with the past and present of
Finnish cooking. It consisted of 4,264 words and represented domain-specific data in the
evaluation. The lexical coverage achieved was 90.68% on the Helsingin Sanomat Corpus and

94.58% on the Finnish Cooking Corpus, as shown in Table 12 below:
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Table 12

Formative Evaluation of Lexical Coverage at the End of the Benedict Project

Test corpus Total words Unmatched words |Lexical coverage(%)

Helsingin Sanomat

Corpus 24,452 2,278 90.68

Finnish Cooking

Corpus 4,264 231 94 .58

We considered these results promising. They suggested that already at that point of
development the Finnish semantic lexicons provided a practically useful resource in terms of
lexical coverage.

Secondly, we examined the accuracy of the FST, in other words, how well the Finnish
semantic lexical resources perform when they are applied in the FST software. For testing
purposes, we compiled a small corpus which consisted of 3,044 words from a subset of the
Finnish Cooking Corpus. This test corpus was tagged automatically with the FST, after which
the output was checked manually. In all, we found 515 errors resulting in an accuracy of
83.08% which we considered an encouraging outcome for a prototype tool.

The errors occurred were analyzed and categorized. In all, 45.24% of the errors were
found to be lexicon-related. They were caused by the fact that the given single word or MWE
was not included in the semantic lexicons or by the fact that the semantic tag for the given
sense was not included in the relevant semantic lexicon entries. Furthermore, 54.77% of the
errors were caused by mis-performance of the program and lack of disambiguation methods.
After analyzing the errors, we concluded that improving the accuracy of the FST would

require:
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1) expanding and editing the semantic lexical resources,

2) enhancing the performance of the software by improving the accuracy of TextMorfo
and the compound engine, and

3) developing effective disambiguation procedures, such as the disambiguation
procedures used in the EST (see section 2.4.1.3), which would include, for example,
context rules, context-based disambiguation algorithms, and components for

recognizing auxiliaries.

Since the termination of the Benedict project, I have expanded and improved the single
word lexicon. My aim has been to cover the majority of the core vocabulary of general
standard modern Finnish, and I have also edited many of the entries which I had written
during the Benedict project to include missing senses and to correct mistakes. In regard to the
MWE lexicon, it had become very clear from the formative evaluation that the "quick MWE
template solution", which we had adopted in the Benedict project, was neither very useful nor
intelligent. Thus, the MWE lexicon would not only need expanding in terms of adding new
entries into it, but, most of all, it would also be necessary to create an entirely novel system
for writing templates in order to be able to reliably recognize different types of Finnish
MWESs. However, this result was not in any way unexpected, considering the limited amount
of time and effort the Benedict team had had to devote to the development of the MWE
component.

This "quick MWE template solution" did not include manually written MWE templates as
is the case with the English MWE lexicon. Instead, all the words in the MWE lexicon entries
were processed into basic forms and tagged grammatically with TextMorfo, and the resulting
list was then saved into the FST as a MWE lexicon. As a result, this lexicon consists of both

the actual MWEs and their lemmatized TextMorfo outputs, the "templates", for example:
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Euroopan investointipankki Z3/11

Eurooppa_Proper investointipankki Noun Z3/1

The constituents of the MWE Euroopan investointipankki ("European Investment Bank";
literally "Europe’s Investment Bank") have thus been reduced to their TextMorfo outputs to

form a "template" in the following way:

Eurooppa_Proper investointipankki Noun

(literally "Europe_Proper Investment Bank Noun")

When text is entered into the FST, the FST tags it and simultaneously compares the tagged
output to these "templates", and when the FST discovers a matching pattern, it tags the pattern
as a MWE. Sometimes this solution manages to produce a correct interpretation, for example,
probably in most of the cases with the above example "template". The reason for this is that
when the words Eurooppa and investointipankki appear in text consecutively, they usually
refer to the name of this particular lending institution, Euroopan investointipankki.

However, for many MWEs the case is more complicated. This can be exemplified with the
idiom antaa kenkdd ("to give the sack"; literally "to give shoe") for which TextMorfo has

produced the following "template" in the MWE lexicon:

antaa kenk&d 13.1-/A2.2

antaa_Verb kenkd Noun 13.1-/A2.2

This "template" antaa_Verb kenkd_Noun ("to give Verb shoe Noun") not only captures the
idiom in question but also the literal meaning of the constituent words, for example, in the

sentence Annoin kengdn Marialle. ("1 gave the shoe to Maria."). This is because it is not
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specified in the "template" in any way that if the idiom is in question, the noun always
appears in the partitive singular (kenkdd), whereas in other cases the literal meaning is the
correct meaning. Thus, at present, the literal meaning would also be tagged as 13.1-/A2.2
which would, naturally, be an incorrect semantic tag.

Moreover, with these current "templates", the FST can only recognize such MWEs in
which the constituent words appear consecutively in text. In case there is an embedded
element, such as hdnet ("him") in the sentence Puhuin hdnet ympdri ("'l persuaded him";
literally "I spoke him around"), the FST misses the idiom puhua ympdri completely and,
instead, tags the constituent words separately again resulting in a wrong interpretation.

In the following subsections, I will evaluate the new expanded and improved Finnish
semantic lexical resources in terms of lexical coverage and accuracy. These two evaluations
differ from the above described formative evaluation in one significant respect: I decided to
omit the MWE lexicon completely in the new evaluations and use the single word lexicon
only. This decision arose from the fact that, as described above, the "quick MWE template
solution" was found to be impractical during the Benedict project. The MWE lexicon needs to
be written manually into accurate templates, as is the case in the English MWE lexicon, but
carrying out this task at this stage was not possible, since it would have been far beyond the
scope of this thesis. However, I have drafted guidelines for creating such templates which
would reliably recognize different types of Finnish MWEs. These guidelines will be presented
in section 5.2.2.2.

The experiments measuring the lexical coverage in the final evaluation have been carried
out in exactly the same way as in the formative evaluation at the end of the Benedict project;
thus, the results are comparable. In contrast, the results of the application-based evaluation of
accuracy are not directly comparable to the results of the formative evaluation of accuracy.

The reason for this is that I have categorized the errors occurred in a slightly different way. In
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the formative evaluation, the errors were grouped into ten categories, whereas in the
application-based evaluation, I have used in all fourteen categories. The four additional
categories which I considered necessary in this new evaluation are: 1) Existing MWE
Templates Not in Use, 2) Errors Caused by the Lack of Context Rules, 3) Errors Caused by
Archaic Use of Language, and 4) Errors Caused by Colloquial Use of Language.

Lastly, it should be noted that the word count in all of these evaluations has been carried
out according to the FST output which is based on TextMorfo. The FST splits and lumps
words slightly differently than, for example, Microsoft Word. By way of illustration, the FST
usually considers hyphenated words, such as /5-vuotias ("15-year-old"), 1950-luvulla ("in the
1950s), and uv-sdde ("UV ray"), as two separate words, whereas it counts numbers like 4 100
(in Finnish, thousands are often separated by a space) as one word. Nevertheless, the end
result of the word count according to the FST is practically the same as when using Microsoft
Word. In regard to the fixed expressions which are included in the TextMorfo lexicon and
which TextMorfo processes in the POS tagging phase as single units (e.g. muun muassa
("among other things"), puolin ja toisin ("reciprocally"), and sen sijaan ("instead")*®), the FST
tags all the constituents within the fixed expression separately, and thus this does not cause

confusion to the word count, as the following example illustrates:

<w pos="Adverb" mwe="0" sem="S1.1.2+" lem="puolin_ja_toisin">puolin</w>
<w pos="Adverb" mwe="0" sem="S1.1.2+" lem="puolin_ja_toisin">ja</w>

<w pos="Adverb" mwe="0" sem="S1.1.2+" lem="puolin_ja_toisin">toisin</w>

% The single word lexicon contains 764 such entries; these were discussed in section 3.4.1.
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43 Final Evaluation of Lexical Coverage

In the first experiments of the final evaluation, I examined the lexical coverage of the new
expanded and improved Finnish single word lexicon on a variety of corpora to determine how
extensive this lexicon is at present. My aim in the lexicon development has been to cover the
majority of the vocabulary of general modern standard Finnish to make the resource useful for
various purposes. For this reason, I have selected the test corpora from different sources to
ensure that the result of the evaluation would reflect the lexical coverage of the resource in
different types of practical annotation tasks. In the following subsection, I will present these
corpora and, subsequently, will report the results obtained from the experiments. Note that
this evaluation is concerned with words which are missing from the single word lexicon.
Senses which are missing from the existing single word lexicon entries will be discussed in

sections 4.4.2 and 4.4.3.1.2 in connection with the application-based evaluation.

43.1 Test corpora

I compiled the test corpora for the final evaluation myself for two reasons. Firstly, unlike
the case for English, there are no large general reference corpora for Finnish. Secondly, the
selection of freely downloadable corpora containing clean data for Finnish is very limited
because of copyright issues, especially with respect to modern Finnish. I chose various types
of texts in order to be able to investigate the lexical coverage potential of the Finnish single
word lexicon from such different aspects as genre, domain, and historical period. I based my
choice of text types on my knowledge of reference corpora of English, and the choice of text

types largely reflects the text types included in the Lancaster-Oslo/Bergen Corpus®’. T selected

57 For more information, see http://www.hit.uib.no/icame/lob/lob-dir.htm#lob4.



LARGE SEMANTIC LEXICAL RESOURCES FOR FINNISH 169

some of the test material employed in the following experiments from freely downloadable
corpora, but the majority consists of texts which I collected manually from various freely
accessible Internet sources which are not password protected. The Internet is a rich source of
information, and Seale, Charteris-Black, MacFarlane, and McPherson (2010, p. 598) contend
that, even though the opinion in the Internet research community is rather divided, they
consider that neither informed consent nor ethical review is required to use in research such
messages which are in the public domain. Moreover, I do not intend to release my test data in
its entirety, but only separate single words and some sentences are displayed in the examples
of this thesis.

Firstly, I compiled five corpora to represent general modern standard Finnish in this

evaluation. These corpora are:

1) The Helsingin Sanomat Corpus: a random collection of body text in news
headlines, articles on various topics, columns, editorials, etc. from the online
edition of Helsingin Sanomat (Helsingin Sanomat, n.d.), the biggest Finnish daily
newspaper. The texts were dated 5 June 2009—22 November 2011. This corpus
consists of 24,688 words. Thus, it is from the same source and approximately of
the same size as the Helsingin Sanomat Corpus which was used in the formative
evaluation at the end of the Benedict project.

2) The President Halonen’s New Year’s Speeches Corpus: former president Tarja
Halonen’s speeches on New Year’s Eves from 2001 to 2007. The speeches are
available in the corpus collection of modern Finnish texts provided by the Institute
for the Languages of Finland (Kotimaisten kielten keskus, 2007). This corpus

consists of 6,045 words.
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3) The Ellit Corpus: a random collection of body text in articles on different topics
from Ellit (Ellit, n.d.), an interactive Internet magazine for women. The texts were
dated 20 September 2006—24 November 2012. This corpus consists of 18,385
words.

4) The La Habanera Corpus: a reality-based novel La Habanera, written by Pdivi and
Santeri Kannisto (2005), in which the authors tell about their lives and the reasons
which lead to their decision to drop out of the rat race. This corpus consists of
7,760 words.

5) The Kauniita Valheita Corpus: the Finnish-language translation Kauniita valheita
(2007) by Tiina Sjelvgren from the English original of the fictional novel Beautiful

Lies written by Lisa Unger. This corpus consists of 88,657 words.

As mentioned earlier, the Finnish single word lexicon has been developed for the analysis
of general Finnish language. However, I wanted to evaluate its lexical coverage on a specific
domain as well. Therefore, for the second experiment, I compiled a Finnish Culinary Culture
Corpus of headings and body text from the report Suomalaisen ruokakulttuurin ulottuvuuksia
("Dimensions of Finnish Culinary Culture") (Ruokatieto, n.d.) which deals with various topics
related to culinary culture, such as Finnish food and taste, values, opinions, seasons,
festivities, meals, food production, and table manners. This corpus contains 7,518 words and
by and large reflects the same themes as the texts which constituted the Finnish Cooking
Corpus used in the formative evaluation at the end of the Benedict project.

Moreover, even though the Finnish single word lexicon has been developed for the
analysis of modern Finnish language, I wanted to investigate how it manages to process older
text. If the results were promising, the single word lexicon could provide a helpful resource

for the analysis of historical text as well. For this purpose, I selected as test material classic
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novels and newspaper articles written by five different authors—Juhani Aho, Minna Canth,
Arvid Jarnefelt, Teuvo Pakkala, and Kyosti Wilkuna—between the years 1884 and 1930.
These works are available in the corpus collection of classic Finnish literature which is
provided by the Institute for the Languages of Finland (Kotimaisten kielten keskus, 2006). I

compiled the following five corpora of them:

1) The Juhani Aho Corpus: Katajainen kansani ja muita uusia ja vanhoja lastuja
(1891-1899), Minkd mitdkin Italiasta (1906), Minkd mitikin Tyrolista (1908), and
Lohilastuja ja kalakaskuja (1921). This corpus consists of 120,717 words.

2) The Minna Canth Corpus: Naiskysymyksesti—Lehtikirjoituksia (1884—1896), Hanna
(1886), Koyhdd kansaa (1886), Kauppa-Lopo (1889), Lain mukaan (1889), Lehtori
Hellmanin vaimo (1890), and Agnes (1892). This corpus consists of 124,910 words.

3) The Arvid Jarnefelt Corpus: Isdinmaa (1893), Eldmdn meri (1904), Maaemon lapsia
(1905), Veneh ojalaiset (1909), Greeta ja hinen herransa (1925), and Vanhempieni
romaani I-111 (1928-1930). This corpus consists of 336,844 words.

4) The Teuvo Pakkala Corpus: Elsa (1894), Lapsia (1895), and Pikku ihmisid (1913).
This corpus consists of 85,539 words.

5) The Kyosti Wilkuna Corpus: Tapani Lofvingin seikkailut isonvihan aikana (1911).

This corpus consists of 42,071 words.

Lastly, even though the Finnish single word lexicon has been developed for the analysis of
standard Finnish, in the fourth experiment, [ wanted to investigate the effect of the more
informal type of language often found in Internet discussions on the lexical coverage. If the
results were promising, the single word lexicon could also be useful for various applications

analyzing Internet content. For this experiment, I collected three corpora containing online
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discussions from three different forums which are publicly accessible, in other words, reading

the messages is not password protected.

)

2)

3)

4.3.2

The Death and Mourning Corpus: headings and body text from various threads under
the topic Kuolema ja suru ("Death and Mourning") at the online discussion forum
Suomi24°® (Suomi24, n.d.). The texts were dated 22 November 200610 February
2012. This corpus consists of 30,295 words.

The Niinist6 or Haavisto Corpus: body text of the 413 posted messages from the
thread Toinen kierros: Niinisto vai Haavisto ("The second electoral round: Niinisto or
Haavisto") at A-Tuubi (Yle, n.d.), the online discussion forum of Yleisradio Oy,
Finland's national public service broadcasting company. The texts were dated 23
January 2012-9 February 2012. This corpus deals with the presidential election in
Finland at the beginning of the year 2012 and consists of 51,157 words.

The Separate Pool Times for Muslims Corpus: body text of the 1,252 posted messages
from the thread Muslimeille omat uintivuorot ("Separate pool times for Muslims") at
the online discussion forum of litalehti (Iltalehti, n.d.), a Finnish yellow press
newspaper. The texts were dated 29 December 2011-5 January 2012. This corpus

consists of 114,003 words.

Results

I conducted the first experiments in the final evaluation to investigate the lexical coverage

of the Finnish single word lexicon on general modern standard Finnish. I performed the

5% All the texts from the discussion forums of Suomi24 from 2001 to June 2015 were published as a corpus

by the Language Bank of Finland in 2015. This corpus is freely available for academic use and can be

downloaded from https://www.kielipankki.fi/aineistot/.
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calculation in the same way as in the formative evaluation at the end of the Benedict project
(see section 4.2). The five test corpora, which were described in the previous subsection,

produced the results displayed in Table 13 below:

Table 13

Final Evaluation: General Modern Standard Finnish

Test corpus Total words | Unmatched words | Lexical coverage(%)

Helsingin Sanomat 24,688 1,240 94.98

President Halonen's

New Year's Speeches |6,405 134 97.91
Ellit 18,340 913 95.02
La Habanera 7,760 373 95.19
Kauniita Valheita 88,657 4,806 94 .58

The highest lexical coverage, 97.91%, was achieved on the corpus which consisted of
President Halonen’s New Year’s speeches. The results were very good also on the other
corpora, ranging from 95.19% to 94.58%. This shows that the Finnish single word lexicon in
its present state indeed covers the majority of the core vocabulary of Finnish and is thus
capable of dealing with most general domains which appear in general modern standard
Finnish text. In comparison, the English semantic lexical resources obtained the lexical
coverage of 97.59% when they were applied to general modern English represented by the
written section of the BNC Sampler corpus® which contains a total of 970,532 words (Piao et
al., 2004). The result is quite similar to the results obtained in the final evaluation of the
Finnish single word lexicon. However, it must be noted that the results are not strictly

comparable, since the test data for English was almost seven times larger than the test data for

% For more information, see http://www.natcorp.ox.ac.uk/corpus/sampler/sampler.pdf.
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Finnish. Recently, the lexical coverage potential of all the twelve semantic lexicons belonging
to the extension of the USAS framework for English was measured (Piao et al., 2016). The
results were very encouraging, with the top coverage of 95.93%"° for Finnish.

Lindén and Niemi (2014) report a set of evaluations to measure another existing large
semantic lexical resource for Finnish, Finnish WordNet, which was discussed in section
2.5.2.2. For testing the lexical coverage of the FiIWN, they used a large text corpus of Finnish
newspaper text. They discovered that the entries in FiWN 2.0 covered 57.3% of all the words
in their corpus. After excluding proper names, which do not belong in the FiWN lexicon, and
including only nouns, verbs, adjectives, and adverbs, the coverage was 82.4% of running text.
To my knowledge, an evaluation of lexical coverage has not been carried out for the lexicons
of the Finnish Semantic Web which was another large semantic lexical resource for Finnish
discussed in section 2.5.2.2. However, it must be noted that the semantic lexical resources for
the FIWN and for the Finnish Semantic Web differ from the semantic lexical resources dealt
with in this thesis in that their purpose is not to cover words representing all parts of speech.
For this reason, the evaluation of the lexical coverage of the FiWN is not comparable to the
final evaluation discussed in this section.

In the second experiment, I examined the lexical coverage of the Finnish single word
lexicon on a specific domain. For this purpose, I used the corpus which consisted of texts on
various aspects of Finnish culinary culture. The lexical coverage obtained was 95.36%, as

Table 14 below reveals:

" This is an average of the results 95.89% for a corpus containing newspaper text and 95.98% for a corpus

containing blog text.



LARGE SEMANTIC LEXICAL RESOURCES FOR FINNISH 175

Table 14

Final Evaluation: Specific Domain of Finnish Culinary Culture

Test corpus Total words | Unmatched words | Lexical coverage(%)

Finnish Culinary Culture | 7,518 349 95.36

This was also a good result, even though the text contained some jargon, technical terms, and
other domain-specific vocabulary. Nevertheless, the lexical coverage would undoubtedly drop
if the single word lexicon was tested, for example, on a more specialized domain, such as
food science or molecular gastronomy. However, should there be a need to use the single
word lexicon for the analysis of such specialized domains, it would be possible to tailor it for
this particular purpose. Issues connected with this will be discussed in section 5.3.

The English semantic lexical resources have also been evaluated on a specific domain. For
this purpose, the developers used journalistic reports on law and court stories collected from
the UK Press Association newswire service and from nine UK mainstream newspapers which
were included in the METER corpus’'. The test corpus consisted of 241,311 words and
produced a lexical coverage of 95.38%, even though the texts did contain a considerable
amount of technical terms and jargon. Thus, the lexical coverage was not equally good as
could be expected on general language corpora, but the drop was surprisingly small. (Piao et
al., 2004)

Next, [ wanted to investigate how the Finnish single word lexicon manages to process
older texts by examining the lexical coverage on four corpora which consist of classic novels
and newspaper articles written between the years 1884 and 1930. The results obtained in this

third experiment were almost congruent, as is evident from Table 15 below:

' For more information, see http://nlp.shef.ac.uk/meter/.
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Table 15

Final Evaluation:

Classic Novels and Newspaper Articles Written between 1884 and 1930

Test corpus Total words | Unmatched words | Lexical coverage(%)
Juhani Aho 120,717 8,919 92.61
Minna Canth 124,910 8,948 92.84
Arvid Jarnefelt 336,844 26,569 92.11
Teuvo Pakkala 85,539 5,944 93.05
Kyosti Wilkuna 42,071 3,163 92.48

The standard Finnish language as it exists today began to establish itself around the 1880s
(Héakkinen, 1994, p. 15), but only around the 1920s, after Finland had gained independence,
were modern spelling norms and grammar standardized (Pulkkinen, 1972, pp. 57-65). This is
evident in these test corpora: the language used is still slightly different from what it is in the
present day. In addition to the differences in spelling and grammar, the texts also contained a
fair amount of archaic vocabulary which does not exist in the modern Finnish language
anymore. Despite all this, the single word lexicon developed for the analysis of modern
general Finnish functioned surprisingly well at this task, which suggests that the single word
lexicon could already be of some help in various tasks requiring automatic semantic analysis
of older Finnish text.

The lexical coverage of the English semantic lexical resources with respect to older
English text has also been evaluated. The UCREL team drew their first historical test material
from the Lancaster Newsbooks Corpus’?, which contains newsbooks of the mid-seventeenth

century, and tagged it using the same semantic lexicons that were used for modern English,

"2 For more information, see http://www.lancs.ac.uk/fass/projects/newsbooks/.
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obtaining the lexical coverage of 94.40%. A similar drop in the lexical coverage as on the
domain-specific METER Corpus was detected, which could be expected due to the historical
variants in the test text. (Piao et al., 2004) I believe that this test corpus by and large
represents approximately the same phase of development in the English language as the test
corpora used in the final evaluation of this thesis. Baron, Rayson, and Archer (2009, p. 51)
report that there was not a significant amount of spelling variation anymore in the English
language by the mid-seventeenth century, and thus it can be assumed that the spelling norms
of the English language were becoming standardized around that time.

The research and development work revolving around the semantic analysis system has
been a vast undertaking since the year 1990 in the UCREL research centre at Lancaster
University. A very interesting spin-off has been the development of a historical semantic
tagger for English. In January 2003, the UCREL team began to explore the feasibility of
redirecting the EST so that it could be applicable to the study of historical texts dating from
1600 onwards (Archer et al., 2003). In the first phase, "historical" lexicons containing items
peculiar to earlier periods of English were added to the existing EST which had originally
been created for the analysis of modern English (Piao et al., 2004). This already improved the
results. The lexical coverage obtained in the experiments ranged between 92.36% and
97.01%, and when applied on a 5-million-word corpus of 19" century fiction, the lexical
coverage was as high as 97.29%. Since then the system has been further redirected to process
Early Modern English texts in other respects but the vocabulary used as well by developing a
new tool called Variant Detector (VARD) which acts as a pre-processor for text containing
spelling variation (Baron & Rayson, 2009). In section 4.4.3.4.2, [ will consider how these
innovations could perhaps facilitate the processing of older Finnish text as well in which,
similarly to English, both the spelling variants and the vocabulary have evolved over time. In

addition, in the SAMUELS project, a semantic tagger has been developed which uses the
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Historical Thesaurus of English (Historical Thesaurus of English, n.d.-a) presented in section
2.3.1.1.3 as its core dataset. This historical semantic tagger assigns each word in the input text
the reference code which the Historical Thesaurus of English provides for the concept in
question. (Alexander et al, 2015) UCREL has participated in the work, and the historical
semantic tagger compliments the semantic tags used in the EST (see section 2.4.1.1) by
offering finer-grained meaning distinctions for use in WSD.

In the fourth and last experiment, I examined how suitable the Finnish single word lexicon
is for the analysis of texts collected from Internet discussions. The results obtained on the

three test corpora are presented in Table 16 below:

Table 16

Final Evaluation: Texts from Internet Discussions

Test corpus Total words | Unmatched words | Lexical coverage(%)
Death and Mourning 30,295 1,775 94 .14
Niinist6 or Haavisto 51,157 4,109 91.97

Separate Pool Times for

Muslims 114,003 7,279 93.62

Again, this was a surprisingly good result considering the often more informal nature of
the language used. Part of the texts in Internet discussions is written in Finnish which is
correct in terms of vocabulary, grammar, spelling, and punctuation, but very commonly the
texts also contain peculiar features which may cause problems for this type of software and
semantic lexical resources that have been developed for the analysis of standard Finnish.
Firstly, Finnish "Internet language" often resembles spoken colloquial language. By way of
illustration, typical features of colloquial spoken Finnish are omission and assimilation of

sounds as well as differences in form (Karlsson, 1999, pp. 245-248). Secondly, the
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vocabulary used is often quite different, and the use of emoticons is very common in Internet
discussions. Thirdly, such texts often contain plenty of misspellings and typographical errors,
since the purpose has been to share something quickly instead of trying to produce "polished
language". Errors appear both in texts written by native and by non-native users of Finnish.
Despite these differences, the results prove that the Finnish single word lexicon functioned
relatively successfully in this task and thus it could already be applied for the analysis of more
informal writing contained on the Internet. In addition, the results can be further improved by
training the FST and the semantic lexical resources to process the features mentioned above
which differentiate "Internet language" from standard Finnish. This can be achieved by
incorporating into it mechanisms similar to the mechanisms used in VARD. I will discuss

these possibilities in more detail in sections 4.4.3.4.3, 4.4.3.4.4, and 5.3.3.

44 Application-Based Evaluation of Accuracy

I conducted the second set of experiments in order to measure the accuracy, that is to
determine how well the single word lexicon performs when it is applied in the FST software. I
tagged the test material automatically with the FST, after which I checked the output
manually. The accuracy was calculated as the percentage of the semantic tags found to be
correct from the total number of semantic tags in the automatically tagged text. If the output
produced by the compound engine was incorrectly tagged, it was counted as one error, since
compounds are single orthographical units. By comparison, if a MWE was tagged incorrectly,
each of its constituent words, which are separated by spaces, was counted as one error.
Moreover, as was the case with the formative evaluation described in section 4.2, I have not

regarded the disregarding of the comparison of adjectives and adverbs as an error.
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At present, the FST employs two disambiguation procedures:

1) POS tagging which takes place prior to semantic tagging and is carried out by
TextMorfo and

2) general likelihood ranking which means that the senses in the lexicon entries have
been arranged in perceived frequency order according to information obtained

from dictionaries and intuition.

Thus, if a word has only one sense and if it is included in the single word lexicon, the
semantic tag assigned by the FST should be the correct tag. In the case of an ambiguous word,
the word is considered to be tagged correctly if the first semantic tag in the list, in other
words, the tag indicating the most frequent sense of the word, is the correct tag in the given
context.”

In the following section, I will present the test material which I selected for the
application-based evaluation and, subsequently, I will report the results obtained from the

experiments.

44.1 Test subsets

For the application-based evaluation of accuracy, I chose as test material subsets of the
corpora which I had used for the final evaluation of lexical coverage (see section 4.3.1). In
this evaluation as well, the aim was to cover different types of texts in terms of genre, domain,

and historical period. The five subsets are all of approximately similar size but not precisely,

3 In the Benedict project, a third disambiguation method was in use, namely the MWE component, in which
case MWEs take precedence over single word expressions in the tagging process. However, as [ noted in section
4.2, the MWE component does not function reliably in its present state and was thus omitted from this

evaluation.
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because I have used full sentences with these corpora rather than cutting the text at exactly

2,000 words. The test subsets include:

)

2)

3)

4)

5)

The Helsingin Sanomat Subset: four final sentences’® from 51 news headlines and
articles covering a wide variety of topics, such as equality, crimes, accidents,
holidaymaking, furniture, clothing, human relations, sex, butchery, economy, politics,
birds’ nesting, fear of flying, sports, tattoos, breast feeding, injuries, and illnesses. In
all, this subset consists of 2,009 words and represents general modern standard Finnish
non-fiction in the evaluation.

The Kauniita Valheita Subset: the first 2,003 words from the Finnish-language
translation Kauniita valheita (2007) by Tiina Sjelvgren from the English original
Beautiful Lies written by Lisa Unger. This subset represents general modern Finnish
fiction in the evaluation.

The Finnish Culinary Culture Subset: a random selection of sections from the report
on Finnish culinary culture covering the topics of meals, table manners, food,
aesthetics, agriculture, food processing, trade, privately owned restaurants, public food
services, and recording knowledge about Finnish culinary culture. This subset consists
of 2,014 words and represents domain-specific Finnish text in the evaluation.

The Hanna Subset: the first 2,004 words from the fictional novel Hanna written by
Minna Canth in 1886. This subset represents older Finnish text in the evaluation.

The Separate Swimming Pool Times for Muslims Subset: the first 2,014 words from
the beginning of the corpus of the 1,252 posted messages from the thread Muslimeille

omat uintivuorot ("Separate Pool Times for Muslims") which I collected from the

™ The final set of sentences contains exceptionally six sentences in order to have the total number of words

in the test subset as close to 2,000 as possible.
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online discussion forum of Iltalehti. This subset represents Finnish "Internet language"

in the evaluation.

442 Results

The results of the experiments are presented in Table 17 below:

Table 17

Application-based Evaluation of Accuracy

Total Incorrectly Credible
Test subset words |tagged words |Accuracy(%) |intervals(%)”
Helsingin Sanomat
(non-fiction) 2,012 348 82.70 81.0-84.3
Kauniita Valheita
(fiction) 2,004 331 83.48 81.8-85.1
Finnish Culinary Culture
(domain-specific) 2,009 400 80.09 78.3-81.8
Hanna
(older Finnish) 2,004 343 82.93 81.2-84.4
Separate Pool Times
for Muslims (Internet) 2,011 |413 79.46 77.7-81.2

7 Since these are based on small sub-samples from the corpora, this column indicates the 95% credible

intervals for the results (assuming a uniform prior). Credible intervals are the Bayesian equivalent of confidence

intervals and refer to the minimum and maximum values within which the true value of parameter must lie, with

95% degree of belief. For more information, see, for example,

http://www.statsdirect.com/help/basics/confidence_interval.htm.
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The accuracy ranged between 79.46% and 83.48%. By comparison, the accuracy in the
formative evaluation at the end of the Benedict project on the subset of Finnish cooking texts
was 83.08%. Even though the results of the formative evaluation and the results of the
application-based evaluation are not directly comparable, as I pointed out in section 4.2, it is
still possible to draw the conclusion that the accuracy had not improved. Thus, it is evident
that even though the Finnish single word lexicon is significantly larger and better at present
and is very useful in terms of lexical coverage, this alone is not sufficient to improve the
accuracy of the FST.

By comparison, the accuracy of the EST has been calculated at 91.05%. It was tested on a
corpus which contained approximately 124,900 words of transcriptions of 36 informal
conversations, usually between two people in each case. (Rayson et al., 2004, pp. 10—11)

In order to acquire an insight into the errors which occurred, I identified 14 different types
among them and classified them accordingly. I grouped the error types further into four major
categories. These will be detailed in the following subsections.

The major category "Errors Related to the Semantic Lexical Resources" includes the four
error types presented in Table 18 below. These are all errors which can be solved by

developing the semantic lexical resources.
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Table 18

Major Category: Errors Related to the Semantic Lexical Resources

Percentage
Error type of all errors
1) Errors Caused by Missing Words 18.91
2) Errors Caused by Missing Senses 3.00
3) Errors Caused by Existing MWE Templates Not in Use 3.60
4) Errors Caused by Missing MWE Templates 5.56
Total 31.07

184

By contrast, the major category "Errors Related to the FST Software" requires developing

the software components of the FST. This major category comprises the four error types

presented in Table 19 below:

Table 19

Major Category: Errors Related to the FST Software

Percentage
Error type of all errors
5) Wrong Order of Senses 33.02
6) Errors Caused by the Compound Engine 4.14
7) Errors Caused by Ellipsis in Compound Constructions 0.60
8) Wrong Semantic Tags for Ordinal Numbers 0.44
Total 38.20
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The major category "Errors Related Both to the Semantic Lexical Resources and the FST

Software" requires developing both of these components. It includes the two error types

presented in Table 20 below:

Table 20

Major Category: Errors Related Both to the Semantic Lexical Resources

and to the FST Software

Error type

Percentage

of all errors%

9) Errors Caused by the Auxiliary Verb olla in Perfect and

Pluperfect Constructions 9.37
10) Errors Caused by the Lack of Context Rules 5.29
Total 14.66

The final major category, "Other Error Types", contains the four error types presented in

Table 21 below:

Table 21

Major Category: Other Error Types

Percentage
Error type of all errors%
11) Errors Caused by TextMorfo 8.17
12) Errors Caused by Archaic Use of Language 3.54
13) Errors Caused by Colloquial Use of Language 2.62
14) Spelling Errors in the Test Subset 1.74

Total

16.07
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It is not possible to resolve these errors by developing the semantic lexical resources and the
FST software, but they require other types of solutions.

By far the most frequently occurring single error type, constituting 33.02% of all errors,
was "Wrong Order of Senses" which means that in case of an ambiguous word, the first
semantic tag in the lexicon entry was not the correct tag in the given context. In addition,
these and other errors which were related to the FST software put together constituted 38.20%
of all errors, while the second largest major category, 31.07% of all errors, was "Errors
Related to the Semantic Lexical Resources". I will present all the error types in more detail
with various examples in the following subsections, along with suggestions for resolving
them. I will primarily concentrate on the errors related to the semantic lexical resources which

are related to the main focus of this thesis.

443 Analysis of the errors in the application-based evaluation

In general, it was straightforward to carry out the classification into the 14 error types
which I identified in the results. In a few cases, however, one error could be classified into
two different types. An example of such a case is the noun ruoanlaitto ("food preparation") in
the sentence Suomalainen ruoanlaitto- ja ruokaosaaminen ulottuu kodeista
teollisuuslaitoksiin ja tutkimuksesta ruokajdrjestelmiin. ("Finnish food preparation and food
knowledge extends from the home to industrial establishments and from research to food
systems."). Firstly, the noun ruoanlaitto belongs in the compound construction ruoanlaitto-
osaaminen which the FST is not yet able to process correctly because of ellipsis’®. This
represents error type 7, "Errors Caused by Ellipsis in Compound Constructions" (see section

4.4.3.2.3). Secondly, the noun ruoanlaitto was processed incorrectly by the compound engine.

76 . . e e . .
For more information on ellipsis in compound constructions, see section 2.5.1.2.
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Thus, this noun could also be categorized under the error type 6, "Errors Caused by the
Compound Engine" (see section 4.4.3.2.2). I decided to classify this error under the error type
6, since I considered errors caused by the compound engine more serious than errors caused

by ellipsis in compound constructions.

44.3.1 Errors related to the semantic lexical resources

In all, 31.07% of the errors encountered in the application-based evaluation were related to
the semantic lexical resources. In the following subsections, I will analyze and discuss the

four error types which belong in this major category.

443.1.1 Errors caused by missing single words

The first error type, "Errors Caused by Missing Single Words", constituted 18.91% of all
errors encountered in the application-based evaluation. Table 22 below displays the number
and the percentage of the errors occurred in each test subset. The second last column in the
right displays the total number of errors in all the test subsets. The last column in the right
displays their percentage of the total number of all errors which occurred in the application-

based evaluation.
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Table 22

Application-Based Evaluation: Errors Caused by Missing Single Words

Separate
Finnish Pool
Helsingin Culinary Times
Sanomat | Kauniita | Culture Hanna |for Percentage
(non- Valheita | (domain- |(older |Muslims | Total of all

fiction) (fiction) | specific) Finnish) | (Internet) | number | errors

Number

of errors 83 54 72 63 75 347 18.91

Percentage of
errors in this

error type 23.92 15.56 20.75 18.96 21.61

The single words which I classified into this error type included both general language and
domain-specific vocabulary, and there was also a considerable number of personal,
geographical, and other proper names. In addition, several words in other languages appeared;
these were mostly English. However, not all single words which I discovered to be missing in
the evaluation were included in this error type, but I made two exceptions in my
classification. Firstly, such missing single words which I considered to represent historical
features of language, I classified under the error type 12, "Errors Caused by Archaic Use of
Language" (see section 4.4.3.4.2 for examples). Secondly, such missing single words which I
considered to represent colloquial use of language, I classified under the error type 13, "Errors
Caused by Colloquial Use of Language" (see section 4.4.3.4.3 for examples). The reason for

this decision was that such words do not represent modern standard Finnish language for
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which the semantic lexical resources are developed. Rather, their treatment requires other
types of solutions which will be addressed in their respective subsections.

The number of missing single words was relatively similar across all test subsets, even
though the text types which the test subsets represented were quite different from each other.
For example, in the Helsingin Sanomat Subset, the proportion of missing personal,
geographical, and other proper names was significantly larger than in the other test subsets.
This outcome could be expected, because the Helsingin Sanomat Subset contained a
collection of short sections from various news headlines and articles, and personal,
geographical, and other proper names occur frequently in this type of text. The Finnish
Culinary Culture Subset, in turn, contained a fair amount of vocabulary particular to that
specific domain and unfamiliar to general language. Since the semantic lexicons discussed in
this thesis are built primarily into a general language resource, it could also be expected that
some of this domain-specific vocabulary remains unrecognized.

Even though the results of the formative evaluation at the end of the Benedict project and
the results of this application-based evaluation are not directly comparable, as I noted in
section 4.2, it is still possible to draw the conclusion that the new, expanded, and improved
single word lexicon indeed covers a wider vocabulary than the old version and produces
better results when it is applied in the FST. In the formative evaluation, the percentage of
errors caused by missing single words was 38.83%, whereas in this application-based
evaluation, the percentage of errors caused by missing single words was only 18.91%.

The single word lexicon can be further improved by adding new entries into it.
Nevertheless, since the semantic lexical resources are intended to be a general language
resource, the purpose is not to try to include all the vocabulary in the language exhaustively;
this would only result in an unmanageable lexicon size. Instead, the primary aim is to include

only the core vocabulary of the language as well as at least relatively frequently appearing
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personal, geographical, and other proper names. Should there be a need to process domain-
specific text, the semantic lexicons can be tailored to that task by expanding them with
vocabulary relevant to that particular domain. In such a case, it might also be helpful to
expand the semantic tagset by setting up new categories or dividing the existing categories
into further subcategories. This can be done easily because of the flexibility of the USAS
semantic category system. In case there is a need to recognize a larger number of proper
nouns, for example, in named entity recognition tasks, it would be reasonably easy to expand
the semantic lexicons by utilizing gazetteers, place name dictionaries, or other similar lists, as
well as Wikipedia. The further development of the Finnish semantic lexical resources will be
discussed in more detail chapter five.

On the basis of the results of the application-based evaluation, I have added, for example,

the following new entries into the single word lexicon:

adrenaliini Noun B1/01

("adrenaline™)

juopporetku Noun F2-+++/S2
("boozer")
Niinimaa Proper Z1

(a Finnish family name)
pk-yritys Noun 12.1/85+

("small or medium-sized enterprise")
reumaatikko Noun B2-/S2

("rheumatic" (noun))
surkimus Noun X9.2-/S2

("lame duck")
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It would be a practical idea to supplement the single word lexicon by also including
derivations of those words which are added, if there are any. For example, the verb anella ("to
plead") was found to be missing in this evaluation. Thus, in addition to the verb anella, I also
added the nouns aneleminen ("pleading"), anelija ("pleader"), and anelu ("pleading") which

are derived from this verb. The new single word lexicon entries thus are:

aneleminen Noun Q2.2
("pleading")
anelija Noun Q2.2/82
("pleader™")
anella Verb Q2.2
("to plead")
anelu Noun Q2.2

("pleading™)

Likewise, the adjective synked ("gloomy"), which was also discovered to be missing in this
evaluation, is another valuable addition to the single word lexicon. In addition to the adjective
synked, I also added the adverb synkedisti ("gloomily") and the noun synkeys ("gloominess")

which are its derivations. The new single word lexicon entries thus are:

synkeys Noun E4.1- W2-

("gloominess")

synkeéd Adjective E4.1- W2-
(Vlgloomyﬂ)
synkedsti Adverb E4.1- W2-

("gloomily™)
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There was a considerable number of single words classified in the error type "Errors
Caused by Missing Single Words" that I do not consider useful additions to this type of a
general language resource. I base my decisions on dictionaries and on my work experience as
a lexicographer. Such words are, for example, rarely occurring words, such as isolationismi
("isolationism"). It would neither be a practical idea to include rarely occurring proper names,
such as Aapraham (old Finnish male name; a form of Abraham) and Terra (the name of a dog
in a newspaper article).

Another frequent source of error in this error type were compounds for which the slash tag
generated by the compound engine (see section 3.3.2) was not correct. Examples of such
compounds are premiumtuote ("premium product") and rusketuspakko ("tanning
compulsion"). In my opinion, such infrequent compounds of a more temporary nature would
not be relevant additions to the single word lexicon. Nevertheless, according to my
observations, relatively often the compound engine had functioned successfully and had
managed to produce the correct interpretation for such compounds.

Finally, the single word lexicon and the TextMorfo lexicon should be expanded
concurrently. This is necessary, because if a word is added to the single word lexicon but it
does not exist in the TextMorfo lexicon, TextMorfo does not recognize this word, and this
automatically results in the semantic tag Z99 for this word even if it existed in the single word
lexicon. For example, the words blogi ("blog") and deli ("deli") were such words in this
evaluation which were missing both from the single word lexicon and from the TextMorfo
lexicon. It would also be very sensible to make a file comparison using, for example, the Unix
diff command between the present versions of the single word lexicon and the TextMorfo

lexicon to find missing words and to make the lexicons correspond.
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44.3.1.2 Errors caused by missing senses

The second type of errors related to the semantic lexical resources was "Errors Caused by
Missing Senses". This type accounted for 3.00% of all errors encountered in the application-

based evaluation, as is evident from Table 23 below:

Table 23

Application-Based Evaluation: Errors Caused by Missing Senses

Separate
Finnish Pool
Helsingin Culinary Times
Sanomat |Kauniita | Culture |Hanna |for Percentage
(non- Valheita | (domain- | (older Muslims | Total of all

fiction) (fiction) | specific) | Finnish) | (Internet) | number | errors

Number

of errors 12 7 13 14 9 55 3.00

Percentage of
errors in this

error type 21.81 12.73 23.64 25.45 16.36

The highest number of missing senses, 14 in all, was discovered in the Hanna Subset. Five of
them were due to the fact that the single word lexicon entry for the noun lamppu ("lamp")
included only the semantic tag O3/W2 which indicates an electric lamp. In this classic novel
from the year 1886, however, lamps functioned with oil. Thus, in this case, the correct
semantic tag would have been O2/W2.

As is the case with the missing words, it would not be a practical solution to try to

exhaustively include all possible senses of the words in their lexicon entries. However, it
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would be sensible to include the at least relatively frequently occurring senses and develop
effective disambiguation mechanisms which could help in determining the relevant sense in
the given context. That said, I regarded all cases of missing senses which I discovered in this
evaluation as useful additions to the existing single word lexicon entries. By way of

illustration, I added the following underlined senses into their respective lexicon entries:

kpl Abbrev N5 Q4.1 ("paragraph")

kuve Noun M6 ("side") B1

kaveri Noun S3.1/82 S2.2m ("chap")

lamppu Noun 03/W2 02/W2 ("lamp other than
electric")

443.1.3 Errors caused by existing multiword expression templates not in use

While the previous two error types dealt with single words, this and the following error
type deal with MWEs’’.

The errors in the type "Errors Caused by Existing Multiword Expression Templates Not in
Use" were caused by the fact that the MWE lexicon was not used at all in this evaluation. This
was due to the fact that the "quick MWE template solution", which was generated for the
MWE lexicon in the Benedict project, was found to be neither useful nor intelligent (see
section 4.2). Therefore, it was omitted completely from this evaluation, and only the single
word lexicon was used. In point of fact, this error type is more related to the FST software

component than to the semantic lexical resources. However, it was necessary to place it here

77 It was estimated that 16% of words in English running text are semantic MWEs (Rayson, 2005, p. 4).
Unfortunately, corresponding information is not available for Finnish. MWEs are common in Finnish but not as
common as in English, since English also contains an abundance of noun phrases the equivalent of which in

Finnish would be written as single orthographic compound words.
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to help put the following subsection into context. This type caused 3.60% of all errors

encountered in the application-based evaluation, as Table 24 below shows:

Table 24

Application-Based Evaluation:

Errors Caused by Existing MWE Templates Not in Use

Separate
Finnish Pool

Helsingin Culinary Times

Sanomat | Kauniita | Culture |Hanna |for Percentage

(non- Valheita | (domain- | (older Muslims | Total of all

fiction) (fiction) | specific) | Finnish) | (Internet) | number | errors
Number
of errors 14 14 14 18 6 66 3.60
Percentage of
errors in this
error type 21.21 21.21 21.21 27.27 9.09
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In case the first semantic tags assigned to the words which constituted a given MWE were

all incorrect, I counted all the constituent words as errors. An example of such a case is the

idiom maksaa vaivan ("to be worth it"; literally "to pay for the hardship") from the Helsingin

Sanomat Subset. The FST assigned it the following semantic tags:

pos="Verb" mwe="0" sem="11.2 11.3" lem="maksaa">maksaa

pos="Noun" mwe="0" sem="A12- B2- E4.1-" lem="vaiva">vaivan
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Nevertheless, the correct semantic tag for the whole expression would be A1.5.2+, as can be
found in the MWE lexicon. Thus, this MWE counts as two errors. By comparison, I counted,
for example, the MWE nostaa syyte ("to press charges"; literally "to lift a charge") as one
error. The correct semantic tag for the whole expression would be G2.1, as can be found in
the MWE lexicon. Since the other of the words which constitute this MWE has received this

correct semantic tag, I have considered the following output as one error:

pos="Verb" mwe="0" sem="M2 N5+/A2.2 A5.1+/A2.2 A2.2 11/A9+" lem="nostaa">nostaa

pos="Noun" mwe="0" sem="G2.1" lem="syyte">syyte

Above I wrote that this error type contains MWEs which are included as "quick MWE
template solutions" in the MWE lexicon but which remained unrecognized, since the MWE
lexicon was not in use. In all, 66 errors were classified as belonging in this error type.
However, even if the MWE lexicon in its present state had been in use, all of these MWEs
would still not have been recognized in the test subsets. Such MWEs in which the constituent
words appear consecutively should have been recognized. An example of this was the

expression poissa tolaltasi ("[you are] upset"; literally "[you are] away from your trail"):

pos="Adverb" mwe="0" sem="M6/A6.1-" lem="poissa">poissa

pos="Noun" mwe="0" sem="299" lem="tola">tolaltasi’®

However, relatively often the constituents of a MWE do not appear consecutively in text, but
MWESs may be discontinuous, in other words, there may be embedded elements between the

constituents of a MWE. This phenomenon occurs for the most part in verb phrases. The

78 The word tola is archaic and therefore it is not included in the single word lexicon. However, it is

commonly used in this expression which is included in the MWE lexicon.
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templates which are created with the "quick MWE template solution" do not recognize
discontinuous MWEs. An example of such a case is the sentence Olen tdllaisilla perusteilla
annettuja vuoroja vastaan. ("l object to turns distributed on such grounds"; literally "I am on
such grounds distributed turns against.") from the Separate Pool Times for Muslims Subset. It
includes the phrasal verb olla vastaan ("to object"; literally "to be against") and in all four

embedded elements between the constituents as can be seen in the following FST output:

pos="Verb" sem="A3+ A1.1.1 M6 A8" lem="olla">olen

pos="Adjective" sem="Z5" lem="tallainen">tallaisilla

pos="Noun" sem="A2.2" lem="peruste">perusteilla

pos="Verb" sem="A9- A2.2 A1.1.1 A10+ S7.4+ S3.2" lem="antaa">annettuja
pos="Noun" sem="N4 T1.3/13.1 M3 M4 M5" lem="vuoro">vuoroja

pos="Preposition" sem="Z5" lem="vastaan">vastaan

Hence, even if the present MWE lexicon had been in use, 19 errors of the total of 66 errors
representing this error type would still have remained, since those MWEs would not have
been recognized because of embedded elements. Furthermore, as I noted in section 4.2, the
"quick MWE template solution" caused a considerable amount of errors and confusion. Thus,
even if it had managed to produce correct outputs a few times, these would presumably have
been outnumbered by the errors. Indeed, a new, more useful, and intelligent solution for
creating Finnish MWE templates needs to be developed to be able to successfully identify and

tag Finnish MWEs. I will draft guidelines for carrying out this task in section 5.2.2.2.
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44.3.14 Errors caused by missing multiword expression templates

In all, 5.56% of all errors in the application-based evaluation were caused by missing

MWE templates, as Table 25 below illustrates:

Table 25

Application-Based Evaluation: Missing MWE Templates

Separate
Finnish Pool

Helsingin Culinary Times

Sanomat |Kauniita | Culture |Hanna |for Percentage

(non- Valheita | (domain- | (older Muslims | Total of all

fiction) (fiction) | specific) | Finnish) | (Internet) | number | errors
Number
of errors 24 26 17 24 11 102 5.56
Percentage of
errors in this
error type 23.53 25.49 16.67 23.53 10.78

As was the case with the error type "Errors Caused by Existing Multiword Expression

Templates Not in Use" discussed above, I counted here as well missing MWE templates as
multiple errors if none of the first semantic tags assigned for the constituent words was the

correct semantic tag. For instance, I considered the MWE ndhdd sielunsa silmin ("to see in

198

the mind’s eye"; literally "to see with one’s soul's eyes"), for which the correct semantic tag

would be X2.1, as three errors:

pos="Verb" mwe="0" sem="X3.4 X2.5+ S3.1 X2.6+" lem="n&ahda">naki
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pos="Noun" mwe="0" sem="S9 S2" lem="sielu">sielunsa

pos="Noun" mwe="0" sem="B1 X3.4 X2.5+ 02 W3 C1 04.3" lem="silm&">silmin

By comparison, I considered as one error, for instance, the MWE tarttua kiinni ("to grab", "to
stick to"; literally "to grab hold of", "to stick to") in which the other of the first semantic tags

assigned (A1.7+) is the correct semantic tag for the whole expression:

pos="Verb" mwe="0" sem="A1.7+ A1.1.1 51.1.3+ B2- N5+/A2.1 Y2" lem="tarttua">tarttui

pos="Adverb" mwe="0" sem="A10- A1.7+ N3.3-" lem="kiinni">kiinni

Many MWE:s found to be missing in the evaluation would be valuable additions to the
Finnish MWE lexicon. In addition to ndhdd sielunsa silmin and tarttua kiinni in the above
examples, I would include, for instance, the following MWEs: ehdoton vankeus
("unconditional imprisonment"), kestdvd kehitys ("sustainable development"), kdydd
keskustelua ("to debate"), neljdn seindn sisdlld ("indoors"), olla mielessd ("to have
[something] in mind"), and vanha kunnon ("good old"). In contrast, I would not consider it
useful to add very rarely appearing MWEs in the lexicon, for example, Little Angels, the
name of a hospital in the USA, which appeared in the Kauniita Valheita Subset.

Once worthwhile additions to the MWE lexicon have been collected, they need to be
written into MWE templates according to the guidelines presented in section 5.2.2.2 and

assigned the relevant semantic tags.

44.3.2 Errors related to the FST software

In all, 38.20% of the errors in the application-based evaluation were discovered to be

related to the FST software. This is the largest major category of errors, which indicates that
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in addition to improving the semantic lexical resources it is even more necessary to invest in
the development of the software component. The four error types which belong in this major

category will be discussed in the following subsections.

443.2.1 Errors caused by wrong order of senses

By far the largest single error type in the application-based evaluation was "Errors Caused
by Wrong Order of Senses" which constituted 33.02% of all errors encountered, as Table 26
below illustrates. This error type contains ambiguous words 1) for which the first semantic tag
listed in the lexicon entry is not the correct semantic tag but one of the other semantic tags
listed”” and 2) the correct sense of which is not identifiable with the aid of context rules. By
contrast, the type of errors which can be resolved by developing context rules are classified
into the error type "Errors Caused by the Lack of Context Rules". These will be discussed in

section 4.4.3.3.2.

7 The semantic tags are organized in perceived frequency order; see section 3.4.
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Table 26

Application-Based Evaluation: Wrong Order of Senses

Separate
Finnish Pool
Helsingin Culinary Times
Sanomat | Kauniita | Culture |Hanna |for Percentage
(non- Valheita | (domain- | (older Muslims | Total of all

fiction) (fiction) | specific) | Finnish) | (Internet) | number | errors

Number

of errors 127 102 162 75 140 606 33.02

Percentage of
errors in this

error type 20.96 16.83 26.73 12.38 23.10

Various approaches could be adopted to resolve these errors. By way of illustration,
procedures number 4, 5, and 7, which the EST utilizes for the task of semantic tag
disambiguation and which were described in section 2.4.1.3, would be applicable to the
disambiguation of Finnish as well. Some suggestions based on these procedures will be
outlined in the following paragraphs.

Applying procedure number 4, one possible approach to improve disambiguation
mechanisms would be to take into account the domain of discourse. If the domain of
discourse in a given text was known beforehand, this information could be exploited to
"weight" tags, in other words, to alter the order of semantic tags in the semantic lexical

resources for a particular domain. This type of function has successfully been utilized in

connection with the EST. In this application-based evaluation, such a function would have

201
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been particularly beneficial when tagging the Finnish Culinary Culture Subset in which the
largest number of errors of this error type occurred. By way of illustration, the following
words caused a total of 16 errors, since the first semantic tag in the lexicon entry was not the
correct tag for the given sense in this test subset: annos (1 error), keittio (3 errors), nauttia (7
errors), and resepti (5 errors). When processing this type of domain-specific text, it would be
a practical approach to weight the semantic tags F1 (Food) and F2 (Drinks) to be able to

identify the correct senses:

annos Noun N5 F1 ("portion")
keittid Noun H2 F1 ("cuisine")
nauttia Verb E4.2+ F1/B1 ("to eat")

F2/B1 ("to drink") A9+

resepti Noun B3/Q1.2 F1 ("recipe")

The second possible approach to resolve the errors caused by the wrong order of senses
would be text-based disambiguation which was discussed in connection with procedure
number 5 of the EST. This procedure resembles procedure number 4 described above, with
the exception that, while in procedure number 4 the weighting is adjusted manually, in this
approach, the weighting is decided by the program. This approach, which has not been
implemented in the EST yet, is based on the hypothesis formulated by Gale et al. (1992, pp.
233-237). According to their findings, well-written discourses tend to avoid multiple senses
of polysemous words. Indeed, their experiments revealed that this tendency was as strong as
98%.

The third possible approach, which could be adopted for resolving the errors of this type,
would be local probabilistic disambiguation which was discussed in connection with

procedure number 7. According to this procedure, it can be generally supposed that the local
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surrounding context determines the correct semantic tag for a given word. The surrounding
context can be identified in terms of 1) the words themselves, 2) their POS tags, 3) their
semantic tags, or 4) some combination of all three. While procedures number 4 and 5, which
were discussed in the previous two paragraphs, are applied to longer stretches of text,
procedure number 7 is applied on sentence level.

In fact, a prototype of such a tool was developed in the Benedict project (Lofberg et al.,
2004; also see section 1.1). Our aim was to enable context-sensitive dictionary lookups by
identifying the very sense of the word which the user is looking for in case there are more
senses than one in the dictionary entry. This is a hybrid tool which uses many statistical and
rule-based components. The preliminary test results in the Benedict project were encouraging,
and similar mechanisms could be used in the future development of the FST software as well.
This approach together with other disambiguation mechanisms has also been used in the
SAMUELS project to develop a historical semantic tagger which utilizes the HTOED as its
knowledge base to provide a uniquely fine-grained semantic classification (Alexander et al.,
2015).

Finally, it must be noted that the order of senses listed as tags is not always essential. In
many applications, such as in information retrieval setting, where only certain features in text
need to be recognized, it is not necessary to disambiguate between the senses of ambiguous
words in a given context. Instead, it is sufficient that the semantic tag for the relevant sense is
included among the semantic tags in the lexicon entry. This was the case, for example, in the
Metaphor in End-of-Life Care (MELC) project which investigated the use of violence
metaphors for cancer and end-of-life among patients, family carers, and healthcare
professionals (Demmen et al, 2015). For this purpose, the project team applied a computer-
assisted approach to the analysis of metaphor variation across genres by utilizing a selection

of semantic categories of the USAS system which were relevant for the task, such as E3-
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("Violent/Angry"), G3 ("Warfare, Defence, and the Army; Weapons"), M4
("Movement/Transportation: Water"), and W4 ("Weather") (Semino, Hardie, Koller, &
Rayson, 2005). Another application of this type could be a semi-automatic Internet
monitoring program for which I draft guidelines in section 5.3.2. To evaluate the performance
of the FST in its present state for such applications, I calculated another value in addition to
the accur