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Abstract—This work investigates the application of non-
orthogonal multiple access (NOMA) scheme for the uplink of
wireless powered communication networks (WPCN). We maxi-
mize the sum rate by jointly designing of the time allocation,
the downlink energy beamforming and receiver beamforming.
To solve this nonconvex problem, a method of two stages
optimization is proposed. In the first stage, we apply the series
approximations to obtain the optimal energy beamforming and
receive beamforming with fixed time allocation. In the second
stage, one-dimensional search is considered to obtain the optimal
time allocation. For the approximation part, successive convex
approximation (SCA) method is used to convert a mixed integer
non-linear program into its convex approximation problem.
The numerical results illustrate that the proposed algorithm
converges to the local optimum solution and the proposed scheme
outperforms the fixed time allocation scheme and orthogonal
multiple access (OMA).
Index Terms—Wireless power transfer, non-orthogonal multi-

ple access, successive convex approximation.

I. INTRODUCTION
Recently, non-orthogonal multiple access (NOMA) has been

considered as a promising enable technique for the fifth gener-
ation (5G) networks due to its superior spectral efficiency [1].
The fundamental difference between NOMA and orthogonal
multiple access (OMA) schemes, e.g., time/frequency/code di-
vision multiple access (TDMA/FDMA/CDMA) is that NOMA
applies power domain to achieve multiple access simulta-
neously. For this reason, successive interference cancellation
(SIC) strategy could be applied at the receiver to improve the
spectral efficiency [2]-[6], [11]. The performance of downlink
NOMA with randomly deployed users was investigated in
[2], the application of multiple-input multiple-output (MIMO)
NOMA with fixed and more sophisticated power allocation
schemes also was derived in [3]. Ding et al., analyzed the
outage probability and diversity gain in proposed cooperative
NOMA scheme [4]. Meanwhile, an uplink NOMA scheme
with single and multiple transmission antennas was proposed
in [5] and [6].
In addition to NOMA, which improves the spectral effi-

ciency through more efficient spectrum usage, energy harvest-
ing has been considered as a promising solution to prolong
the lifetime of wireless devices. Different from the traditional
harvesting way, wireless power transfer from radio frequency
(RF) signal has rekindled the interest of researchers [7]-[11].
L. Varshney introduces that both information and energy could
be extracted from the same RF signal at the same time in wire-
less powered communication network (WPCN) [7]. Based on

this theory, two practical receiver architectures were proposed
in a MIMO system [8]. A typical usage of WPCN model is that
nodes use harvested power to charge their batteries and trans-
mit their information to a base station (BS). However, receivers
cannot harvest energy and transmit information simultaneously
in practical. A harvest − then − transmit protocol was
proposed in [9], [10] and [11] to overcome this problem.
In [9], time division multiple access (TDMA) is considered
for the uplink information transmission, while space-division-
multiple-access (SDMA) is used based on multi-antenna at
the BS [10]. With the similar set up to [9], authors apply this
protocol to implement that nodes first harvest energy and then
transmit their information in the uplink NOMA scheme [11].
Through the comparison with TDMA proposed in [9], NOMA
in [11] might improve fairness and minimum date rate.
In this work, we extend the investigate of [11] to a multi-

antenna WPCN system, which consists of one multi antenna
BS and several powerless users. The goal is to maximize sum
rate by jointly designing of the time allocation, energy beam-
forming and receiver beamforming. The optimization problem
is NP-hard problem, which is difficult to be solved. In order
to solve this problem, we consider a method of two stages. In
the first stage, we proposed an algorithm to find the optimum
energy beamforming and receiver beamforming, based on the
method of successive convex approximation (SCA) in [12].
The key idea of this algorithm is converting a mixed integer
non-linear program into its convex approximation. In the
second stage, we consider one-dimensional search to obtain the
optimum time allocation with the optimal solution in step one.
The numerical results illustrate that the proposed algorithm
converges to the optimal local point within a few iterations.

II. SYSTEM MODEL
Consider a WPCN consisting of one multi-antenna BS

M > 1 and K single-antenna users. We assume that the same
Rayleigh fading channels are used for the downlink energy
transfer and uplink information transfer. Hence, the channel
from the BS to the k-th user can be denoted by the conjugated
complex vectors hk ∈ CM×1, zero mean and unit variance,
during each block transmission time T . It assumes that the
distance between each user and BS increases as the index of
each user grows. We also assume that the far user suffer more
pass loss and has the worse channel condition.
Due to the assumption of no available power at all users,

they need replenish the energy from BS to transmit their



independent information based on the ”harvest-then-transmit”
protocol proposed in [9]. Each block is divided into two parts.
In the first part, τT (0 < τ < 1), BS broadcast wireless energy
to all users, and the remain part, (1−τ)T , is assigned to users
to transmit information simultaneously by employing NOMA
scheme. For convenience, we assume time duration T = 1 in
this paper.
During the downlink phase, BS broadcast energy to all

users. Since a far user from the BS receives less power in the
downlink and suffers more pass loss in the uplink than a near
user, the BS applies different energy beamforming weights to
control the power allocation. Then, the harvested energy by
j-th user is given by

Ej =
K∑
i=1

ξjτT |hH
j wis

dl
i |2, j = 1, · · ·,K, (1)

where sdli is an independent and identically distributed (i.i.d)
random variable with zero mean and unit variance, E[|sdl|2] =
1, wi and 0 < ξj < 1 denote energy beamforming and energy
harvesting efficiency, respectively. For convenience, we set
ξ1 = · · · = ξK = 1 in this paper. Then the available average
transmit power of j-th user to transmit its information in the
uplink phase can be expressed as

Qj =

∑K

i=1 τ |hH
j wi|2

1− τ
, j = 1, · · ·,K. (2)

In the uplink phase, the transmit signal of j-th user can be
expressed as

xj =
√
pjs

ul
j , j = 1, · · ·,K, (3)

where sulj denotes the information-carrying signal, which is
also assumed to be i.i.d random variables with zero mean and
unit variance, and pj denotes the used power, which is bounded
by the available transmit power Qj . We assume to use linear
receiver at BS to decode the user’s information. The receiver
beamforming vector vk ∈ C

M×1 can be used to decode the
information of thekth user. The observations for the kth user
at the BS can be written as follows

vH
k yk =

K∑
j=1

vH
k gjxj + vH

k n. (4)

In the following part, we need to define the sum-throughput
of this system. According to [5] and [6], any arbitrary decoding
order cannot affect the sum-throughput in multiple access
system. Hence, two simple fixed decoding order, ascending
order and descending order, can be assumed in this paper
based on the users’ indices. According to assumption of the
channel condition of each user in the front of this section, we
adopt descending decoding order to increase fairness. In this
decoding order scheme, the first decoded user need to endure
the whole inter-user interference from other users; the user
who has the later decoding order can benefit the throughput
by cancelling the interference; the weakest user’s message is
decoded without any interference. Using Shannons capacity

formula, the throughput of the kth user, 1 ≤ k ≤ (K − 1), is
given by [6]

!Rk= (1−τ) log
(
1+

pk|vH
k hk|2∑K

j=k+1 pj |vH
k hj |2+σ2‖vk‖2

)
. (5)

while the throughput of Kth user can be expressed as

!RK = (1−τ) log
(
1+

pK |vH
KhK |2

σ2‖vK‖2
)
. (6)

Therefore, sum-throughput achieved by NOMA is written as

Rsum =

K∑
k=1

Rk (7)

Note that the whole throughput of system equal to zero if time
allocation τ equal to zero or one.

III. PROBLEM FORMULATION

In this section, we aim to maximize sum rate of this
system by jointly downlink energy beamforming and uplink
receive beamforming as well as time allocation. Thus, the
optimization problem is proposed subject to the individual user
rate constraint as well as power constraint as follows

max
w,v,p,τ

Rsum (8a)

s.t. log

(
1+

pk|vH
k hk|2∑K

j=k+1 pj |vH
k hj |2+σ2‖vk‖2

)
≥Rmin

1− τ
, ∀k,(8b)

pk ≤
∑K

i=1 τ |hH
k wi|2

1− τ
, ∀k, (8c)

K∑
i=1

‖wi‖2 ≤ Psum, (8d)

0 < τ < 1 (8e)

Problem (8) is non-convex due to coupled variables in the
objective function and constraints. We proposed a two step
method to solve this problem. In the first stage, we focus
on following optimization problem to find optimum energy
beamforming and receiver vector with given τ

max
w,v,p

Rsum

s.t. (8b), (8c), (8d). (9)

In the second stage, we consider one-dimensional search to
find optimum time allocation over 0 < τ < 1 with the optimal
w∗ and v∗ as follows

R∗ = max
0<τ<1

(1 − τ) log(1 + g(w∗,v∗, τ)). (10)

It shows that problem (9) is still non-convex and is a NP-
hard problem, which is difficult to get the globally optimal
solution, since it is an instance of mixed-integer non-linear
program [13]. Therefore, we proposed an approximation algo-
rithm to solve this problem locally based on the framework of



SCA [12]. First, we introduce a vector t ∈ R
N
+ to relax the

objective function in (9) as follows

max
w,v,p,t

K∑
k=1

(1−τ) log tk (11a)

s.t. tk ≤ 1+
pk|vH

k hk|2∑K

j=k+1 pj |vH
k hj |2+σ2‖vk‖2

, ∀k, (11b)

(8b), (8c), (8d). (11c)

The equivalence between (9) and (11) can be prove when
(11b) holds equality at the optimum for all k. Based on the
convexity and monotonicity of the logarithm function, (11a)
can be expressed as the geometric mean function.
In the next step, we pay more attention to solve the non-

convex constraints (11b), (8b) and (8c). The right side of
(11b) is a fractional function with coupled variables. Normally,
alternative algorithm can be used to solve this problem by fixed
one to optimal others. However, this algorithm is more com-
plex. Therefore, we consider to use difference of convex (DC)
function to represent non-convex constraint as two difference
of convex functions, because every continuous function can be
presented as DC with suitable approximations. By introducing
a new variable, (11b) can be equivalent to two inequalities as
follows

(tk − 1)βk ≤ pk|vH
k hk|2, ∀k, (12a)

K∑
j=k+1

pj|vH
k hj |2+σ2‖vk‖2 ≤ βk, ∀k. (12b)

It is obviously show that above two constraints are still non-
convex. By using the same way, (12a) can be expressed as

(tk − 1)βk ≤ pkak, ∀k, (13a)
|vH

k hk|2 ≥ ak, ∀k, (13b)

and (12b) is rewritten to two inequalities

K∑
j=k+1

pjbj +σ
2‖vk‖2 ≤ βk, ∀k, (14a)

|vH
k hj|2 ≤ bj , j = k + 1, ∀k. (14b)

We note that from (13a) to (14a) are non-convex and (14b) can
be formulated as a second order cone (SOC) constraint [14].
In order to approximate (13a) and (14a), we use mathematic
approach to reformulate both inequalities as follows

(tk−1+βk)2+(pk−ak)2≤(tk−1−βk)2+(pk+ak)
2, ∀k,(15a)

K∑
j=k+1

(pj + bj)
2−4(βk−σ2‖vk‖2) ≤

K∑
j=k+1

(pj−bj)2, ∀k.(15b)

It obviously shows that both side of (15a) and (15b) are
convex, but (15a) and (15b) are not jointly convex. Based on
the convexity of both side of (15a) and (15b), we introduce
Taylor series expansion to approximate the right side of (15a)

and (15b) [12]. By applying the first order approximation, the
right side of (15a) can be approximated as

(tk−1−βk)2+(pk+ak)
2 ≥

(t
(n)
k −1−β(n)

k )2+2(t
(n)
k −1−β(n)

k )(tk−t(n)k −βk+β(n)
k )+

(p
(n)
k + a

(n)
k )2 + 2(p

(n)
k + a

(n)
k )(pk − p

(n)
k + ak − a

(n)
k ) �

f (n)(tk, βk, pk, ak), (16)

and the right side of (15b) is given by

K∑
j=k+1

(pj − bj)
2 ≥

∑
j=k+1

(
(p

(n)
j −b(n)j )2+2(p

(n)
j −b(n)j )(pj−p(n)j −bj+b(n)j )

)
�

f (n)(pj , bj), (17)

where n denotes the nth iteration. The right side of (16)
and (17) are the first order approximation around the point
(t

(n)
k , β

(n)
k , p

(n)
k , a

(n)
k ) and (p

(n)
j , b

(n)
j ). We can iteratively re-

place the right side of (15a) and (15b) by the right side of (16)
and (17) to obtain a convex approximation. Next, we consider
to modify (13b) as follows

x2k + y2k ≥ ak, ∀k, (18a)
xk = �(vH

k hk), yk = 	(vH
k hk), ∀k. (18b)

Note that the set of constraints in (18b) are convex and linear,
but (18a) are not. We use SCA to approximate (18a) by
introducing uk = (xk, yk)

T , then we approximate the left
side of (18a) as

x2k+y
2
k=‖uk‖2 ≥ ‖u(n)

k ‖2+2(u
(n)
k )T (uk−u

(n)
k ) ≥ ak, (19)

where u(n)
k is the linearization point. Through serial modifica-

tion, the constraint (11b) becomes convex. Due to the similar
formate of (8b) and (11b), we can use the same approximation
method to modify (8b) as follows

(pk − ak)
2 + 4(e(

Rmin

1−τ
) − 1)λk ≤

(p
(n)
k +a

(n)
k )2+2(p

(n)
k +a

(n)
k )(pk−p(n)k +ak−a(n)k ), (20)

K∑
j=k+1

(pj + bj)
2−4(λk−σ2‖vk‖2) ≤

∑
j=k+1

(
(p

(n)
j −b(n)j )2+2(p

(n)
j −b(n)j )(pj−p(n)j −bj+b(n)j )

)
.(21)

Finally, we consider to solve non-convex transmission
power constraint (8c). With the similar approximation method
of solving (11b), (8c) can be reformulated as follows

pk ≤
K∑
i=1

τ

1− τ
(‖θ(n)

k ‖2 + 2(θ
(n)
k )T (θk − θ

(n)
k )), ∀k, (22)



Algorithm 1 Proposed algorithm for solving problem (23)
1) Initialize: Set n=0, randomly generate energy beam w(n) with the

power constraint and receiver vector v(n) , calculate other initial points
(t(n)

,p(n)
,a(n)

, b(n)
,β(n)

,u(n)
, θ(n)).

2) Repeat
3) n → n+ 1
4) Solve (23) with initial points to obtain optimal values

(w(∗)
, v(∗)

, t(∗),p(∗)
,a(∗)

, b(∗),β(∗)
,u(∗)

, θ(∗)).
5) Update (w(n+1)

,v(n+1)
, t(n+1)

,p(n+1)
,a(n+1)

, b(n+1)
,β(n+1)

,

u(n+1)
, θ(n+1))

= (w(∗)
,v(∗)

, t(∗),p(∗)
,a(∗)

, b(∗),β(∗)
,u(∗)

,θ(∗))
6) Until Convergence

where θk =
(�(hH

k wi),	(hH
k wi)

)T . Based on the above
equivalent transformations and approximations, we can ap-
proximate (9) at iteration n by the following convex problem

max
w,v,t,p,β,a,b,u,θ,λ

K∑
k=1

(1−τ) log tk

s.t. (tk−1+βk)2+(pk−ak)2 ≤ f (n)(tk, βk, pk, ak)
K∑

j=k+1

(pj + bj)
2−4(βk−σ2‖vk‖2) ≤ f (n)(pj , bj)

(8d), (14b), (19), (20), (21), (22). (23)

We update variables for the next iteration by solving (23)
until convergence. We outline the proposed iterative algorithm
in Algorithm 1.
Convergence Anaylsis: Let ψ(n) and A(n) denote the return

optimal objective value and the set of all optimal variables
at iteration n of Algorithm 1, respectively. According to the
result in [15], the optimal solutions in set A(n) at iteration n
are also feasible for optimization problem (23) at iteration
n + 1 due to the linear approximation applying into (16)-
(22). Therefore, the objective value obtained at iteration n+1
is larger than or equal to iteration n, because Algorithm
1 generate a nondecreasing sequence of objective values.
Meanwhile, the objective value of (23) is also bounded by
the power constraint (8d). Thus, Algorithm 1 is guaranteed
to converge to some local optimum solution. Based on the
Theorem and propositions presented in [12] and [15], it is
possible to prove that convergent points of (23) is also satisfied
Karush-Kuhn-Tucker (KKT) conditions of the problem (11).

IV. NUMERICAL RESULTS

In this section we investigate numerical performance evalu-
ation of the proposed algorithm. We consider BS is equipped
with M = 4 antennas, and there are K = 4 users with
single antenna. All users randomly drop on the interval 1 -
50 m from the BS. We assume that the channe of kth user is
hk =

√
d
−γ
k ĥk, where ĥk ∼ CN (0, I). The pass loss factor

sets γ = 2. Furthermore, the energy harvesting efficiency of
each user is assumed to be one, ξ = 1, and the variance of
noise is taken to be unity. The target rate R is obtained through
solving maximize minimum individual rate problem. The CVX
package is used for the simulations [16].

In Fig.1 we investigate the impact of time allocation on the
sum rate with three different transmission power cases. From
the figure, it shows that there is a extreme point for each curve.
The reason is that the function of sum rate in (8) is a concave
function. It is also observed that sum rate first increases
with τ when τ < τ∗, but decreases with increasing τ when
τ > τ∗, where τ∗ is the optimal time allocation to maximize
the sum rate. This can be explained as follows. When τ

is small, the amount of energy harvested by each user is
small. Thus, the more downlink energy transfer time the more
available transmit power can be used by each user. However,
as τ becomes larger than τ∗, the sum rate reduces more
significantly. Because the allocated uplink transmission time
becomes smaller with increasing τ . Meanwhile, system needs
less energy transfer time with increasing the transmission
power.
In the second experiment, we illustrate the convergence

performance of the proposed algorithm with different initial
points and antennas. The returned successive values of the
sum rate is applied as a stopping criteria. When the difference
between two consecutive values of the sum rate is less than
or equal to 10−3, the proposed algorithm come out from the
iteration loop. As can be seen in Fig.2, the approximated sum
rate increases monotonically in the first several iterations, but
it converges to the same value within a few of iterations in all
cases with this criterion. The system with 4 transmit antenna
obtains better sum rate than 2 transmit antenna. This is a result
of more transmit antenna can generate more diversity.
In Fig. 3, we present the relationship between the sum rate

and total transmit power. We compare the performance of four
design methods as follow, the proposed NOMA with/without
optimal time allocation, OMA method and SDMA method
presented in [10]. It can be seen that, the sum rate increases
monotonically with the growth of transmit power for all
methods. The proposed NOMA with optimal time allocation
has similar performance with SDMA method and gets a better
performance gain than another two method. In particular, the
performance gap between the proposed algorithm and OMA
method becomes larger when the transmit power increases,
because OMA method need more transmission time slots to
finish information transfer. Besides, we also learn that NOMA
employed at the BS can significantly improve the spectrum
usage.

V. CONCLUSION

In this paper, the sum rate maximization problem is in-
vestigated in the uplink NOMA system based on WPCN.
Since the problem is nonconvex and NP-hard, we propose
a method of two stages to solve this problem. An iterative
algorithm is proposed to deal with the double variables by
using a serial approximation method in the first stage. One-
dimensional search is presented in second stage to obtain
the optimal time allocation. The numerical results illustrate
that the proposed algorithm converges to the local optimum
solution and the proposed scheme outperforms the fixed time
allocation scheme and OMA scheme.
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