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On the Integration of Due Date Setting and Order Release Control

Abstract

This paper calls for a paradigm shift in the production control literatwsg from assuminglue
date setting and order releaaee two independent decision leveM/hen order release is
controlled jobs do not erer the shop floor directlyput are retained in a prshop pooland
released to meet certain performance targéts makes the setting of accurate planned release
datesi the point at whichobs transition from thepool to the shop floor a keyconsideration
whensetting due datedVe developa new approach testimating planned release datesbe
embedded inhe Workload Controlconcept Our approachs uniqueasit anticipateghe release
decision as part of thdue date setting procedur€his makesa second independent release
decisionsuperfluousandavoidsa major cause of tardinegsleviatiors between(i) the plaaned
release date used when calculatihg delivery time allowance andi) the actual, realized
release date. Simulatias used to compare the performance of Workload Control using two
decision levels with the new singlevel approach wherthe releaseéecisionis anticipatedvhen
setting the due dated?erformance improvementxe shown to be robust to uncertainty in

processing time estimates.

Keywords: Due DateSetting Order Release; Workload Control; Simulation.



1. Introduction

This study examies the performance of due date setting and order release control in job shops.
A basic assumption within theroduction planning and contréterature is thadue date and

order releaselecisiors are takernsequentially andndependently. In other wordg, is assumed

that due dates are dest and thenjobs flow into a preshop pool to awaithe releasedecision

This study questions thisindamentalssumptionWe argue thatrather thartaking these two
decisionsindependentlythe release decision diid be an integral part of the due date setting
procedure.

Most literature on the estimation diue datesor delivery time allowancesn job shops
assumes the immediate release of joles that the delivery time is given byhe timea job
spends on thehop flooronly (e.g. Weeks1979; Ragatz & Mabert1984; Ahmed & Fisher
1992 Vig & Dooley, 1993 Moseset al 2004 Thireret al, 2013. This has limited applicability
to shops wherghe release ofobs is controlled.When order release ontrolled jobs do not
enter the shop floor directlynstead, they are retained @npre-shop pool and released using
criteria that allow the shop to achieve certain performance targets, e.g. to restrict the level of
work-in-process inventory and/or maximize dueedaidherenceConsequentlythe realized
delivery timeis split into two parts (i) thetime a job waits in the preshop poolprior to being
releasedi.e. the pool waiting tim@; and, (ii) the time a job spends on the shop fl¢ice. the
shop floor througput timg. Both elements contribute to the overdklivery timeand should
thereforebe considered when setting delivery time allowararedue dateso ensurethat they
are bothcompetitive and feasible (Thirer et al, 20Ma). This makes the setting @fccurate
planned release datéghe point at whichobsaretranderredfrom the preshop pool to the shop
floor i akey priority (Thireret al, 2016).

Workload Controli a production planning and control concept specifically developed for job
shops(Kingsmaret al,, 1989;Zapfel & Missbauer, 1993ingsman & Hendry, 20025tevenson
et al, 2005 that combineslelivery time estimationduring customer enquiry management with
order release contrdThirer et al, 20Ma) i is usedas a starting pointor this study The
concepthas been shown to significantly improve the performance of job shops both through
simulation (e.g. Thireet al, 2012, 2014rand, on occasions, in practice (adendahl, 1992;
Bechte 1994 Hendry et al, 2013).We first develop anew approach to calculatinglanned

releasedates This unique approacanticipatesfuture release decisions as part of the due date



setting procedureSincea release decision @readytaken when due dates are sets argued
thatanothey independst release decisiohecoms superfluousJobs cansimply bereleasedn
their planned release daterhich can bedetermined as part of the due date setting procedure
This integrates the release decision into the due date setting procedure arsdvasiatdlity
between the plannegtlease dates used to determine delivery time allowances and the release
dateactually realized
This papeias the following twmbjectives:
1. To developa new approactto calculatng planned release dat#satanticipateduture release
decisionswhich can bentegratednto Workload Contr;l s due date .setting p
2. To assess the performanoeéWorkload Controlbased ortwo independent decision levéls
one for delivery time estimation and one for order releassdbased a one decision level,
wherejobs are releasedn their planned release dateghich makedhe release decision an

integral part othe due date setting procedure

The remainder of this paper is structured as follows. Sectioavidws the literature to
identify the Workload Controldue date setting procedure and order release method to be
considered in our studySection3 then developsa new approach to effectively estinrag
planned release dates.simulation modeto assess performanisspresented irsection 4 before
simulation results are presented in SectionFanally, the paper concludes in Sectionvehere

future research directions absooutlined.

2. Literature Review

Section 2.1providesa brief overview d how due dates are set in tliterature onjob sho in
generalandout | i nes Wor kl oad Cont riothepmceduredo whicht e s et
our new approach to setting planned release datebei nt egr at ed . Wor-kl oad
limiting order release methods then outlind in Section 2.2.This method determines the
structure of our new approach to setting planned releasesilatestis the release dates realized

by this methodhatwe have to predict

2.1 Due Date Setting Rule
In terms ofsetting and assessidge dats, two types ofobs canbeidentified (i) jobswhere the

due date is proposed or quoted by the company and, therefore, negotiable; otaf \{ihere



the due date is specified by the custoarad, therefore, reasonably fixéelg. Ragat& Mabert
1984; Cheng &Gupta 1989; Kingsman 2000). The main focus of this study isettmgdue

dates and thus orthe former A feasible due dated() is generally determined by forward

scheduling when a new jglarrivesby summing the followinghree elementt the current time

t (see Equation (1)an allowancea, for the time thaajob has to wait in the prehop pool prior
to release; an allowand® for the operation throughput tinw each operationin the routing
R, of a job to allow for the shop floor throughput timand, an external allowangg that

compensatedor variability between theestimated lead timeand the delivery time that is
ultimately realized The process of setting each of these thalbewancesis outlined in the
following three subsections.
d; =t+a; +g b; +g, (1)

il R;
2.11 Setting Allowances for the Pool Waiting Time
The literature on due date setting ruigsically assumes thaobs arereleasedmmediately i.e.

that the pool waiting timea, is zero. Similarly,the Workload Control literatur¢hat ha

considered the estimation dtie dates and order release simultaneoasisumes thahe pool

waiting time is either zero (e.g. Enns, 199% Ahmed & Fisher, 1992pr constant for all jobs

(Hendryet al, 1998; Thirert al, 2013 and2014a). To the best of our knowledge, the only

study to datdo present a methotthat estimats a dynamic allowance for the pool itrag time
waspresented by Land (200%0 | | owi ng Li t t | e basd (2089estirhatedhet | e , 1
pool waiting time kased orthe total processing time unitaaiting in the pool to be released to

the stationthat is most likely to restrict the rel=of a job, i.e. the stationthat had the largest

load waiting to be releasedcross thestatiors in the routing of job. The pool waiting time is

given as the quotient of this maximum pool load and the maximum outputstatitn L a n d 0 s

(2009) approeh will be included asa benchmark for thenew approach to calculating pool

waiting timesi andthus planned release datedeveloped in this study

2.1.2 Setting Allowanesdor Operation Throughput Tinse
The shop floor throughput time is the sum of tperation throughput times in the routing of a

job. Most due date settinguies presented in the literatuiffer in the waythat allowancesare
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determinedfor operation throughput tinse For example, forward infinite loading assumes
operation throughputimes are constant (e.g. Week4979; Ragatz & Mabertl984; Vig &
Dooley, 1993) Meanwhile,otherstudies linkthe processing time and shop load to dieévery
time based on historical data regressiorfe.g. Ragat& Mabert 1984,Ahmed & Fisher,199;
Vig & Dooley, 1993;Moseset al, 2004)or link the workload at a station to the allowance for
the operation throughput time (e.g. Nyhuis & Wiendahl, 2009).

Bertrand(1983 and 1983pdetermineda dynamic allowance for operation throughput times

by sucessivéy scheduling operation due dates for each operationin the routing of a job,
whered,; is defined aghe current dateUsing the timephasedacceptedwvorkload W) and

time-phased caacity (C, ) of the correspondingstation s i both measurs calculated
cumulatively up to time buckdti the operation due datesre calculated as followstarting
with the firststationin the routing of a job:

1 If thetime bucket intowvhich the operation due dateuld fall if capacitywereinfinite T that

is d; =d;;; +p; T hasenough free capacity to include the worklggaf thei™ operation of

job j at the relevanstations i that isW, + p, ¢ C,, i,with ug equal to the utilization rate

then the operation is loaded into the time bucket and the operation due gigenidythis
time bucket.
1 If no or insufficient capacity is available, the next time budkdt is considered until the

workloadhas been successfully loaded.

This procedure is then repeated at the ¢ationi n a j ob6és routing unti
dates have been determinedin operation remains loaded into a time buckeand thus
contributes to the cumulative workloadintil it has beewompleted.

This forward finite loading procedureas recently idenfied as the best solution for the
Workload Controconcept(see e.g. Thireet al, 2013 and will thus be included in our stutty

set allowances for operation throughpaotes

2.13 Settingan External Allowanceto Compensate for Variability

The external allowancg; is oftenincluded inthe allowance for operation throughput times

(Hopp & Sturgis, 2000)Notable exceptios that havedifferentiatel between an internalor



production) due date and an exterr(al customeyrdue daté which is the internal due date plus
the external allowanck arethe studiesdy Bertrand (1988), Enns (1996) andHopp & Sturgis
(2000).The lattercomparedhe use of &onstant external allowance with the use of alternative
dynamic external allowances. Numerical results sugdeshat there are no significant
performance differences between thse of aconstant allowance and the bestforming
dynamic allowanceappro&h. In general, lhe external allowance accounts for any unforeseen
variability. If it were predictablé as assumedhena dynamic external allowancg calculated

T it would be better to incorporate this into takowance for the pool waiting time andfo
operation throughput time3his makes the use @f constantexternalallowance an effective
option in practice. Workload Control uses an explictonstantexternal allowance sincets

forward finite loading procedure estimat@n internal due date.

2.2 Order ReleaseControl

There are many order release methods in the Workload Control literature; for examples, see the
reviews byWisner (1995)L.and & Gaalman (1996), Bergamasehial (1997) and Fredendadt

al. (2010). In this paper, the LUMS COR (Laster University Management School Corrected
Order Release) method is usasithe basis for further developmenbecause it was recently
shown to be the best order release solution for Workload Control in practice (EBhiakr
2012).LUMS CORusesa periodic release procedure executed at fixed intert@lsontrol and

balance the shop floavorkload This procedure keeps theorkload W' released t@ stations

within apre-established workload norras follows:

(1) All'jobs in the set ojobsJin thepre-shoppool are sorted according to thplannedrelease
date as calculated at customer enquiry management

(2) Thejob ji Jwith the earliesplannedreleasedate is considered for release first.

(3) TakeR to bethe orderedet of operations in the routing of jgbif jobj06 s pr ocessi ng
p;j at thei™ operation in its routing corrected forstation positioni i together with the
workloadW_?released tatations (corresponding to operatiohand yetto be completefits

within the workload normN¢ at thisstation that is& +WS ¢ NS "il R, then the job
i



is selected for releas&hat means it isemoved fromJ, and its load contribution is included

& n
i

il R

ie. WR=WF+ -
Otherwise, the job remains in the pool and its processing time does not contribute to the
stationload.

(4) If the set of jobsl in the pool contains any jobs that have not yet been considered for release,
then return to Step 2 and consider the job with the next highest priority. Otherwise, the

release procedure is complete and the selected jobs are released to fle®shop

A released job contributes WX until its operation at thistationis completed Early studies

on Workload Controtypically focused on comparing the aggregate loadst&tion i.e. the sum
of all of the processing times of jobs released but not yet comégestation against an upper
workload limit or norm(e.g. Bertrand & Wortmann, 1981; Hendry & Kingsman, 19®Lit this
ignoredvariance inthe amount ofipstreamwork (i.e. the indirect load) whichis dependenbn
the position of astationin the routing of jobs. Therefore, the load contribution tstadon in
LUMS COR is calculated by dividing the processing time of the operatiorsttianby the
statiorbs position i n fcdirectegaggrefase loadomethad (Ogsterndrali s
2000) recognizes that b6 s c ont r i dhatiotdis oect loadois limited to only the
proportion ofthetotal time the job spends on the shop fldbatit is actuallyat thestation

In additionto the above periodic release mechanisiMS COR incorporates eontinuous
workload trigger. If the load of gnstationfalls to zero, the first job in the pool sequence with
that stationas the first in its routing is released irrespective of whethisrwould exceed the
workload norms of angtation The continuous triggeavoids prematurstationidleness(see
e.g. Kanet, 1988; Land & Gaalman, 1998hen thecontinuousworkload triggereleases a jgb
its workload contribution to atationis calculated using the same corrected aggregate load

approach as used for the perioddtease timelement of LUMS COR.

3. Integrating Due Date Setting and Order Release Control

This sectionfirst develops a new approach to calculatpignned releasdates(Section 3.]1
before we discuslsow this new approach facilitatése integratiorof due date settingnd order
release contralSection 3.2)



3.1A New Procedure for Calculating Planned ReleaseDates

From the formalization of our release procedure in Sectioni2c¢an be observed that three
variables determine tHeal releasalateof a jol the corrected workloadontribution of the job,
the released workloadnd the workload norm. The estimation of processing tinsesl thus the
corrected workload contributioh cannot be influenced bgroduction control Meanwhile, he
workload normis a variablghat is preeermined by managemerithus, he major determinant

of the planned release dasethe released workloa@herefore, ithe moment that the due date
is set we calculatethe projectedeleasedvorkload (VVS?) expectedor a stations at any future

timet. Time s discretized in timdéduckes of a sizeequialent to the release interyatheret is
the end of the release interv@heworkloadis calculatedsimilar as the actual released workload
in Section 2.2i.e. thereleasedworkloadis measured irterms of thecorrected workload and
includes jobs releasdaut not yet completed attations. The difference is that the workload
calculation in Section 2.2 relates to the instantaneous situation at the actual releadeteas,
in the newprocedurethe workloads calculated for thg@rojectedsituation at eacfuture timet.

The set of jobs that is projected be releaseat timet includesall jobs currently released
andthose jobgurrentlywaiting for releasén the pool with glanred release datat or beford.
Meanwhile, he set of jobs projectetb be completed bgtations at timet refers toall jobs
already completelly thestationplusthose jobghat haveanoperation due datat or befordime
t. The projected released wdokd is then calculated based on the jtitz areprojected to be
released minus the jobs projected to be completed ats&stan

Starting with the current release interval, the planned release date can then be determined by

checkingwhether& +WS e NS il R, for eachsuccessive timg, until the first time tis
|

found where the equation is not violat@tie planned release daigjobj is then given by .

3.2The Order ReleaseDecisionasan Integral Part of the Due Date Setting Procedure

The procedurdor determiningplanned release datesticipateshe perodic releasealecisionof
LUMS CORas part of the due date setting procediines suggestthe possibility of applying
simplified release proceduresherebyjobs are releasedn their planned release datgthout
further reviewrather tharbeingsubjected to LUMS CORgainas part of an independent release

decision



A major criticism @& due date based order release is that it is unable to regulate thework
process (Lodding, 2013). For example, waskreleased to the shop floevhen the planned
release date is reacheden if there is an overload; asthtionscanremainstarvingbecausehe
planned release datef orders in the pool have not beeached. Théormeris overcome in our
method by its finite loading mechanisnvhich considers capacity availabilityhe latter is
overcome by the continuous starvation avoidance mechaMsanwhile, naking the release
decisionan integral part ofhe due date setiy procedure avogariability between the planned
release date used to determine delivery time allowaanudthe actualrelease datthat would be
realizedby an independent release decision

Simulation will next be usetb:

1 Assess the performance impad our new approach to determining planned release ;dates
and

1 Compare the performance &forkload Controlbased on the use dfvo sequential and
independent decision levédlone for delivery time estimation and one for order reléasih
the use obne decision level,e. as described abowherejobs are releaseah their planned
release datewithout further reviewmakingthe release decisican integralpart ofthe due

date setting procedure.

The model characteristics will be described nexbigeSection 5 presents and discusses the

results of the simulation experiments.

4. Simulation Model

4.1 Overview of Modeled Shop and Job Characteristics

A simulation model of a randomly routed job shop or pure job shop (Melnyk & Ragatz, 1989)
has beenmplemented in Pythéhusing the SimPYy module. The shop contains siatiors,
where each is a single resource with constant capaGgping capacity constant means that
output control is not exercisesour focusis on input controlThe routing lengthof jobs varies
uniformly from one to six operation§hus, the routing of a job is determined by first drawing
the routing length (i.e. the number of stations in the routing) from a discrete uniform distribution;
and, second, by selecting the stationgdndomly drawing the required number from the set of

stations without replacemendll statiors have an equal probability of being visited and a
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particularstationis required at most once in the routing ojoh. Operation processing times
follow a truncaéed 2Erlang distribution with a maximum of 4 time units and a mean of 1 time
unit after truncationSetup times are considered sequence independent and part of the operation
processing timeSequence independence is required to ensoregaal throughpuof work

across experiment3he arrival of orders follows a stochastic procds® interarrival time of

jobs follows an exponential distribution with a mean of 0.648, wiiidkased on the average
number ofstatiors in the routing of gob i deliberatelyresults in a utilization level of 90%.
These settings facilitateomparison with earlier studies on both Workload Control (e.g.
Oostermaret al, 2000; Thireet al, 2012 and 2018 and due date setting (e.g. Thuetral.,

2013.

4.1.1Stochastic Proessing Times Simplifying theNeedfor Processing Time Estimeg

As in previous simulation studies on Workload Control (e.g. Melnyk & Ragatz, 1989; Land &
Gaalman, 1998Cigolini & Portioli-Staudaher, 2002 Fredendallet al, 2010; Thireret al,

2014p), it is assumed that materials are available and all necessary information regarding shop
floor routing etc. is knan upon the arrival of gb. Previous simulation studidsave also
generally assumedthat processing timesre known upon arrival i.e. deteministic. This is
unlikely to be the case in practicEéherefore, we also include experiments in which realized
processing times remain unknown; i.e. stochastic. Stochastic processing times are typically
modeledin the literatureby surrounding the proceasg time estimate used at the planning stage

by a stochastic element. The processing time estimate itself rethamnebyat a high level of
accuracyWe argue that this does not reflect practice where high variability between processing
time estimate ancealized processing time actually leads to a simplified procedure for processing
time estimation.

Thareret al (2014b) recently demonstrated that the need for processing time estimations at
order release can be simplified by grouping processing timeledsesFor example, witt3
classesit becomes only necessary to distinguish betwaeall, medium and large processing
times, whereeachclassrepreserg a certain range of load contributiorRather tharusingthe
exact workload contributiomn the load calculationa class average is used to estimate this
workload contributionThereforein addition to thescenario where realized processing times are
knownwhenthe planning procedskes placédeterministic) we will alsoexperiment with 2, 3,

4, ard 5 predeterminedlassedo evaluatehe influence of processing time uncertairiigr these

11



experiments, management does not know the realized processing times (which folEnarg2
distribution) but uses a rougtut estimate (e.g. small, medium amdge for three classedh
doing s we will assess theobustness of our results to uncertainty in processing time estimates
Table 1 summarizes thelassesand the range of workload contributions represented by each

classfor thefull processing time ahthe corrected load
[Take in Table 1

Theranges of contributiofor eachclasswere deliberately chosen such that each ravaedd
represent an equal percentage of the load contributions. These ranges aaertme
contributionin each range couldebdetermined analytically for tHall processing timesAs the
corrected load divicethese processing times by the routing position resulting from another
stochastic process, the ranges for the corretwad contributions have been determined
numericaly. Of course, in practice, classesll not be determined this exactly, but additional

experiments have shown that our results are highly robust to the choice of range.

4.2 The Due DateDetermination Procedure
A due date is determined wharjob arrives In addition to our new approach to setting planned
release dasxas outlined in Section.B), we also include the approach presented in Land (2009)
T see Section 2.1.11 asa benchmarkBoth rules apply the same method for setting allowances
for the operion throughput times antthe external allowance, as identified in Section 2.1.2 and
2.1.3 above. They differ in the way that tha&ol waiting time and, consequently, the planned
release date isstimated

As in previous research, the time buckets for mheit@ng the allowance for the operation
throughput timesare set to 1 time unit (e.gThirer et al, 2013 and 2014). The external
allowance was set througbreliminary simulation experiments such that the average ef th
quoted delivery lead time i0D3ime units for all experiment3he quoted delivery lead time is

defined as the customer due date mitestimewhenthejob was received.

4.3 Order ReleaseControl
Once the due date is determindae job flows into the preshop pool to await releas&wo
approaches to conttwlg the release ojobs ae considered: (i) twdevel Workload Contrgl

where the periodic release decision is taken independently from the due date setting procedure

12



according to LUMS COR (see Section 2.2); and (ii) integratetklbad Contral where the
periodic release decision is taken as part of the due date setting promedjoes arereleased
on their calculated planned release datathout further review The time interval between
releases for the periodic part of ordelease is set to 4 time unitSight workload norm levels
are applied, ranging fromd to 12 time units.As a baseline measure, experiments without
controlled order release have also been execuédvhergobs are released onto the shop floor

immediatelyupon arrival.

4.4 Priority Dispatching on the Shop Floor

For the due datsetting rules to be effective, the dispatching rule applied on the shop floor
should be related to the way in which operation due dates are determined. This ensures that
capacity ontrol takes placei.e. that capacity is used as planned (see, e.g. Bertrand 1983a).
Therefore, the job with the earliest operation due dasecalculated by the due date setting

procedure)s chosen from the queue in front oftation

4.5 Experimental Design Factors and Performance Measures

The performance diVorkload Control based oone decision level will be compared with the
use of Workload Control based dwo decision leved. Two different versions of Workload
Control (WLC) based on two decisidavels will be simulatedo compare our new planned
release date calculatiogction 3.1) with the calculation proposed in Land (20@8}pecified
in Section 2.1.1Thus, in total,liree approachdsas summarized in Tableilwill be usediwo-
level WLC Land, twelevel WLC, and integratedsinglelevel) WLC. Eight workload norm
levelsand five levels of classes for processing time estimates (determamdtgtochastic with,
4, 3 and 2 classegye considered for each approaasulting in an expé@nental designwith
120 cells where eacleell is replicated 100 times. Resué® collected over 10,000 time units
following a warmup period of 3,000 time units. These parameters allow us to obtain stable

results while keeping the simulation run timeatceasonable level.
[Take in Table?]

Four main performance measures arsed toassess both workload balancing and delivery
performance{i) the lead time(i.e. the time whera job is completed minus the time when it

arrivedat the companjy (ii) the percentage of tardyobs; (iii) the mean tardiness; an@v) the

13



standard deviation of latenesBhe average lead timés used as the main indicator of the
workload balancing capabilities of the approaches being tested. It also reflects the average
latenes of jobs, which can be derived directly from this measure and is equal to the awérage

the realizedead time minus the averagf the quotedlelivery lead time (which is@Btime units

across all experiments). The main irators of delivery performan@ethe percentage of tardy

jobs and themean tardinesswhich areinfluenced by both the average lateness and the
dispersion of lateness acrgebs, as measred by thestandard deviation of lateneds addition

to these fourmain performance measurege also measure theeverage shop floor throughput
timeas an instrumental performance variable. Whileotreralllead time includes the time that a

job waits in the pool prior to release, the shop floor throughput time only measures the time after
releasdo the shop floarAc cor di ng t o Li tt |leshogsflodrtreughplt timet | e,
is linked directly to the level of work-process.All of these performance measures are job
related. This is justified by the fact that the throughput of wonkl thus the major shop related

performance measure) isfit equal across experiments to ensure comparability.

5. Results
Statistical analyses of our results were conducted using an ANOVA based on a blocKTdesign
different approache® Workload Contrband theworkload norm levearebothblocking factos
since eachapproach to Workload Control and eaobrm levelcan be considered different
system Thus ANOVA was restricted to the main effects of the thesgerimentalfactors
considered in this gdy. All were shown to be statistically significamtxcept the norm level
factor for the lead time resultsThe significance of the differences between thecaues of
individual experiment$as also been verified by pairedtests which comply with the se of
common random number streams to reduce variation across experiments. Whenever we discuss a
difference in outcomes between two experiments, the significance can be proven teda pai
test at a level of 97.5%.

Section 51 provides detailed performancresults for thescenario with deterministic
processing timesThis includes an wilepth analysis ofhe performance differences observed.
Section 52 then assesses the robustness of the régulteusing on the experiments where the

need forprocessig time estimates simplified
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5.1 Performance Assessment under Deterministic Processing Times

Figures 1a to 1d presenbur resultsunder deterministic processing timies the lead time, the
percentge tardythe mean tardiness, atite standard deviaih of latenes®ver the throughput

time resultsrespectivelyThe results are presented in the form of performance curves, where the
left-hand starting point odachcurve represents thaghtest workload norm level (Bme units).

The workload norm ineases stemiise by moving from left taight, with each data point
representing one norrtevel (from 5to 12 time units) looseing the norms increases the
workload levels and, as a result, the throughput times on the fkl@pbecome longerin
addition, the resultobtainedwith IMMediate releas€IMM ) is shown as aingle pointlabeled

A X.dt is located to the right of the curves as it leads to the highest level of throughput times on

the shop floor.
[Take in Figure 1L

By comparing the performance ofo-level WLC Landwith two-level WLC, it can be
observed that our new approach to estimating planned releasehddtissincorporated in two
level WLC significantly enhances performance across all measures considered in thiglstady
compared to th@pproach proposed by Land (200Bjowever,the improvementhat warrants
themost attention is the stronignpact on tardiness performanaben due date setting and order
release are integrate@hich can beobserved by comparing the performance of-texad WLC
with that ofintegrated WLC. Br examplea comparison otheir performance in terms of the
percentage tardfFigure4b) and mean tardiness (Figure) 4t the point whee both reduce the
throughput timeby 35% compared to imediate release (from 20t6 13.2time units) shows
that integrated WLC reduces tpercentageardy by more than 50% (from 2.9% to 1.3%) and
the mean tardines®y more than 90% (from 0.31 to 0.0ZJhis improvement in tardiness
performance is due to tHargereduction inthe standard deviation of latenesAt this point of
throughput time reductignntegrated WLCreduces the standard deviation of later®s$5%
when compared tawo-level WLC (from 6.9 to 4.3 time units)at the expense of onlg 5%
increase irthelead time (fom 20.3to 21.1 time units)which is due t@areduced load balancing
capability This raises thefollowing question:Why is the standard deviation of lateness for

integratedWLC so much lowethan fortwo-level WLC?
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5.1.1 Performance AnalysisTwo-LevelWLC vs. Integrated WLC
Both two-level WLC and integrated WLC use the same method for calculating planned release
dates. This methoscheduls the release of jobsito a release intervéihatshouldallow for their
releaseon the planned release datElowever, undertwo-level WLC, the planned release date
only determine the sequence in which jobs are considered for relé@ageb is only released
when itactuallyfits the normat this moment in timeA minor deviation from the scheduteay
preventthe relase of a job on its planned release dHte. job is not releasedn its planned
release datat may become difficult to fiwithin the norm againThis canincreasehe size of
the deviation betweenhe planned and actually realized release despedlly for jobs with
large corrected processing timbscause
() The average capacigvailableat eachstationper release interval measured in corrected
processing times is only 4 time units divided by 2.67, i.éhe average position ofsaation
in the routing of jobsand
(i) LUMS COR releaseall of the work that fits within the norneach release interyatven
though a large jolwith anearlier planned release datey be left waiting becausedoes
not fit within the norm The releasedobs replenib the load back up to the norm level and
may therblock the release of the largeb at the next release interyglarticularly in periods

when many jobs arrive to the system

To illustrate tle above effectwe recorded the properties of all tardy jobstivo-level WLC
andfor integrated WLC First, he scatter plots foob latenessversusthe maximum corrected
processing timeacross alloperationsin the routing ofa job are given for two-level WLC in
Figures 2a to 2c at a norm level of 6, &nd 10 time units respectively.Each scatterplot also

gives the frequency distribution theform of a histogram.
[Take in Figure 2]

It can be observed thittere is a significamiumberof jobs suffering from high tardinesd all
three norm levelsFurther, pbs with an operation in their routing that has a large corrected
processing time havan increased ris@f extremetardness The correlation coefficient between
pool lateness antinal latenesss 0.959, 0.944 and 0.924 for N6, N8 and N10, respectively
where pool latenesss defined as the difference between the realized and planned release date.

This strongly supports the argument that job lateness is due to tardy release from tAé@ool
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samescatter plots for integrated WLC seeFigures 3a to 3ci demonstratehat the extent of

tardiness can be controlledabs are releaseuh their plannedrelease date
[Take inFigure3]

5.2Robustness of ResultsSimplifying the Need for Processing Time Estimates
From the results in Section 5.it can be cacluded that: (i) our new approach to estimating
planned release dates enhances performance compared to the existing approach from the
literature fwo-level WLC vs.two-level WLC Land) across all measures considered in this study;
and, (ii) integrated(single-level) WLC outperforms twdevel WLC on tardiness performance.
But bothof theseconclusions rest on the assumption that processing times are known during the
planning process.e. deterministicThis is often not realizabie practice e.g. due tohe high-
variety productionenvironmentypical of job shopsandbr the highinvestmentcostsrequired to
achievehighlevels ofaccuracy Therefore, additional experiments have been conducted in which
the need for processing time estimations is simplifigdjrouping processing times into classes
(i.e. processing times are stochastag described in Section 4.1.ktiates represent a certain
range of load contributions, rounded to the estimated average in that range, rather than
representing the exactonkload contributiorof a joh For example, with three classes, a manager
need only estimate whether a processing time is small, medium ar large

The resulting performance curves for 2, 3, 4 and 5 classes are presented in Figure 4 and
Figure 5. Figure 4 msents the results for twevel WLC and twelevel WLC Land. Meanwhile,
Figure 5 presents the resufor two-level WLC and ondevel WLC. The results show the
expected decreasing marginal effecg. the improvement from 4 to 5 classes is smaller than th
improvement from 2 to 3 classes. Most importantihe results confirm that the performance

effects observed in Section 5.1 are robust to uncertainty in processing time estimates.
[Take in Figure 4 & Figure 5]

6. Conclusion

If order release is contreltl, thenthe realized delivery timean besplit at the release date into
two parts the pool waiting time prior to relegsand the shop floor throughput time after release.
Both parts have to be considered when setting delivery time allowances or esieYadtprior

literature concerned with due date setting in job shops where order redeasetrolledhas
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typically assumeé the immediate releasef jobs or usal a constant allowance for the pool
waiting time. This limits the applicability of due dateedting rules previously presented in the
literature In response, this studasdevelogda new approach to setting planned release dates
for integration into Workload Controb s due dat e saad demangrated itsoc ed u
effectiveness through simuianh. Our approachto estimating planned release dagesnigte in

that itanticipatesVo r k | o0 a d lo@dimiting arderdetease decisioas part of thelue date
setting procedurelhis means thaa second independent release decibiecomessuperfllous
Making therelease decision an integral part of the due date setting procedwyreactually
releasing aljobs on their planned release datesthout further reviewi means thatleviatiors
between planned and realized release sdate avoided.Our analysis revealed that these
deviations ar@ major cause of tardinegs systems with two independent control levé{s a

result, for a throughput time reduction of 35% compared to immediate reb@8séewer tardy
jobsand amean tardinesgeductionof more than 90%ould be observed for integratéingle

level) Workload Controlcompared totwo-level Workload Control. These results make a
compelling argument for a paradigm shift in the literature away from treating due date setting
and order release wtvol as wo independent decision levels.

6.1 Limitations and Future Research Directions

This researchhas demonstrated thatediations betweerthe planned release date uséal
determine the delivery time allowance and #utualrealized release date aaenajor cause of
tardinessThese deviations can be avoided if the release decisamtigpatedvhen due dates
are set and jobs are releasetheir planned release datd his finding questios afundamental
assumption in the literature on productiplanning and controli.e. thatdue date setting and
order release are two independent decision leveigre theformer precedeghe latter As a
consequence, this studyalls for a paradigm shifto recognize the potential of thelease
decisionbeingan integral part of thdue date setting procedure.

There arehoweversomelimitations. First,while our results were shown to be robust to
uncertainty in processing timewe did not explicitly consider factorsuchas scrap or station
breakdowns Thesefactors mayimpact throughputand thus hinder the creatiafi comparable
experiments for our two Workload Control methods. This also explainswelayd not consider
sequence dependent-sgt times. Future researchtisereforerequired to address thesesuss.

Second, weconsidered a constant station capacity. In practice, managers often use capacity
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adj ust mentupot owi & thra ttchhe pl an. Thi s ma yfor ma k e
integrated Workload Contrdéss striking omay even rebalance resultsnifavor of twolevel
Workload Control.Future research is therefore required to assess whether integrated Workload
Control alsamaintains its advantagehencapacitycontrol isexercised

Finally, another important avenue for future research concerns Addarlanning and
Scheduling (APS) systems (see, e.g. Bad Kilger, 2005). One of the kefeatures of an APS
system isFinite Capacity Scheduling, a moduletis designed to overcome the weaknesses of
Material Requirements Planning (MRP) logic. Samito our approach, an APS system integrates
decisionmaking, but it is intended for larggeale production environments. Our study may
provide an important search direction for extending the applicability of APS systems to smaller

scale, complex job shamvironments.
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Table 1 Definition ofthe Different Processing Time Classes used in this Study

Class Average Contribution in the Interval; and the Range of Contributions
Configurationl Represented by Each Class
0.48 1.52
0,

2150% (0, 0.85] (0.85, 4]
0.36 0.86 1.79

3/33%

Full Processing ° (0, 0.60] (0.60,1.15] | (1.15, 4]
Times 4] 25% 0.30 0.66 1.08 1.97
0 (0, 0.49] (0.49, 0.85] (0.85, 1.36] (1.36, 4]

5/20% 0.26 0.56 0.85 1.24 2.10
(0, 0.42] (0.42,0.70] (0.70, 1.02] (1.02,1.51] (1.51, 4]
0.18 0.88

0,

2/ 50% (0, 0.36] (0.36, 4]
0.13 0.37 1.10

3/33%

Corrected Load 0 (0, 0.23] (0.23, 0.54] (0.54, 4]

4/25% 0.11 0.26 0.50 1.26
(0, 0.18] (0.18, 0.36] (0.36, 0.69] (0.69, 4]

5/20% 0.09 0.21 0.36 0.61 1.39
(0, 0.15] (0.15, 0.28] (0.28, 0.46] (0.46, 0.81] (0.81, 4]

! Number of Classes / Percentage Represented by Each Class

Table2: Summary of the Differedtpproaches to Workload Contrabplied in this Study

Workload
Control

(WLC)
Approach

Calculation of Planned Release
Dates during the Due Date
Setting Procedure

Order Release

Periodic Element

Continuous Element

Two-Level
WLC Land

Two-Level
WLC

Integrated
WLC

The planned release date is
calculated based on the
maximum of the load waiting to
be released to a station across
the stations in the routing of a
job; based on Land (2009).

The planned release date is
determined by forward finite
loading, fitting the projected
released workload into the
workload norms.

The planned release date is
determined by forward finite
loading, fitting the projected
released workload into the
workload norms.

The release decision is taken
independently at order release;
jobs are released up to the
workload norm.

The release decision is taken
independently at order release;
jobs are released up to the
workload norm.

The release decision is
anticipated when due dates
are set; jobs are released on

their planned release date, as
calculated by the due date
setting rule.

All equal; jobs are
pulled onto the shop
floor if a station is
starving in-between
periodic reviews
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Figure 2 Scatter Plobf TardyJobs Showingthe Relatioshipbetweerthe Maximum Corrected
Proceseg Time in the Routing of ®oband Latenestor TwoLevel WLC
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Figure 3 Scatter Plot of Tardyobs Showing the Relationship between the Maximum Corrected
Processing Time in the Routingabfoband Lateness fontegrated WLC
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