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Abstract: 

Multi-factor experiments are often advocated as important for advancing 
terrestrial biosphere models (TBMs), yet to date such models have only 
been tested against single-factor experiments. We applied 10 TBMs to the 
multi-factor Prairie Heating and CO2</sub Enrichment (PHACE) experiment in Wyoming, USA. 

Our goals were to investigate how multi-factor experiments can be used to constrain models, and to identify a road 

map for model improvement. We found models performed poorly in current ambient conditions; there was a wide 

spread in simulated above-ground net primary productivity (range: 31-390 g C m
-2
 yr
-1
). Comparison with data 

highlighted model failures particularly in respect to carbon allocation, phenology, and the impact of water stress on 

phenology. Performance against observations from single-factors experiments was also relatively poor. In addition, 

similar responses were predicted for different reasons across models: there were large differences among models in 

sensitivity to water stress and, among the N cycle models, N availability during the experiment. Models were also 

unable to capture observed treatment effects on phenology: they over-estimated the effect of warming on leaf onset 

and did not allow CO2</sub-induced water savings to extend the growing season length. Observed interactive 

(CO2</sub x warming) treatment effects were subtle and contingent on water stress, phenology and species 

composition. Since the models did not correctly represent these processes under ambient and single-factor 

conditions, little extra information was gained by comparing model predictions against interactive responses. We 

outline a series of key areas in which this and future experiments could be used to improve model predictions of 

grassland responses to global change. 
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 50 

Abstract 51 

Multi-factor experiments are often advocated as important for advancing terrestrial biosphere 52 

models (TBMs), yet to date such models have only been tested against single-factor 53 

experiments. We applied 10 TBMs to the multi-factor Prairie Heating and CO2 Enrichment 54 

(PHACE) experiment in Wyoming, USA. Our goals were to investigate how multi-factor 55 

experiments can be used to constrain models, and to identify a road map for model 56 

improvement. We found models performed poorly in current ambient conditions; there was a 57 

wide spread in simulated above-ground net primary productivity (range: 31-390 g C m
-2

 yr
-1

). 58 

Comparison with data highlighted model failures particularly in respect to carbon allocation, 59 

phenology, and the impact of water stress on phenology. Performance against observations 60 

from single-factors experiments was also relatively poor. In addition, similar responses were 61 

predicted for different reasons across models: there were large differences among models in 62 

sensitivity to water stress and, among the N cycle models, N availability during the 63 

experiment. Models were also unable to capture observed treatment effects on phenology: 64 

they over-estimated the effect of warming on leaf onset and did not allow CO2-induced water 65 

savings to extend the growing season length. Observed interactive (CO2 x warming) treatment 66 

effects were subtle and contingent on water stress, phenology and species composition. Since 67 

the models did not correctly represent these processes under ambient and single-factor 68 

conditions, little extra information was gained by comparing model predictions against 69 

interactive responses. We outline a series of key areas in which this and future experiments 70 

could be used to improve model predictions of grassland responses to global change. 71 
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Introduction 72 

Grasslands are estimated to cover 20% of the terrestrial land surface (Lieth, 1978; Hadley, 73 

1993) and store ~25% of the world’s soil carbon (C) excluding permafrost soils (Jobbágy & 74 

Jackson, 2000; Ciais et al., 2013). However, whether grasslands will be substantial C sources 75 

or sinks in the future is uncertain; estimates of future C uptake range between −2 to 2 Gt C yr-
76 

1
 (Scurlock & Hall, 1998). Semi-arid ecosystems, including grasslands, are large contributors 77 

to both the trend and inter-annual variability in above-ground net primary production (Knapp 78 

& Smith, 2001) and net biome production (Ahlström et al., 2015), over the last three decades, 79 

suggesting these ecosystems are particularly important for accurately predicting terrestrial C-80 

cycle responses to global change. 81 

To predict how increasing temperatures, atmospheric carbon dioxide (CO2) and changing 82 

precipitation patterns will affect ecosystem function and species composition, multi-factor 83 

ecosystem-scale experiments have been widely advocated (Heimann & Reichstein, 2008; Luo 84 

et al., 2008; Leuzinger et al., 2011). Since global change factors likely cause a series of 85 

complex interactions (Fuhrer, 2003; Hovenden et al., 2014), single-factor experiments may 86 

not be sufficient to investigate future ecosystem-scale responses. Further, while interactive 87 

effects are typically smaller than main effects (Shaw et al., 2002; Dieleman et al., 2012), they 88 

may sometimes exceed single factor effects. However, interactive effects may be contingent 89 

on environmental conditions, such as inter-annual variability in precipitation (Mueller et al., 90 

2016). As a result, multi-factor experiments can be more difficult to interpret, and underlying 91 

mechanisms harder to identify, than single factor experiments. 92 
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For example, Shaw et al. (2002) found contrasting results when comparing responses from 93 

single and multi-factor treatments in the Californian grasslands at the Jasper Ridge Global 94 

Change Experiment (JRGCE). In the third year of the experiment, net primary productivity 95 

(NPP) was increased in response to elevated CO2 (eCO2). However, the interactive effect of 96 

multi-factors suppressed the NPP response seen in the single factor response. Re-examining 97 

the responses at the JRGCE over 5 years, Dukes et al. (2005) concluded that NPP did not in 98 

fact respond to eCO2. Hovenden et al. (2008) also found no CO2 enhancement in ecosystem 99 

productivity in an Australian perennial grassland experiment (TasFACE). This lack of 100 

response was attributed to a reduction in soil N availability in response to eCO2, but 101 

increasing temperature by 2°C in combination with the CO2 treatment was found to prevent 102 

this decrease in available N. In the multi-factor Prairie Heating and CO2 Enrichment 103 

(PHACE) experiment, Mueller et al. (2016) found that above-ground NPP and total plant 104 

biomass both had time-dependent and interactive effects of warming and eCO2. Above-105 

ground NPP responses to the combination of eCO2 and warming exceeded responses to the 106 

single factors (non-additive). Soil moisture was especially important in explaining the 107 

productivity responses to treatments as well as inter-annual precipitation variability. 108 

Dieleman et al. (2012) conducted a meta-analysis using data from 150 manipulation 109 

experiments and concluded that the response of above-ground biomass to the combined 110 

treatments of CO2 and warming was typically less than additive. These results suggest that 111 

single factor experiments, which miss the interaction, may over-estimate responses, 112 

highlighting the need to test models against multi-factor experiments. However, model 113 

comparisons to date have only explored theoretical multi-factor experiments (e.g. Melillo et 114 
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al., 1993; Riedo et al., 1997; Pepper et al., 2005; Parton et al., 2007; Luo et al., 2008), rather 115 

than applying models directly to experimental data. 116 

The model-data inter-comparison approach has been useful to investigate single-factor forest 117 

experiments (De Kauwe et al., 2013, 2014; Zaehle et al., 2014; Medlyn et al., 2015; Walker 118 

et al., 2015), but it is not clear whether multi-factor experiments will be as useful to constrain 119 

models when their responses seem so diverse, and in dry environments, contingent on 120 

environmental conditions. In this paper, we applied 10 state-of-the-art terrestrial biosphere 121 

models (TBMs) to an 8-year, multi-factor (CO2 × warming) grassland experiment. Our goals 122 

were to: (i) explore how a multi-factor experiment can be used to constrain models and (ii) 123 

identify ways to improve models based on this experiment. 124 

Materials and methods 125 

Site description 126 

The PHACE experiment was located in the semi-arid grasslands of Wyoming, USA (41.18°N, 127 

104.9°W), was established in 2006, and lasted 8 years. Mean winter and summer temperature 128 

at the site were –2.5°C and 17.5°C, respectively, with a mean annual precipitation of 403 mm 129 

(range: 224–496 mm). The site has marked variation in both annual and growing season 130 

precipitation (Fig. 1). The site was previously subject to grazing, but was fenced off in 2005. 131 

Vegetation at the site is dominated by C3 grasses (55%), with C4 grasses constituting 25% and 132 

the final 20% made up of sedges, forbs and small shrubs. 133 
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The experiment implemented a factorial combination of warming (ambient +1.5°C during the 134 

day and ambient +3.0°C at night) and elevated CO2 (600 ppm; ambient = 385 ppm), with five 135 

replicates per treatment. The elevated CO2 treatment, initiated in 2006, used Free Air CO2 136 

Enrichment (FACE) technology (Miglietta et al., 2001). The warming treatment, initiated a 137 

year later in 2007, used infrared heaters (Kimball, 2005). In the first year (2006) an additional 138 

160 mm of water was added (20 mm × 8 dates during the growing season) to establish 139 

growth. Further details can be found in Morgan et al. (2011), Pendall et al. (2013) Ryan et al. 140 

(2015) and Zelikova et al. (2015). 141 

Summary of the experimental findings 142 

Mueller et al. (2016) present a comprehensive summary of the ecosystem responses over the 143 

duration of the PHACE experiment. Elevated CO2 effects on soil water content usually 144 

counteracted the desiccating effect of warmer temperatures. However, the combination of 145 

eCO2 and elevated temperature tended to enhance soil water content early in the experiment, 146 

but reduced it after 7 years of treatment when compared to control plots under present-day 147 

CO2 and temperature levels. Above-ground plant biomass responded positively to eCO2 and 148 

eCO2 combined with warming, especially in dry years when water savings were most 149 

important to growth. In contrast, while above-ground biomass did not respond to warming 150 

alone, root biomass responded positively to both warming and eCO2, but only in wetter years, 151 

with either eCO2 or warming enhancing production approximately 30% in wet growing 152 

seasons. As a result, total plant biomass responded consistently and positively to eCO2 alone 153 

or combined with warming, with a 25% increase observed in the combined treatment 154 

compared to control plots. The positive effect of the combined eCO2 and warming on above-155 

ground plant biomass with passing years was increasingly experienced by C3 grasses, 156 
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reversing biomass responses in the first few years of the experiment when C4 grasses were 157 

favoured (Morgan et al., 2011). Soil nitrate availability was enhanced by warming and 158 

reduced by eCO2, although contrasting effects were observed for soil ammonium (Carrillo et 159 

al., 2012). In contrast, wetter soil conditions under eCO2 increased phosphorus (P) availability 160 

to plants and microbes relative to that of N, while drier conditions with warming reduced P 161 

availability relative to N (Dijkstra et al., 2012). Warming combined with eCO2 extended the 162 

seasonality of plant activity (greenness), especially because of earlier spring growth with 163 

warming (Zelikova et al., 2015). 164 

Experimental data 165 

To constrain the models we used five key datasets: (i) above- and below-ground biomass; (ii) 166 

shoot and root N concentrations; (iii) vegetation greenness; (iv) leaf-on/off dates; (v) soil 167 

water content. 168 

Plant biomass (above- and below-ground) and N concentrations (elemental analyser) were 169 

measured in mid-July as biomass reached its maximum (Morgan et al., 2011; Dijkstra et al., 170 

2012; Carrillo et al., 2014). Above-ground biomass measurements were obtained by clipping 171 

vegetation that resided in the harvest areas (1.5 m
-2

 harvest area, but clipping 50% of this area 172 

each year from alternating grids). Root-biomass measurements were obtained from cores 173 

taken to a depth of 15 cm, but exclude standing crown tissues (see discussion). These data 174 

exclude below-ground crown tissues estimates (see discussion). Above-ground biomass 175 

estimates were corrected using pre-treatment data from 2005 to account for initial differences 176 

between treatment plots and control plots (see Morgan et al., 2011; also Mueller et al., 2016). 177 
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Vegetation greenness was inferred from biweekly digital photographs taken between March 178 

and October. In 2008, photographs were obtained monthly (see Zelikova et al. (2015) for 179 

details). Phenology leaf-on and leaf-off dates for different species were obtained by direct 180 

observation (Reyes-Fox et al., 2014). 181 

Soil moisture measurements were taken hourly using EnviroSMART probes at 10 and 20 cm 182 

soil depths. These data were combined to give a total estimate of soil water content in the top 183 

25 cm. 184 

Models 185 

The 10 process-based models applied to the PHACE experiment contrasted markedly in terms 186 

of application, complexity and structure. Broadly, they can be considered to encompass three 187 

categories: stand (DAYCENT, GDAY), land surface (CABLE, CLM4.5, ISAM, O-CN, 188 

ORCHIDEE) and dynamic vegetation models (JULES, LPJ-GUESS, SDGVM). A detailed 189 

overview of eight of these models and how they differ in terms of key assumptions can be 190 

found in Walker et al. (2014), with detailed analyses of their water and N cycle responses to 191 

eCO2 found in De Kauwe et al. (2013) and Zaehle et al. (2014), respectively. The two models 192 

not described in these previous analyses, JULES and ORCHIDEE, are fully documented in 193 

Clark et al. (2011) and Krinner et al. (2005), respectively. Here, we provide some basic 194 

assumptions in relation to growth and phenology used in each of the models that affects 195 

simulations of the PHACE experiment (see Table 1). 196 
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Modelling simulations 197 

Model participants submitted simulations covering the experimental period (2006 – 2013) for 198 

the ambient (ct), eCO2 (Ct), warming (cT) and eCO2 × warming (CT) experiments. Models 199 

were spun-up to equilibrium (2000 year minimum) using their standard spin-up approach 200 

accounting for site history and using a fixed CO2 concentration of 285 µmol mol
-1

 and fixed N 201 

deposition set at the 1850 value based on Dentener et al. (2006). Models estimated biological 202 

N fixation (BNF) following their standard approach: CABLE uses a method based on light, N 203 

and phosphorus availability (Wang et al., 2009) (BNF was estimated to be zero for the site), 204 

CLM4.5 uses an empirical relationship based on NPP (Oleson et al., 2013), DAYCENT 205 

estimates N fixation as a function of climate (Parton et al., 1987) and GDAY, ISAM, LPJ-206 

GUESS and O-CN use an empirical relationship with long-term evapotranspiration 207 

(Cleveland et al., 1999). Modellers were provided with stand and soil characteristics to 208 

parameterise their models so as to be representative without being “tuned” to the 209 

observations. 210 

Experimental plots were harvested (mid-July) to simulate grazing; by contrast models did not 211 

assume any site disturbance during simulations. This choice was made because harvested 212 

plant biomass was removed from a small area of the plot only, while some of the 213 

experimental data did not come from the harvest areas (e.g., root biomass, soil moisture). 214 

Models, including dynamic vegetation models (JULES, LPJ-GUESS and SDGVM), did not 215 

simulate competition among plant functional types. Instead, models simulated the sites by 216 

weighting outputs by the average observed ambient total C3 and C4 above-ground biomass 217 

fractions, 0.69 and 0.31, respectively. 218 
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Data availability will be summarised and updated as appropriate at 219 

https://facedata.ornl.gov/facemds/ 220 

Results 221 

Ambient CO2 222 

Fig. 2 shows the simulated above-ground net primary productivity (aNPP) in the ambient 223 

treatment plots. Whilst the models are able to capture the observed inter-annual variability (r
2
 224 

> 0.74), there is a wide spread in the magnitude of simulated values (RMSE mean = 96 g C m
-

225 

2
 yr

-1
; range: 31-390 g C m

-2
 yr

-1
). To explain differences among the models, we analysed 226 

aNPP by decomposing the modelled aNPP flux into its average component parts (Table 2). 227 

Each of these component terms is a simplification of how the models operate, but on an 228 

annual time-step should closely approximate simulated aNPP fluxes, allowing us to better 229 

understand causes of differences among models. aNPP can therefore be analysed as: 230 

aNPP = A� ⋅ CUE ⋅ GPP
 ⋅ β ⋅ LAI� ⋅ LAI� (1) 

where Ab is the allocation of net primary productivity above-ground (fraction), CUE is the C-231 

use efficiency, or the fraction of gross primary productivity (GPP) not lost as respiration 232 

(fraction), GPPu is the unstressed GPP per unit leaf area (g C m
-2

 leaf
-1

 d
-1

), β is the water 233 

stress factor which limits productivity as water content declines (fraction), LAIp is the peak 234 

LAI (m
-2

 leaf m
-2

 ground); and LAIr is the integral of LAI over the year divided by the peak 235 
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LAI, and indicates LAI duration (d yr
-1

). GPPu is inferred from model output by dividing GPP 236 

by (β ⋅ LAIp ⋅ LAIr). 237 

Table 2 shows a very large spread in component terms across models. The size of this 238 

variation, which is greater than the aNPP spread between models, suggests that models are 239 

arriving at the same answer for different reasons. For example, DAYCENT and GDAY 240 

predict similar average aNPP values, but to get to this prediction GDAY has a low GPPu (4.71 241 

g C m
-2

 leaf
-1

 d
-1

) and a high β (low water stress; 0.73). By contrast, DAYCENT has a much 242 

greater GPPu (11.92 g C m
-2

 leaf
-1

 d
-1

) but a very low β (0.17). The most variable components 243 

among models are: (i) LAIr (range: 77-256 days); (ii) LAIp (range: 1.21 - 6.1 m
2
 m

-2
); (iii) Ab 244 

(range: 0.16–0.92); and (iv) β (range: 0.17–0.97). We now examine each of these components 245 

in more detail. 246 

Observed seasonal phenology at the site, inferred from greenness estimates corresponds with 247 

measured soil water content (SWC; 5–15 cm) (Fig. 3). Drops in observed greenness agree 248 

with drops in SWC, particularly in dry years (2007, 2008), but also in a relatively wet year 249 

(2011). In wetter years (2009, 2010), greenness and SWC show little correspondence, until 250 

sufficient soil drying has occurred to drive a sudden decline in leaf greenness, around day of 251 

year (DOY) 200. Inferred vegetation greenness from digital photography does not directly 252 

correspond to leaf area index (LAI), but is well correlated with plant cover and biomass 253 

(Zelikova et al., 2015), and so is a reasonable proxy against which to compare modelled LAI. 254 

With the exception of CLM4.5, modelled LAI at the site was remarkably smooth both across 255 

models and years; none of the models showed the observed strong within-season dynamics 256 
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seen in the observations (Fig. 4). We conclude that, in general, modelled LAI is insufficiently 257 

sensitive to soil water availability in this semi-arid grassland 258 

The lack of variability within the growing season is a consequence of how models determine 259 

growth (Table 1). For deciduous species, DAYCENT and GDAY use the previous year’s 260 

stored C to grow, and in LPJ-GUESS growth is only calculated once at the end of the year, 261 

based on the annually integrated NPP. These assumptions introduce a significant lag between 262 

growth and meteorology and also result in very smooth growth predictions, because the sub-263 

annual scale allocation of C is not related to environmental stress. Other models (CABLE, 264 

ISAM) assume specific phenological periods in which growth must occur, and end up with 265 

similar smooth phenologies, which are unrelated to environmental conditions. In JULES, O-266 

CN and ORCHIDEE, the current year’s growth is directly related to recently-fixed C, without 267 

assumptions about specific phenological growth stages. Nevertheless, these models display 268 

only marginally more within-season variability than the other models. In CLM4.5, C3 grasses 269 

were not able to grow at the site and the extremely variable LAI corresponds to the C4 grass 270 

component. 271 

Table 1 summarises the key assumptions that dictate modelled leaf emergence and 272 

senescence. Both CABLE and SDGVM assume that grasses do not entirely drop their leaves, 273 

behaving instead like dynamic evergreen vegetation. Leaving aside these models (and 274 

CLM4.5), most models predicted a later leaf onset date (mean = 40 ± 26 days, 1 standard 275 

deviation) than was observed at the site. LPJ-GUESS was the exception, predicting an earlier 276 

leaf onset, mean ~11 days. 277 
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Conversely, modelled leaf senescence typically occurred at or after DOY 300, which meant 278 

models were broadly consistent with the range in leaf drop dates observed at the site (Reyes-279 

Fox et al., 2014). Despite this seemingly better agreement with observed leaf senescence, the 280 

data in Fig. 2 suggest that whilst the grasses maintained standing biomass, these leaves were 281 

no longer productive. Towards the end of the growing season, there is a drop in vegetation 282 

greenness, which signifies a change in leaf chlorophyll content. By contrast, the models 283 

assume that as long as there is leaf area, sufficient soil water and radiation, leaves are actively 284 

photosynthesising. Thus, the models typically over-estimated the period that leaves were 285 

photosynthetically active by ~50-100 days, even in wet years. 286 

Models predict LAI as a consequence of allocation of net primary productivity (NPP) and 287 

stored carbohydrates to leaves, the subsequent turnover of these tissues, and assumptions 288 

about specific leaf area. We inferred observed above- and below-ground allocation fractions 289 

from biomass data and an assumed fine-root lifespan of 5.8 years (Fig. 5). This estimate is 290 

consistent with an isotope based estimate of 6–7 years at the site (Carrillo et al., 2014) and 291 

from a near-by shortgrass steppe site, which has an approximate lifespan of 5.5–7 years. As 292 

there is uncertainty about this estimated lifespan, we also show these data as above- and 293 

below-ground ratio (Fig. S1). Site data suggested that the proportion of NPP allocated above-294 

ground (64 %) was greater than below ground (35 %). Models strongly disagreed about the 295 

proportion of C allocated above versus below-ground, and no model agreed with the 296 

observations. At the extremes, CABLE predicted that ~70% of C was sent below-ground, 297 

while ISAM, JULES and SDGVM predicted >80% was allocated above-ground (Fig. 5). 298 

Much of the details as to why these models disagree in terms of allocation have been 299 

documented previously (De Kauwe et al., 2014). In agreement with these earlier findings, 300 
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models (GDAY, LPJ-GUESS, O-CN, ORCHIDEE) that implemented a functional balance 301 

(between leaves and roots) predicted more balanced allocation fractions. Among these 302 

models, higher allocation below-ground (CABLE, GDAY, LPJ-GUESS) indicated greater N 303 

and/or water stress. This prediction was also in line with the DAYCENT model, which 304 

allocates C to the plant tissue with the greatest resource limitation. 305 

Another key explanation for model differences was related to soil water content (SWC). 306 

Models were parameterised with the same soil water holding capacity, so differences in 307 

predicted SWC partly relate to differences in LAI (Fig. 3), but also to soil evaporation. 308 

Models disagreed on both the available SWC, as well as the sensitivity of productivity to 309 

SWC. Fig. 6 shows modelled soil water time-series in a dry (2008) and a wet year (2009). 310 

Despite differences in the absolute SWC, with the exception of CABLE and ISAM, most 311 

models predicted consistent declines in SWC, with earlier declines in the dry year. 312 

ORCHIDEE (mean = 44 mm yr
-1

), SDGVM (mean = 62 mm yr
-1

), O-CN (mean = 81 mm yr
-

313 

1
) and LPJ-GUESS (mean = 129 mm yr

-1
) predicted comparatively low total soil evaporation 314 

fluxes across years, whereas the other models predicted ~2-3.5 times greater annual 315 

evaporative fluxes. The SDGVM result is likely explained by continuous (and high) foliage 316 

cover, but this does not apply to the other models which simulate lower LAI. In a semi-arid 317 

system, these variations among models in predicted water losses are concerning. 318 

Models also strongly disagreed on the level of water stress, shown by the growing season 319 

simulated water stress factor (β; the ratio of predicted soil water content to the soil water 320 

content at field capacity), which is used to limit gas exchange as water availability declines 321 

(Fig. 7). β varied markedly between models. For some models (DAYCENT, JULES, LPJ-322 
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GUESS) there is no obvious distinction between wet and dry years. This variation is caused 323 

by different assumptions among the models as to the shape of the functions used to represent 324 

the effect of water stress (Medlyn et al., 2016) (Fig. S2). Notably, ORCHIDEE predicted no 325 

stress because in this version of the model (IPCC’s Fifth Assessment version), the 326 

hydrological cycle is represented by a two buckets layer scheme. Using this representation, 327 

drainage or surface runoff occurs only when both buckets are full. Therefore this scheme 328 

generally underestimates runoff and consequently overestimates the soil water content and 329 

underestimates the soil water stress for plants. 330 

Response to CO2 331 

We assessed modelled responses to eCO2 by comparing results against measured above- and 332 

below-ground biomass data. We also explored modelled responses of N mineralisation, 333 

uptake and changes in N use efficiency, comparing results to summary data from the site. 334 

To understand model predictions, we split above-ground response into C3 and C4 components. 335 

Fig. 8 shows marked year-to-year variability in the observed aNPP responses to CO2 in C3 336 

species: observed aNPP responses were between 11% and 39%, averaging 16%. In 2009 (the 337 

wettest year), the observations showed a 6% decrease in aNPP because the ambient plots were 338 

more productive than the eCO2 treatment plots. The modelled CO2 effect on aNPP averaged 339 

29% (range: -12 to 63%). However, with the exceptions of CABLE and ISAM, model 340 

responses were within the range of the observed treatment responses in most years when 341 

considering standard errors calculated across replicates. Whilst models seemingly appear 342 

unable to capture the inter-annual variability of the enhancement due to CO2, the uncertainty 343 

on the observed responses is large, meaning most of the simulated responses are plausible. 344 
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Observed aNPP responses to CO2 for C4 species were negative for 4 of the 6 years, with aNPP 345 

on average decreasing by -4%. The models predicted more modest changes in aNPP, mean = 346 

5% increase, range: -27 to 16% (Fig. 9), which is within the range of observed responses 347 

including the standard errors of treatment replicates. 348 

The change in aNPP in response to CO2 is itself a result of changes in GPP, autotrophic 349 

respiration and allocation. To investigate these changes we separated these average responses 350 

for each component for C3 (Table 3) and C4 (Table 4) species. We focus on differences in the 351 

responses of C3 species as this is where the models disagreed most. We examine the change in 352 

autotrophic respiration by looking at the CUE, or the fraction of GPP not respired. 353 

Most models predicted an increase in GPP in response to eCO2, with the mean annual 354 

increase ranging between 30-73%. JULES predicted the largest GPP response to CO2 (mean = 355 

73%) and CABLE the smallest (mean = 21%). The direct effect of CO2 on leaf-scale 356 

photosynthesis should theoretically be on the order of 25-30% (Franks et al., 2013) for the 357 

treatment change in CO2 concentration. In the models the predicted effect is greater because 358 

of indirect feedbacks through increased soil moisture and LAI. 359 

Among the C cycle only models (JULES, ORCHIDEE, SDGVM), the mean annual response 360 

of GPP to CO2 varied strongly (range: 31 to 73%). JULES had the largest stimulation because 361 

under ambient conditions, the model is particularly water stressed (Fig. 7), and eCO2 362 

alleviates this water stress, which results in large CO2 stimulation of GPP. ORCHIDEE and 363 

SDGVM predicted similar mean values (different inter-annual variability), but for different 364 

reasons. At ambient CO2, ORCHIDEE did not predict any water stress, and as a result the 365 

benefit of CO2 via water savings was negligible. In SDGVM, the GPP response to CO2 was 366 
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low due to the high ambient LAI (Fig. 4), which meant that canopy photosynthesis was 367 

primarily light-limited. In addition, this high LAI meant that there were negligible benefits to 368 

be gained from CO2 induced water savings, due to high transpiration. 369 

GPP responses among the N cycle models were also not consistent (mean range: 20 to 55%), 370 

particularly evident in the year-to-year variability in the size of the enhancement. There was 371 

pronounced variability in N availability due to different levels of productivity (see Fig. 2) 372 

during model spin-up. Models could be categorised into three groups: at the low end, the 373 

mean inorganic N pool was between ~0.3–1.3 g N m
-2

 (CABLE, GDAY, LPJ-GUESS and O-374 

CN), in the middle ~30 g N m-2 (CLM5, ISAM) and at the high end, 177 g N m
-2

 375 

(DAYCENT). Site soil N measurements suggested an inorganic pool size (0.4 g N m
-2

) 376 

towards the lower end of the model predictions (Dijkstra et al., 2012). Most models (CABLE, 377 

DAYCENT, GDAY, LPJ-GUESS) predicted large increases (>20 %) in photosynthetic N use 378 

efficiency (GPP / canopy N; PSNUE) (Fig. S3). CLM4.5, ISAM and O-CN predicted large 379 

increases (>20 %) in N uptake (Fig. S4), which combined with increased N mineralisation 380 

(Fig. S5) in ISAM and O-CN, resulted in sustained GPP responses to CO2 in these models. 381 

CABLE also predicted a reduction in N losses in response to CO2, but this change was small 382 

(~0.3 g N m
-2

) when integrated across the experiment and thus, made a negligible difference 383 

to total N availability. N losses were thought to have been low for the site (Dijkstra et al., 384 

2010). 385 

The increases in N mineralisation (Fig. S5) in response to CO2, particularly in the ISAM and 386 

O-CN models were at odds with the site data. Although there is no direct site evidence of N 387 

limitation, Dijkstra et al. (2012) showed evidence of dilution in plant N concentrations with 388 
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increasing soil water, which would suggest plant N demand increased by more than the net N 389 

mineralisation rate. The increased N mineralisation in O-CN was caused by decreased soil 390 

organic matter, whereas in ISAM, it was driven by the increased C:N ratio of the soil organic 391 

matter. Generally, these models did not predict the increased microbial N immobilisation 392 

because inorganic N pools were sufficiently saturated. Had these models started with smaller 393 

inorganic N pools (similar to that used by GDAY), then the changes in N availability in 394 

response to treatment would also have been smaller and more in line with what was observed. 395 

Models that implement a variation of the CENTURY soil model have the mechanism to 396 

predict the observed sites changes in N availability and ultimately the differences come down 397 

to the availability of N, which differed due to different end states after model spin-up. 398 

We now examine the contribution of changes in CUE to the aNPP enhancement (Tables 3 and 399 

4). Most models predicted modest changes although models disagreed on whether total 400 

respiration increased or decreased with CO2 (-12 to 14%). The DAYCENT and O-CN models 401 

assume that nutrient limitation results in excess C being respired, which results in a decreased 402 

CUE at eCO2. 403 

Changes in allocation in response to CO2 were low across all models, typically of the order of 404 

±5% (Tables 3 and 4). CABLE predicted ~15% increase in the NPP allocated to the labile 405 

storage pool in both C3 and C4 plants, which occurs because in CABLE plants were unable to 406 

acquire sufficient N to grow tissues. This N limitation largely explains the negative response 407 

(mean = 12%) of aNPP to CO2 despite the GPP enhancement (mean = 21%). CABLE 408 

simulated a very large labile C store: the elevated mean was 3983 g C m
-2

 yr
-1

 at eCO2 409 

compared to ambient, mean = 708 g C m
-2

 yr
-1

. 410 
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The explanation as to why the high GPP response to CO2 (73% enhancement for C3 species) 411 

only resulted in a more modest increase in aNPP in JULES relates to the C allocated for 412 

competition (spreading). As competition is switched off, there is additional C fixed by the 413 

plant that is subsequently not used during growth. 414 

Shifting focus to changes in phenology, one of the principal results of the experiment was that 415 

eCO2 resulted in a longer growing season in 3 of the 5 years (Reyes-Fox et al., 2014). In 2009 416 

the last species to reach senescence did so 15.6 days later than in the ambient conditions. 417 

However, in other years the change was smaller, 3.2 and 1.5 days in 2008 and 2011, 418 

respectively (Reyes-Fox et al., 2014). Notably, in 2007 (9.8 days) and 2010 (3.6) days, 419 

senescence was actually earlier, shortening the growing season. These results complicate 420 

drawing concrete conclusions about the effect of CO2 treatment given the large inter-annual 421 

variability, which was mediated by precipitation and soil moisture (Zelikova et al., 2015). 422 

Tables S1 and S2 show the change in growing season length in response to treatment in the 423 

models. Leaf senescence was only delayed in the ISAM (0.8 days, range = -5 to 5 days) 424 

model; however, this response did not relate to a CO2 effect on soil water, but instead was an 425 

outcome of the use of phenological phases. The senescence phase occurs only when LAI 426 

declines to 95% of a prescribed upper threshold. eCO2 results in an increase in LAI and 427 

therefore LAI does not fall below this threshold, which lengthens the growing season (see De 428 

Kauwe et al. (2014) for details). A number of models determine their leaf drop dates (Table 1) 429 

based solely on air temperature (GDAY, JULES) and so miss any positive effect of any CO2 430 

induced soil water savings on growth via changes in leaf senescence. Other models (LPJ-431 

GUESS, ORCHIDEE, O-CN; see Table 1) do consider a minimum soil water status when 432 
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determining leaf drop, but soil water savings were not great enough to maintain the water 433 

status above these thresholds. 434 

Root biomass was increased on average by 11% with CO2 treatment (Fig. 10). With the 435 

exception of SDGVM, the models broadly enveloped the size of the increase, mean range: 7–436 

17%. However, models did not capture the year-to-year variability. Increased N stress 437 

throughout the course of the experiment led to a greater allocation to roots in GDAY, LPJ-438 

GUESS and O-CN, as they simulate N uptake as a function of root biomass and allow 439 

allocation to shift in response to resource availability. By contrast, DAYCENT predicted a 440 

very small increase, because at ambient CO2 fine root allocation was already high (Fig. 4), 441 

which meant allocation to leaves was prioritised under eCO2. SDGVM follows a leaf 442 

optimisation scheme for C allocation. Responses of allocation to leaves and roots in SDGVM 443 

largely matched the responses of GPP to CO2, as grass allocation uses fixed fractions (Table, 444 

1), which explains the large mean enhancement of 38%. 445 

Response to warming 446 

Observed aNPP of C3 species only increased only in response to warming in 2011 (+53%); in 447 

all other years, the warming treatment had a negative effect. However, when accounting for 448 

the standard error on replicates, only one of the five years in which the response was negative, 449 

did not also include the potential for a positive treatment response. CABLE apart, the models 450 

generally predicted a small response of aNPP to warming, although the direction of the 451 

treatment effect varied among models, plant functional groups and across years (Figs. 8 and 452 

9). Among the N Cycle models, the balance between the warming-induced treatment 453 

increases in N mineralisation (Fig. S5) and decreases in soil water (Fig. 7) explained 454 
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interannual variability in aNPP responses. Warming particularly enhanced N mineralisation in 455 

GDAY and LPJ-GUESS. For C3 species, soil water stress also increased (Fig. 7), which 456 

limited responses (less mineralisation) in the O-CN and DAYCENT models. Similarly, 457 

among the C-cycle models (JULES, SDGVM), the warming treatment increased water stress, 458 

which reduced the aNPP response. 459 

Warming consistently led to an earlier leaf expansion in the observations, mean = 5.1 days 460 

(range 0.9 – 9.6 days) (Reyes-Fox et al., 2014). The effect on leaf senescence was mixed: 461 

shortening the growing season in 2007 (3.3 days) and 2009 (6.9 days) and lengthening it in 462 

other years, 3.3 days, 0.4 and 8.5 days in 2008, 2010 and 2011, respectively. Most models did 463 

predict an earlier spring growth in response to warming, as warmer temperatures meant that 464 

models passed their assumed growing degree-days threshold earlier (see Table 1). However, 465 

the magnitude of the change was considerably larger than observed: on average by 15.9 days 466 

(range 2–24.3 days). Three of the models (CABLE, DAYCENT, SDGVM) predicted no 467 

change. In DAYCENT the CO2 effect on leaf on/off dates were prescribed, so it does not 468 

capture a treatment effect. In CABLE and SDGVM, LAI is assumed not to reach zero (see 469 

above). Finally, in two of the years, LPJ-GUESS predicted a delayed leaf onset (11 and 38 470 

days) with warming, which was a result of limited soil water availability. The trigger for 471 

growth in LPJ-GUESS is simply air temperature, which means the model attempted to grow 472 

very early in some years (e.g. DOY 12 in 2010), but development is temporarily shut off 473 

when soil water is below a threshold level. In the warming treatment, warmer temperatures 474 

led to increased soil water depletion (via soil evaporation), which had the effect of delaying 475 

leaf onset. Nevertheless, in years where soil water stores were greater (2008), the direction of 476 

change in response to treatment matched the other models (not shown). 477 
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The small changes in root biomass in response to warming among the models follows the 478 

small aNPP response (Fig. 7) and, as with the response to CO2, models again enveloped the 479 

observed change (Fig. 10). 480 

CO2 × warming 481 

To examine the interactive effect, we calculated the additive response to CO2 × warming 482 

treatment for C3 aNPP (Fig. 8), C4 aNPP (Fig. 9) and root biomass (Fig. 10), shown by the 483 

black horizontal lines. Observations generally show greater than additive interactions in both 484 

above- and below-ground biomass. DAYCENT is the only model to predict additive 485 

responses to the combined treatment. Models do not predict consistent interactions: responses 486 

are just less than additive, additive, or considerably greater than additive. Models that predict 487 

greater than additive interactions do so as a result of a positive effect of warming on N 488 

mineralisation (Fig. S5), combined with increased CO2-induced water savings (Fig. 7). 489 

In the observations from combined treatment plots, leaf expansion was earlier than in the 490 

ambient treatment, mean = 4.6 days (range 2.4 – 7 days), but the effect was smaller than in 491 

the warmed plots (Reyes-Fox et al., 2014). There was a clear interaction on the leaf drop 492 

dates: the combined treatment resulted in an increased growing season length of 22.4 days in 493 

2009 (Ct = 15.6 days), despite the warming treatment shortening the growing season by 6.9 494 

days. Across all years, the response to the combined treatment was consistent, increasing the 495 

growing season length mean = 7.9 days (range 0.1 – 22.4 days) (Reyes-Fox et al., 2014). 496 

With the exception of ISAM (not related to treatment, see above), the models did not predict 497 

the observed interaction between eCO2 and warming on phenology. 498 
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Discussion 499 

Evaluating models against ecosystem scale manipulation experiments has the potential to 500 

produce significant insight into model performance (De Kauwe et al., 2013, 2014; Zaehle et 501 

al., 2014; Medlyn et al., 2015; Walker et al., 2015). 502 

Our inter-comparison has identified a number of important model failings. Several of these 503 

have been identified in previous model comparisons against FACE experiments, such as C 504 

allocation (De Kauwe et al., 2014); flexibility of plant stoichiometry (Zaehle et al., 2014); and 505 

sensitivity to drought stress (Medlyn et al., 2016). There are however, a number of new issues 506 

identified in this study, namely: grassland phenology; link between soil water stress and 507 

growth; soil N availability; inter-annual variability; C storage / grassland physiognomy. 508 

Soil water stress 509 

In semi-arid ecosystems, water availability is a key determinant on productivity. The wide 510 

disagreement in the level of water stress among models (Fig. 6) is alarming, particularly given 511 

the models were all initialised with the same effective soil water bucket size. Differences in 512 

level of water stress among models drove differences in modelled productivity both in 513 

ambient conditions and in response to treatments, particularly warming. There were two main 514 

causes for these differences among the models: a large difference in simulated soil 515 

evaporation and differences in sensitivity of productivity to water availability (Figs. 7, S2). 516 

The issue of different modelling schemes simulating sizeable differences in soil evaporation is 517 

not a new one (see Desborough et al. (1996)). Nevertheless, in water limited systems, it is the 518 
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principal control on early-growing season water in the root-zone. Data from existing eddy 519 

covariance towers located at grassland sites should offer a strong constraint on modelled soil 520 

evaporation fluxes. 521 

Medlyn et al. (2016) recently questioned the empirical support for a number of the functions 522 

used by the models in this study. There is therefore a clear need for models to implement 523 

more evidence-based functions for the representation of drought stress (De Kauwe et al., 524 

2015). Considerable research is now being targeted to address this need (Zhou et al., 2013, 525 

2014; Verhoef & Egea, 2014). One issue is that many ecosystem manipulation experiments 526 

only measured SWC in part of the root-zone profile, as at PHACE where SWC was measured 527 

to 25 cm depth (Blumenthal et al. in prep). To quantify sensitivity to SWC, time courses of 528 

SWC throughout the entire root-zone are required, along with information on rooting 529 

distributions and regular gas-exchange measurements (e.g. Pendall et al. (2013)). 530 

Grassland phenology 531 

Models struggled to replicate the grassland phenology dynamics, both under ambient 532 

conditions and in response to climate change treatments. With the exception of the CLM4.5 533 

phenology scheme, most models predicted the growing season length in line with the 534 

observed, but this blanket statement ignores some notable gross errors. A number of the 535 

models were late in predicting the start of the growing season, often by as much as a month, 536 

because they over-estimated the temperature required to initiate growth in this cold-temperate 537 

grassland. The models that determine leaf senescence based solely on the ambient 538 

temperature, did not predict the observed CO2 effect on soil water that maintained growth in 539 

some years (Reyes-Fox et al., 2014). Two of the models (CABLE, SDGVM) do not simulate 540 
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true deciduous behaviour. These failures suggest that the triggers for growth and senescence 541 

in these models need to be re-examined. 542 

In this ecosystem, vegetation greenness (a proxy for LAI) was highly dynamic in response to 543 

soil water availability (Fig. 2). The models, in contrast, are not as responsive to soil water 544 

availability and do not depict a clear threshold change in greenness with water stress. There is 545 

a clear need to improve our quantitative understanding of the mechanisms that determine the 546 

water-related dynamics of canopy greenness and senescence in grassland ecosystems. 547 

There has been considerable work done on applying model-data fusion techniques to satellite-548 

derived estimates of LAI, fractional cover and more recently, PhenoCams to improve 549 

predictions of LAI (Richardson et al., 2009; Knorr et al., 2010; Migliavacca et al., 2011). For 550 

example, Hufkens et al. (2016) optimised a model to PhenoCam data from 14 North 551 

American grassland sites and demonstrated that a single parameterisation was able to capture 552 

the dynamics of changes in grassland fractional cover. Models could look to these studies to 553 

determine parameters constrained by data for their phenology models. However, Hufkens et 554 

al. (2016) did not consider the effect of eCO2. Our results show that the models are not able to 555 

currently translate any CO2-induced soil water savings into extended growing seasons, which 556 

has obvious consequences for predicting responses to future global change. In models that do 557 

account for soil water status when determining leaf drop (O-CN, ORCHIDEE, LPJ-GUESS), 558 

the threshold is arbitrarily defined. Phenology datasets from manipulative experiments, along 559 

with measurements of soil water status, could be used to inform this key process using similar 560 

data-model fusion approaches. 561 
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A further reasons for the smooth phenology simulated by models, relates to the use of a long-562 

term carbon storage pool. This pool effectively dampens day-to-day dynamics and whilst a 563 

desierable process, the models currently lack fundamental controls on growth (e.g. meristems) 564 

which are independent of carbon fixed through photosynthesis. The models are also unable to 565 

rapidly shift allocation patterns between pools in response to changing environmental 566 

conditions, such as allowing browning in dry conditions. 567 

A related issue is the lack of crown biomass data. Crown biomass is a key ecosystem 568 

component, acting as the principal store of reserve carbohydrates in grassland ecosystems; 569 

however, it is difficult to quantify. Estimated values during the experiment ranged from < 50-570 

500 g m
-2

 and in the 2013 final harvest averaged 260 g m
-2

 (Nelson et al. in prep). Data used 571 

in this study did not account for the crown biomass component, which may have biased 572 

inferred allocation fractions. Assuming that including crown biomass would have doubled 573 

root biomass estimates, the below- vs. above-ground allocation would be considerably 574 

increased (0.52:0.48), compared to results presented in Fig. 5 (0.36:0.64). 575 

Available nitrogen 576 

Among the N cycle models, a key cause of disagreement was the simulated size of the 577 

available N pools at the start of the experiment. This issue was raised previously (Zaehle et 578 

al., 2014), but the impact of model predictions is more apparent in this inter-comparison. Key 579 

differences in how the N cycle is implemented, including the processes that govern the 580 

amount of N fixation, the flexibility of plant stoichiometry and the ability of the models to 581 

increase N uptake, affect the initial N stocks through model spin up and during the course of 582 

the manipulation experiment. To constrain these differences among the models would require 583 
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a more complete observational record of both the N site history and the N budget. Whilst 584 

there were site measurements of plant C, N, P ratios (Dijkstra et al., 2012; Mueller et al., 585 

2016), these data are not sufficient to constrain a number of the key disagreements in the 586 

change in N dynamics simulated in this study. Experimental measurements of N 587 

mineralisation rates, N uptake, nitrification/denitrification rates and biological N fixation, 588 

would greatly help to better constrain model uncertainties. 589 

Inter-annual variability 590 

Despite models being broadly able to capture ambient inter-annual variability (IAV) in aNPP 591 

(r
-2

 > 0.74), they were seemingly unable to simulate observed treatment effects on IAV 592 

(noting the large observed treatment uncertainties). Directly assessing the models’ ability to 593 

simulate observed treatment changes in IAV is not straightforward because it is not clear how 594 

the timing of growth relates to the timing of photosynthetic uptake. At the extreme, a number 595 

of models assume that one year’s growth is entirely a product of the previous year’s carbon 596 

uptake and thus meteorology. Other models modulate the growth-productivity relationships 597 

through the use of a labile C store. As a result, attempting to directly compare modelled time-598 

courses to growth observations is unproductive. To make progress we need more 599 

experimental insight into the time lag between productivity and growth. In this experiment, as 600 

is common, biomass and N concentration measurement were taken at the annual peak (mid-601 

July). These measurements do not offer a constraint as we cannot separate direct responses 602 

from lagged effects. 603 
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C3 vs C4 competition 604 

During the course of the experiment there were notable shifts in species dynamics. C4 species 605 

initially prospered at the start of the experiment (Morgan et al., 2011) but did worse than C3 606 

species in the later years (Zelikova et al., 2015; Mueller et al., 2016). This shift is an 607 

important result with implications for future predictions of species composition and 608 

ecosystem function. In this study models which had the capacity to simulate competition 609 

(JULES, LPJ-GUESS and SDGVM) did not do so they could be compared to other models 610 

without this functionality. Therefore, there remains an opportunity to further exploit the 611 

PHACE experimental data to test models that simulate C3 vs. C4 competition and to determine 612 

if the experimental results are predictable. However, for such a comparison to be meaningful, 613 

the key identified issues with existing models when applied to this site will need to be tackled 614 

first. 615 

Modelling in advance of experiments 616 

In advance of the PHACE experiment, Parton et al. (2007) carried out a novel study in which 617 

they used DAYCENT to predict grassland responses to treatments. Studies like this can help 618 

identify testable predictions against which hypotheses can then be compared (Norby et al., 619 

2016). Nevertheless, the Parton et al. (2007) study only used a single model, whereas a multi-620 

model comparison (cf. Medlyn et al. (2016)) would have identified a greater range of 621 

processes in which models differed as this study demonstrates. A priori identification of areas 622 

where models diverge could have better helped guide experimentalists as to what key 623 

measurements would have helped constrain these model uncertainties. We strongly advocate 624 

the use of multi-model comparisons in advance of ecosystem scale experiments (Medlyn et 625 
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al., 2016; Norby et al., 2016); these studies need to become normal practice, rather than the 626 

exception. 627 

Evaluation of models against multi-factor experiments 628 

Comparison of the models against the PHACE data has thus resulted in a clear agenda for 629 

improving model predictions of grassland response to environmental change. Interestingly, 630 

however, the multi-factor nature of the experiment did not add greatly to the model 631 

evaluation. Global change will not affect a single factor in isolation, and thus it is widely 632 

advocated that multi-factor experiments be used to probe future changes in the terrestrial 633 

biosphere (Heimann & Reichstein, 2008; Luo et al., 2008; Leuzinger et al., 2011; Dieleman et 634 

al., 2012). In our study, however, the multi-factor comparison yielded little additional 635 

constraint on model responses, for several reasons. 636 

One of the main reasons that multi-factor experiments are commonly advocated is the need to 637 

examine whether the main effects are additive or not when combined (Dieleman et al., 2012; 638 

Mueller et al., 2016). However, models rarely predict additive effects; rather, they predict 639 

non-linear interactions, which can sometimes be too small to be detectable. In this study, 640 

models did not predict consistent interactions in response to combined treatments. Most 641 

models, in line with the observations, predicted greater than additive interactions in some 642 

years for both above- and below-ground biomass responses. Thus, determining whether or not 643 

main effects are additive is of little help to constrain models. 644 

Interactive effects in multi-factor experiments, particularly those carried out in environments 645 

that experience marked inter-annual variability in precipitation, are complex to interpret and it 646 
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can be very challenging to identify the mechanisms underlying causing the observed 647 

responses. This statement is also true of the PHACE experiment, where treatment responses 648 

are overlaid on a marked year-to-year variability in responses to meteorology. Without a good 649 

causal understanding of the underlying processes, it is difficult to draw mechanistic 650 

understanding from the experiment that can be used to inform models. 651 

However, the principal reason that the interacting responses did not help to constrain the 652 

models was because the models were unable to replicate the observed ecosystem behaviour 653 

under ambient conditions, or in response to single factor treatments. Since the interactive 654 

responses are contingent on key environmental factors such as soil water content and species 655 

composition, the models have to be able to realistically simulate these factors for their 656 

interactive effects to be comparable against data. Thus, at this stage, the most important way 657 

forwards is to use experimental data to improve model simulations of ambient conditions and 658 

responses to main effects (Norby & Luo, 2004). Future, improved, models, which are better 659 

able to simulate grassland phenology and can represent C3 and C4 competition, will likely find 660 

that the PHACE multi-factor dataset can provide a further constraint on our ability to predict 661 

response to global change. 662 
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Figure Captions 829 

Figure 1: Annual and early- to mid-growing season (day of year: 100-200) when soil water 830 

availability most limits productivity (Morgan et al., 2011). In 2006 all plots were irrigated (20 831 

mm × 8) with 160 mm of additional water. The additional water is shown by the precipitation 832 

above the black horizontal line in 2006. The annual bar shows the effect of the eight 833 

additional treatments, whereas the early- to mid-growing season bar shows the addition of the 834 

six treatments which occurred during that period. 835 

Figure 2. Scatter plot showing the observed and modelled aNPP in the control (ct) treatment. 836 

Vertical errorbars (one standard deviation) represent cross plot (N=5) variability in observed 837 

aNPP. Note, the SDGVM model (panel j) is shown on a different x-axis range (0-700 vs. 0-838 

350). ME is the Nash-Sutcliffe model efficiency coefficient (-∞ to 1), where 1 would indicate 839 
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perfect agreement with the observed aNPP. CI is the 95% confidence interval for the 840 

modelled values and r
2
 is the coefficient of determination. 841 

Figure 3: Greenness (number of green pixels) derived from bi-weekly digital photographs and 842 

the corresponding soil moisture content (top 20 cm) in the ambient plots. Greenness 843 

observations are shown with filled circles, with a fitted spline to aid visual interpretation. Soil 844 

moisture data represent the plot means (solid line) and minimum and maximum from the 5 845 

ambient plots (shaded area). 846 

Figure 4: Modelled leaf area index (LAI) from the ambient (ct) treatment, shown by 847 

sequential colours from yellow to dark green, which corresponds to years between 2007 and 848 

2012. Grey shading indicates the range of leaf out and leaf off dates calculated from the 849 

control (ct) treatment (Reyes-Fox et al., 2014). 850 

Figure 5: Fraction of Net Primary Productivity (NPP) allocated above-, below-ground and to 851 

reproduction in the control (ct) treatment. 852 

Figure 6: Modelled soil water profile in a dry (2008) and a wet year (2009). 853 

Figure 7: Summer (June, July, August) soil water availability factor (β) in the control (ct), 854 

CO2 (Ct), warming (cT) and CO2 × warming (CT) treatments. Error bars show summer inter- 855 

annual variability across the experimental years. 856 

Figure 8: Response of aNPP to CO2 (Ct), warming (cT) and CO2 × warming (CT) for C3 857 

species. Error bars on the Ct and cT observed treatments denote one standard error. 858 
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Horizontal lines on the CT treatment bars, show the estimated interactive terms if this 859 

interaction was additive. 860 

Figure 9: Response of aNPP to CO2 (Ct), warming (cT) and CO2 × warming (CT) for C4 861 

species. Error bars on the Ct and cT observed treatments denote one standard error. 862 

Horizontal lines on the CT treatment bars, show the estimated interactive terms if this 863 

interaction was additive. 864 

Figure 10: Response of root biomass to CO2 (Ct), warming (cT) and CO2 × warming (CT). 865 

Error bars on the Ct and cT observed treatments denote one standard error. Horizontal lines 866 

on the CT treatment bars, show the estimated interactive terms if this interaction was additive. 867 

Figure S1: Ratio of above– and below–ground biomass in the control (ct) treatment. 868 

Figure S2: Reduction in gas exchange (β) with declining soil moisture content (θ) in 2007 and 869 

2009 870 

Figure S3: Response of nitrogen use efficiency to CO2 (Ct), warming (cT) and CO2 × 871 

warming (CT). 872 

Figure S4: Response of nitrogen uptake to CO2 (Ct), warming (cT) and CO2 × warming (CT). 873 

Figure S5: Response of nitrogen mineralisation to CO2 (Ct), warming (cT) and CO2 × 874 

warming (CT). 875 
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Table 1: Summary of model phenology and growth assumptions. C is carbon, GDD is the number of growing degree-days, GDD5 is the number 876 

of growing degree days above 5°C, GPP is gross primary productivity, LAI is leaf area index, maxGDD is the a maximum growing degrees day 877 

threshold, N is nitrogen, NPP is net primary productivity, PAR is the photosynthetically active radiation SLA is the specific leaf area and SWI is 878 

soil water index. 879 

Models Leaf onset Growth Leaf drop References 

CABLE 

Leaf onset is prescribed based on a satellite 

climatology, i.e. no inter-annual variability. 

Onset dates vary as a function of latitude.  

After leaf onset, 80% of NPP is 

allocated to leaves for a 2-week period. 

Following this allocation to leaves is 

20% of NPP until the period 2-weeks 

before leaf drop, in which NPP 

allocation to leaves is 0%. 

 

Leaf drop is prescribed based 

on a satellite climatology, i.e. 

no inter-annual variability. 

Drop dates vary as a function 

of latitude.  

Zhang et al. 2004 

CLM4.5 

GDD accumulation, SWI accumulation 

(accumulated matric potential above a 

'onset' minimum, -2MPa, in the third soil 

layer), and day length >6hrs. Can occur 

Taken from storage pool at a linearly 

decreasing rate. 

Sustained period of dry soil or 

cold temperature, or day length 

Oleson et al. 2013 
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multiple times in a year. shorter than 6 hours. 

DAYCENT 

Leaf onset is prescribed to occur at a fixed 

date.  

After growth begins, leaf and root 

growth comes from carbon stored in 

previous year growing season.  Peak 

growth is determined by temperature, 

water and nutrient availability, and 

prescribed maximum LAI that controls 

leaf death due to shading. 

Like leaf onset, leaf drop is 

prescribed.   

Parton et al. (1993) 

GDAY 

Growth begins after exceeding both a 

precipitation and a GDD threshold. The 

precipitation threshold is 15% of the annual 

precipitation. GDD are calculated from the 

sum of mean daily air temperature above 

0°C for cool and for 5°C warm grasses. The 

thresholds are 185 and 400 days for C3 and 

C4 grasses, respectively. 

For deciduous species, leaf growth 

comes from carbon stored in the 

previous year growing season. It is 

assumed that all growth occurs before 

the mid-point of the growing season, 

after this point senescence begins. Both 

growth and litterfall occur with a 

linearly ramping rate. These 

assumptions result in a symmetrical 

growth dynamic. 

Day of year ≥ 243 and mean 

daily air temperature is above 

0°C for cool and for 5°C warm 

grasses. Soil water availability 

has no effect on litterfall in the 

deciduous model. 

Foley et al. (1996), White et al. 

(1997). 

ISAM 

Growth begins when: (i) daily mean root 

zone temperature is higher than 10 °C for 

14 days and (ii) daytime length is longer 

than 12 hours. 

There are two growth stages: (i) the 

maximal growth stage, where more 

carbon is allocated to foliage to capture 

PAR and (ii) the normal growth stage, 

where more carbon is allocated to 

roots/stem to acquire resources. Plant 

enter normal growth stage when they 

Leaf drop occurs when at least 

one of the following four 

conditions below is met: (i) 

water stress is greater than 40% 

for 14 days; (ii) daily mean root 

zone temperature lower than 10 

°C and daytime length shorter 

Song et al., (2013), El-Masri et 

al., (2015) 
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 LAI exceeds half of their potential 

maximal LAI (set to 3). In addition, if 

grassland enters leaf drop stage due to 

water stress, but it could re-enter the 

growth stage, if the water stress 

becomes lower than 40% and other 

conditions for leaf onset are still 

satisfied. 

than 12 hours; (iii) LAI higher 

than the potential maximal LAI 

or; and (iv) plant maintains 

normal growth for longer than 

120 days. 

JULES 

Growth begins when the canopy 

temperature (Tc) is above a threshold (5°C). 

The rate of growth is �p(1-Lb), where  

�p is a parameter (20 yr
-1

), and Lb is the 

“balanced LAI”, or the LAI the plant 

would have in full-leaf (allometrically 

related to height). Growth continues as 

long as the plant is assimilating carbon, 

until leaf area index reaches Lb,, while 

Tc>threshold T. 

When Tc drops below the 

threshold temperature, leaf 

turnover rate is modified (see 

eq. 47 in Clark et al.) 

Clark et al. 2011 – See Section 

4; Cox et al. 2001 

LPJ-GUESS 

Leaf onset begins after exceeding a GDD 

sum threshold in LPJ-GUESS. However, 

grasses grow with a GDD threshold of 0 by 

default.  

Growth is calculated at the end of a 

year. The annually integrated NPP is 

then allocated to leaves and roots, with 

a higher fraction allocated to roots 

under water and/or N limitation.  

Grasses are inactive under cold or very 

dry conditions. The maximum LAI (as 

calculated by carbon mass for leaves at 

the end of the previous year divided by 

a SLA) is scaled with a phenology 

development factor (GDD5 / maxGDD; 

maxGDD=100). For grasses, this scalar 

Once a 30-day running average 

temperature falls below a 

threshold (5°C) the cumulative 

GDD5 counter is reset. In the 

simulation we also introduced a 

60-day inhibition for the GDD5 

counter preventing immediate 

increase after the senescence 

event was triggered. 

Smith et al. (2014) 
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is also zero at any days where plant-

available soil water content falls below 

35% of water holding capacity. 

O-CN 

Growth begins after exceeding a GDD 

threshold above 5°C, subject to weekly 

moisture above 25% of field capacity and a 

positive trend in weekly soil moisture. The 

GDD requirement adjusts to long-term 

annual mean temperature, and was applied 

here at a value of 270 and 400 days for C3 

and C4 grasses, respectively. 

Growth is modeled using a functional 

balance approach between leaves, 

tillers, and fine roots, responding to 

moisture and N status. Growth is 

fuelled from a labile carbon pool, 

which is filled by current 

photosynthetic carbon uptake and a 

long-term reserve (past GPP). Once the 

incremental net carbon gain of the 

canopy goes negative, most growth is 

allocated to seed production. 

The turnover time of leaves 

increases once weekly 

temperatures drop below -

2/2°C (for C3/C4 grasses 

respectively) and weekly soil 

moisture below 10% of field 

capacity. Complete abscission 

within 10 days commences 

once weekly NPP becomes 

negative. 

Krinner et al. 2005, Zaehle & 

Friend 2010, with unpublished 

updates. 

ORCHIDEE 

The leaf onset scheme follows Botta et al. 

(2000). Leaf onset scheme for tropical grass 

starts after a fixed number of days after the 

dry season’s. For boreal regions, the 

number of growing degree days during the 

past few weeks has to exceed a prescribed 

threshold. For temperate grass, both criteria 

control the leaf onset. 

Leaf growth starts using C stored in 

reserves tissues. Once the leaf starts to 

grow C is fixed by photosynthesis 

following Farquhar et al., (1980). Once 

the C is fixed, it is redistributed 

following an allocation scheme 

developed by Friedlingstein et al., 

(1998). This allocation scheme is 

controlled by biophysical limitations 

(light, water). 

Two different criteria are used 

separately to calculate the 

fraction of dying leaves at each 

time step. i) a meteorological 

criterion controlled by 

temperature and water stress 

(temperature < 4°C for C3 and 

5°C for C4 grasses; moisture > 

20% for both). ii) the leaf age 

itself  (>120 days). 

Friedlingstein et al. (1998); 

Botta et al. (2000) 
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SDGVM 

For evergreen vegetation leaf onset is 

triggered by a GDD accumulation subject to 

sufficient soil water.  

Leaf growth comes from stored carbon 

and occurs at a constant rate until the 

target LAI is reached.   

Leaf drop is triggered when 

leaves reach their 

parameterized age. Small 

amounts of litterfall occur 

every day as a function of leaf 

age. 

Woodward and Lomas (2004) 

 880 
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Table 2: Causes of differences in modelled aNPP. Values shown are averages across the 881 

experiment in the ambient treatment. Ab is the aboveground allocation fraction, CUE is the 882 

carbon-use efficiency, GPPus is the unstressed GPP per unit leaf areas, β is the water stress 883 

factor, D is the growing season duration, LAIp is the growing season maximum LAI, aNPPc 884 

is the inferred aNPP which is the product of Ab, CUE, GPPu, β, D/LAIp and LAIp, aNPPa is 885 

the actual model output for comparison. 886 

Model Ab 

(-) 
CUE (-) GPPu 

(g C m-2 

leaf d
-1

) 

β 
(-) 

D 

(d yr-1) 
LAIp 

(m
2
 

m
-2

) 

aNPPc 

(g C m-2 

ground y
-1

) 

aNPPa 

(g C m-2 

ground y
-

1) 

CABLE 0.13 0.63 8.57 0.33 249.02 1.55 54.33 54.5 

CLM5 0.55 0.67 6.27 0.6 155.79 2.99 203.27 197.85 

DAYCENT 0.47 0.55 11.92 0.17 126.54 1.29 63.31 64.29 

GDAY 0.46 0.5 4.71 0.74 104.07 1.88 82.05 88.16 

ISAM 0.85 0.53 5.3 0.82 125.53 2.98 247.15 211.89 

JULES 0.82 0.32 3.6 0.2 77.96 1.38 18.86 20.02 

LPJ-GUESS 0.31 0.5 4.63 0.77 218.57 2.49 122.1 129.78 

O-CN 0.52 0.52 4.81 0.84 169.93 3.08 185.62 246.2 

ORCHIDEE 0.47 0.53 3.3 0.97 149.91 1.21 118.13 123.31 

SDGVM 0.86 0.69 4.95 0.71 256.11 6.1 542.86 526.82 

 887 

 888 

 889 
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 891 
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Table 3: Causes of differences in the modelled aNPP response to CO2 for C3 species. Values 892 

shown are averages across all years. GPP is enhancement expressed as a percentage, CUE is 893 

the carbon-use efficiency, expressed as a percentage, Ab is the percentage change above-894 

ground allocation, Bg is the percentage change below-ground allocation and S is the 895 

percentage change in allocation to labile carbon storage. 896 

Model GPP 

(%) 

CUE 

(%) 

Ab 

(%) 

Bg 

(%) 

S 

(%) 

CABLE 20.65 2.86 -4.13 -11.02 15.15 

CLM5 - - - - 0 

DAYCENT 45.45 -12.2 0.72 -0.72 0 

GDAY 39.13 0 -4.55 4.55 0 

ISAM 55.13 -3.07 3.74 -3.74 0 

JULES 72.62 5.06 -3.57 3.57 0 

LPJ-GUESS 15.44 16.62 0.64 -0.64 0 

O-CN 53.66 -11.32 2.41 -2.41 0 

ORCHIDEE 31.21 4.92 1.59 -1.59 0 

SDGVM 33.45 -2.05 -1.73 1.73 0 

 897 

 898 

 899 

 900 

 901 
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 907 
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Table 4: Causes of differences in the modelled aNPP response to CO2 for C4 species. Values 908 

shown are averages across all years. GPP is enhancement expressed as a percentage, CUE is 909 

the carbon-use efficiency, expressed as a percentage, Ab is the percentage change above-910 

ground allocation, Bg is the percentage change below-ground allocation and S is the 911 

percentage change in allocation to labile carbon storage. 912 

Model GPP 

(%) 

CUE 

(%) 

Ab 

(%) 

Bg 

(%) 

S 

(%) 

CABLE 22.42 2.98 -2.42 -11.47 13.89 

CLM5 19.1 -1.72 0 0 0 

DAYCENT 12.58 -4.53 0.17 -0.17 0 

GDAY 16.85 0 -0.99 0.99 0 

ISAM 9.43 2.7 -0.3 0.3 0 

JULES 34.51 6.89 -0.87 0.87 0 

LPJ-GUESS 26.37 4.69 -1.95 1.95 0 

O-CN 6.8 -0.08 2.34 -2.34 0 

ORCHIDEE 4.75 0.64 1.57 -1.57 0 

SDGVM 10.15 -2.73 -2.38 2.38 0 

 913 

 914 

 915 

 916 

 917 

 918 

 919 

 920 

 921 

 922 

 923 
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Table S1: Number of days change in leaf onset in the CO2 (Ct), warming (cT) and CO2  × 924 

warming treatments. Positive numbers indicate earlier onset dates. CABLE and SDGVM have 925 

been excluded, as they do not completely drop their leaves. CLM4.5 has also been excluded 926 

as the C3 grasses did not grow and it is clear that the C4 grass phenology does not work at this 927 

site (Fig. 3). 928 

Model Ct cT CT 

DAYCENT 0.0 0.0 0.0 

GDAY 0.0 21.7 21.7 

ISAM 0.0 14.9 14.9 

JULES 0.0 2.0 2.0 

LPJ-GUESS 0.0 2.4 2.4 

O-CN 0.0 24.3 24.3 

ORCHIDEE 0.0 16.7 16.7 

 929 

 930 

 931 

 932 

Table S2: Number of days change in leaf senescence in the CO2 (Ct), warming (cT) and CO2  933 

× warming treatments. CABLE and SDGVM have been excluded, as they do not completely 934 

drop their leaves. CLM4.5 has also been excluded as the C3 grasses did not grow and it is 935 

clear that the C4 grass phenology does not work at this site (Fig. 3). 936 

Model Ct cT CT 

DAYCENT 0.0 0.0 0.0 

GDAY 0.0 14.8 14.8 

ISAM 0.8 11.7 10.9 

JULES 0.0 9.3 9.3 

LPJ-GUESS 0.0 12.6 12.6 

O-CN 0.0 0.0 0.0 

ORCHIDEE 0.0 0.0 0.0 

 937 
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