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Abstract— Resource allocation in multicell downlink orthog-
onal frequency division multiple-access (OFDMA) systems is
investigated, where BSs first independently carry out subcarrier
allocation and then mitigate intercell interference (InterCl) with
the aid of very limited base station (BS) cooperation. Two novel
InterCl mitigation algorithms are proposed. The first one is
the distributed decision making assisted cooperation (DDMC)
algorithm, and the second one is the centralized decision making
assisted cooperation (CDMC) algorithm. When employing the
DDMC algorithm, each BS independently makes the InterCl
mitigation decisions. By contrast, when employing the CDMC
algorithm, the centralized InterCl mitigation decisions are made
with the aid of the cell-edge users’ discrete InterCl information
sharing among BSs. While both the algorithms motivate to
maximize the spectral-efficiency (sum rate), the CDMC algorithm
also aims to maximize the frequency reuse factor. In this paper,
we study and compare the performance, including spectral-
efficiency of cell-edge users, frequency reuse factor, overhda
etc., of the multicell downlink OFDMA systems employing the
proposed and other InterCl mitigation algorithms. Our studies
show that both the DDMC and CDMC algorithms can achieve
better spectral-efficiency performance than the existing on-df
power (OOP) algorithm. Moreover, the CDMC algorithm is
capable of achieving the performance close to the upper-bound
attained by the so-called full InterCl information assisted decision
making (FIIDM) algorithm, which uses exhaustive search to
determine the InterCl mitigation decisions. Additionally, the
CDMC algorithm is demonstrated to have the highest frequency
reuse factor in addition to its spectral-efficiency advantage.

Index Terms— Resource allocation, subcarrier-allocation, mul-
ticell, OFDMA, intercell interference, base station cooperation,
optimization.

I. INTRODUCTION

(InterCl), resulting in significant performance degradatiif
it is not efficiently managed.

In  multicell communications, resource allocation ap-
proaches proposed in the literature may be categorized into
two classes, namely, centralized and distributed resoalkce
location, based on where and how the resource allocation
is carried out. Specifically, in centralized resource altoc
tion, central control units are used to collect the required
information, which are also responsible for managing and
allocating resources jointly to all users in all cells. Catized
resource allocation may consume the enormous resources,
which could be exploited for data transmission, for infotioma
exchange and system controlling [7]. In the literature rehe
are a range of references, including [7—12], having proghose
and studied the centralized resource allocation in mdiltice
OFDMA systems. In [8], the authors have proposed a load
matrix approach for jointly managing both the InterCl and
the intracell interference (IntraCl) experienced by uséns
[9], a NP-hard joint resource allocation problem for a two-
cell OFDMA system has been approximated by a weighted
sum throughput maximization problem. Using the geometric
programming approach to transform the original mixed iateg
nonconvex problems, the authors in [7,11] have proposed
the sub-optimal subcarrier- and power-allocation sohgim
the downlink OFDMA networks with BS coordination. By
contrast, in [12], the authors have dealt with the IntraChof
subcarrier reused OFDMA networks.

In distributed resource allocation, every BS indepengentl
allocates its resources, usually, based only on the iftrace
channel information and the interference measured lacally

Orthogonal frequency division multiple access (OFDMA)n comparison with the centralized approaches, distribute
has emerged as one of the key techniques for high-speedource allocation has the main advantages of fast respons
broadband wireless communications. In the literature, r& dynamic resource environments, fast time-varying chan-
source allocation in single-cell OFDMA systems have beetels, and of low complexity for implementation. Distribdte

widely investigated, especially, in association with sarber-

resource allocation in multicell OFDMA systems has been

allocation [1-6]. However, mobile communication systemes awidely studied, as evidenced, e.g., by [13-18]. The dis-

typically multicell systems with frequency spectrum redige

tributed resource allocation scheme proposed in [13] has

geographic areas. Moreover, towards the future genegtiQonsidered jointly subcarrier, bit and power allocation in

of wireless systems, unity of frequency reuse is desired.

hiulticell OFDMA systems. In [14], the authors have studied

this case, users may experience severe intercell intederethe distributed subcarrier- and power-allocation in thétizeil
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OFDMA networks with cognitive radio functionality. In [15]

a distributed power-allocation scheme has been propoged fo
the multicell multiple input single output (MISO) OFDMA
networks, where the channel state information (CSI) of all
users is shared among the BSs. Very recently, interference
aware resource allocation has drawn the attention [17, 18].



It can be understood that, in order to combat the InterCl
existing in multicell OFDMA systems, one may employ so-
phisticated InterCl mitigation technique at the receivieles
by using, such as, maximum likelihood detection, successiv
interference cancellation, multiple-antenna based fiettence
nulling, etc. On the other hand, BS cooperation can be
another efficient InterCl mitigation approach, which shift
the processing burden to the BSs, rather than causing too
much computational complexity at mobile terminals [16, 19,
20]. For example, the authors in [19,20] have studied the
scheduling and power-allocation in the context of the roalti
downlink OFDMA systems and other networks, by handling
the InterCl via BS coordination supported by the CSI excleang
among BSs. By contrast, the researches in [10,21-23] have
been devoted to the resource allocation in multicell OFDMA
systems with full BS cooperation, which requires BSs to
share both CSI, and data,' _Under the, constraint Of certqlllré. 1. Conceptual structure of the multicell downlink OFDM#stems.
backhaul capacity, a heuristic BS assignment algorithm ha
been proposed in [22], and a user scheduling algorithm has
been developed in [23], respectively. Furthermore, in 224, o ] }
the authors have addressed the energy-efficiency issuee of §fal theory about the distributed subcarrier-allocatind the
BS cooperation based resource allocation in multicell ORDMINterCl mitigation. In Section IV, we discuss the FIIDM
systems. which is the upper-bound of our InterCl mitigation. Sect\n

Against the background, in this paper, we investigate poftends the OQP algorithm to the mu.IticeII downlink OFDMA
the subcarrier-allocation and InterCl mitigation in medti SyStems. Sections VI and VIl detail the proposed DDMC
downlink OFDMA systems. In our considered systems, ea@fd CDMC algorithms, respectively. Performance resulés ar
cell independently allocates subcarriers based on our pfhOWn in Section VIII. Finally, we summarize the main
posed bidirectional worst subchannel avoiding (BWSA) alg&onclusions in Section IX.
rithm [26]. Our focus is on the InterCl mitigation after the
distributed subcarrier-allocation. We propose two noreiCl
mitigation algorithms. The first one is the distributed deci
sion making assisted cooperation (DDMC) algorithm, which
motivates to maximize the pay-off of BS cooperation, while
simultaneously minimize the caused cost. The second IhterCIn order to reflect the main features of multicell systems
mitigation algorithm proposed is named as the centraliz&¢ile make the problems relatively easy to mange, in this pa-
decision making assisted cooperation (CDMC), which motRer, we consider the same system model studied in [10, 27-29]
vates to make the best InterCl mitigation decisions based Which is a three-cell downlink OFDMA system, as depicted
the limited discrete InterCl information of the cell-edgsets in Fig. 1. In this system, each cell has one BS communicating
shared among the BSs, in order to maximize both the Spec“\alth K mobile users. Each of the communication terminals,
efficiency, and the frequency reuse factor of the frequentjcluding both BSs and mobile users, is assumed to employ
spectrum. In this paper, we study and compare the spect@le antenna for signal receiving and transmission. The BSs
efﬁciency of Ce||_edge users, frequency reuse factor, reeas, communicate with their users based on OFDMA having in
etc., of the multicell downlink OFDMA systems employingtotal M subcarriers.
the BWSA and various InterCl mitigation algorithms. Our We consider the extreme case that each cell supgorts
studies and performance results show that both the propogédisers and, hence, each user is assigned one subcarrier. Note
DDMC and CDMC algorithms are high-efficiency InterClthat, we assume this extreme case for the sake of avoiding
mitigation algorithms, which outperform the existing offi-o considering the trivial cases but focusing our attentiorthan
power (OOP) algorithm in terms of the spectral-efficiencynterCl mitigation. For the case where one user is assigned
The CDMC algorithm outperforms the DDMC algorithm, andnultiple subcarriers, the system can be modified to use our
is capable of achieving the sum rate close to the uppenodel by dividing one user into several ones of each assigned
bound achieved by the full InterCl information assisted d@ne subcarrier. However, in this case, the InterCl mitagati
cision making (FIIDM) algorithm. In this FIIDM algorithm, may become easier, owing to the reduced number of users
cooperation decisions are made via the exhaustive seatlh vimvolved. There is no IntraCl, since all users in one cell
ideal information about the InterCl. Additionally, the CEIM communicate on orthogonal subcarriers. However, without
algorithm is demonstrated to have the highest frequencserewsing InterCl mitigation, each user experiences InterGinfr
factor in addition to its spectral-efficiency advantage. two users located respectively in the other two cells, which

The rest of this paper is organized as follows. Section dre assigned the same subcarrier as the considered used. Bas
introduces the system model. Section Il provides the geon the above assumptions, therefore, the subcarrieraiboc

Intracell transmission

Intercell transmission

Il. SYSTEM MODEL



should satisfy the constraints of InterCl that usek receives from BS‘?L’,)When it uses subcarrier
U FO — )y e {0,1,2], ) m to send signals t9 uséf. Here,h, . is the fast f(rzt/j)erg gain
e on themth subcarrier from BS/ to userk, andey, ; is the
corresponding InterCl factor. In this paper, we assumettieat
(u) (u) _ ’ / pon . )
P ﬂ]:m’ =0, m#m',¥m,m’ € M,vu € {0,1,2}, uplinks and downlinks are operated in the TDD mode, and a
@) Bsis capable of acquiring the CSI of the channels between the
|]-',S§‘)| =1, Vm e M,Vu € {0,1,2} (3) BS and itsK intracell users. In this case, a BS is capable of

. o reprocessing the signals to be transmitted to its intrasels
whereM = {0,1,..., M —1} is the set of subcarrier mdexes,p P 9 9 (e

w . . . . ; (u) ; (u) _
F contains the indexes of the users assigned to subcarriePY Settingwy, ., seen in (5) asv;, ,, = PO
k,m

in cellu, andC™) = {uK +0,uK +1,...,uK+K~1} holds denotes the conjugate operation. We asstime that any BS does
the indexes of thes” users in cellu. Note that, in the above not have the CSI of the InterCl channels, including both the
equations, (1) explains that each BS assigghsubcarriers to sjow and fast fading, which is possibly due to the complexity

its K users, while (2) and (3) impose the constraints that, #gbnstraint. From (5), the signal-to-interference-plossa ratio
one cell, different users are allocated different subeesyiand (S|NR) for userk can be expressed as

one user is assigned just one subcarrier.

where (-)*

As shown in Fig. 1, the BSs are located at the centers of the (W) \h;(:f,)n|2
cells, and each cell haK™ users, which are assumed to obey Veym = R Qw2 ) (W) g o
. NN e @ 112 4 [Py e |2 4 20
uniform distribution. In each of the three cells, we assuore f o
simplicity the ideal power control as in [2, 3,21, 22], in erd _ |hk,m|2 e M ©)
to maintain the same average received power of one unit per Ty + Ly g + 2027 mn

user. Furthermore, we assume that InterCl only exists lwtwe W) W) _
adjacent cells as the result of propagation pathloss. Let there . , = |, a,; ;|* is the InterCI power received by
InterCl be characterized by a facter. Then, when taking userk from BS«'. Alternatively, (6) can be written as

into account of the combined effect of propagation pathloss 1
and shadowing, we can have [30] VJ(CU) =
| T )T (A
do \" - (w) u
o = (do> 10% (4) n(u) _ |h‘k,m|2 (u) _ |h’l(c,'r)n|2 (7)
1 k,m Iu’,k +Iu”,k7 km 202

where dy and d; represent the distances from a BS to the () () ) ]
considered intracell and intercell users, respectiveljs the Where 7., and A, are respectively the signal-to-

pathloss exponent, whilg, and¢, (in dB) are the zero-mean mt_erference ratio (SIR) and signal-to-noise ratio (SNR)ser
Gaussian random variables with a standard deviatioin  * in cell u. . , _ ,

dB), which account for the shadowing effect [30]. In additio From (6) and (7) we imply that, in order to achieve high
to the propagation pathloss and shadowing effects, sign@iVR but at low implementation complexity, we may design
transmitted from BSs also experience fast fading, which {8€ subcarrier-allocation motivating to maximize the afeln
assumed to be the independent Rayleigh flat fading in ter@@&Ns from a BS to itsk” intercell users, while the InterCl

of different users. mitigation aiming to minimize the InterCl with the backhaul

Let us assume that a data symbol to be transmitted by B&St as low as possible. For these purposes, we consider two

u to its intracell userk (k € K®) is expressed as,(f), InterCl mitigation methods, which are thgower off a}nd.BS
which satisfiesE[xfc“)] — 0 and E[|x,(§“)\2] — 1. Since the Ccooperation. With the power off method, the transmissions to

M subcarriers in one cell are assumed to be orthogonal, tr?ﬁper?r?ogSi:rZaesxp(tec:I%nCeI?agteSt:jOongs Igg‘t‘rg 3{:{; t;g]i%ootr;t?:n
signal received by user of cell « can be written as y P ' q P

and is sometimes very efficient, as shown in [31].
y}(@u) = h;“}nw,(cur)nx;“)—s— By contrast, when the BS cooperation method is employed,
W) (W (W) () 2w (W (! “ we assume that a mobile user can estimate the strength of
R R T R VRS ) the signal from its own BS and the power of the InterCl
InterCl signals from the two interfering BSs. As the BS cooperation
motivates to rely on the lowest possible backhaul cost, we
assume that there is no CSI sharing among the BSs. In this
case, a promising BS cooperation scheme is the classic space
time block coding (STBC) [32], which only needs to exchange
the data symbols of the users requiring BS cooperation. &ons

bev th lex G ian distributi ith Eaently, when two BSs use, such as, Alamouti's STBC [32] to
to obey the complex Gaussian distribution with zero mean a nd information to one user, two orders of transmit ditgrsi

i 2 _
a variance oo™ = 1/,, wherey, denotes the average SNRcan be achieved. In this way, we may enhance the detection

() i i
per symbol.f; ; denotes the fast fa}dmg/ gain on theth ajiapility and/or the throughput to the system, in comgani
subcarrier from BSu to userk, andhgf )oz,(;f7,z represents the with the power off scheme. Let us illustrate this following

m

when assuming that € F\, k' € F andk” e FU,
meaning that user&, &' and k¥’ in cells v, «' and u”,
respectively, are assigned to share subcarrieHence, users
k, k" andk” are referred to as theo-subcarrier users. In (5),
nfﬁ“’) represents the Gaussian noise at isevhich is assumed



(5). Let us assume that BS' cooperating with BSu to 26, 33], the distributed subcarrier-allocation can be wvabéid
transmitz{" (¢) andz ") (t+T) to userk based on Alamouti’s to maximize the SNRs of all the users in one cell without
scheme [32], wher@ represents the symbol duration. Thengonsidering the impact of InterCl. Correspondingly, thigi-o
the observations received by udemt timet and¢ + 7' can mization problem can be expressed as

be written as

) o R F vml —arg max  {A™ ke k™) vue{0,1,2}
i (1) =hi) 2 () + b el )oY (t+ T)+ { ' } {;5,3),\1,,”}{ k }
h ol Ll (8) + nl (1), 8) subject to (1) (2), (3) (14)

(u) o (u) o (u) * (u') (u") (u) *
Yo (E+T) == hy o ()" + by o (), (8) "+ where A(") is the SNR of usek:, such as that defined in (7).

h%@&f}ﬁ'”(t +T)+n{(t+T). (9) Based on (14), in [26], we have designed a bidirectional wors
o o subchannel avoiding (BWSA) algorithm for the single-cell
Assume that/usdf is capable of estimating the channels frongyEpA systems, which is demonstrated to be low-complexity
BSSu'and(g). Then, |(tu)can form the decision variables forhy canaple of achieving near-optimum performance. In this
detectingz;,” (1) and; (¢ +T) as paper, we investigate the performance of the multicell down
W)y (W) yx, (w) (') (u'), (u) * link OFDMA systems employing the BWSA algorithm in
re () = () Y (t)/ i (9 ¢+ 1)) (10) association with our proposed and other InterCl mitigation
(4 T) = (gl ) () = i, 4+ )", algorithms.
(11) As the subcarrier-allocation considered above does ndt dea
From (10) and (11), we can derive the SINR of ugefor wi_th th.e IqterCI, after the subcarrier-allocation, theehl
detectingz; (t) andz (t + T'), which is mitigation is then operated for the cell-edge users. Let us
' define the user set of callasK(®) = {k|n;, < n;, k € K™},

(w) |h,(;f2n|2 + |h,(:;,)bagfl)>|2 wheren, represents a SIR threshold. The threshgldtan be
Ve = Wy _(u'") : (12)  get according to various communication objectives. Thie@, t
|h’k m X k|2 + 202

users in setC®) are called as the cell-edge users of cell
Note that, the above cooperation is usually set up, whem/BSHere, the seK () includes both the users iK(*) as well as
generates strong InterCl on usermeaning that the term of the users inlg(“f — K that share the same sgbcarriers as
|h,(€“nia,(j,‘,1\2 in the above equation has a relatively large valughe users inC(“) of cell v and the users K" of cell

In this case, the SINR of (12) resulted from the cooperatiod’. In general, our InterCl mitigation motivates to maximize
can be significantly enhanced in comparison with the SINR #fe sum rate of the cell-edge users by solving the optinurati
(6) of the case without BS cooperation, which consequentjoblem of

improves the multicell system’s overall throughput.

2
D* =ar log, (1 + " { (u) }
I1l. GENERAL THEORY guipx ;k%) oga(1+7,7) | {Fm’s Vm,u
U= c u

In this section, we address the general theory of the dis- (15)
tributed subcarrier-allocation and the design motivatfon
the InterCl mitigation in the multicell downlink OFDMA sys- Where 3M-length InterCl mitigation decision (IMD) vector
tems. For achieving relatively low-complexity implemetiaa, €an be written in the form ofD = [Df,...,D, ,]",
in this paper we propose to first carry out the distributefhere ()" is the transpose operation. Herd,, =
subcarrier-allocation, and then operate the InterCl mitigy, [20,m: D1,m: D2,n]" is referred to as the IMD vector of
when different levels of BS cooperation are considered. TREbCcarriem, which defines the transmission states of the users
distributed subcarrier-allocation is motivated to maxenthe N the three cells assigned subcarnier

sum rate of each cell, with the optimization problem desatib [N order to minimize the cost of backhaul resources for BS
as cooperation, in this paper, we classify, , only into three

states. Let us again assume that subcarrieis assigned to
userk, k" andk” in cell u, v’ andu”, respectively. Then, the

(u) }* _ (u)
{]:m ) VM arg  max Z logy(L+7,7) ¢ three states oD, ,,, are defined as

{7 wm} | pexcto

Vu € {0,1,2} k BS u transmits:c,(cu) to its intracell
subject to (1) (2), (3) (13) userk on subcarriem,

-1 BS wu switches off its transmission
on subcarriem,

k' (or k") BSu cooperates to transmit ")
(or x,(;f,//)) to userk’ (or k") in cell
u' (or v”) on subcarriem.

wherey,i“) is the SINR of usek in cell u, such as that in (6).
In (13), {]f,(,i"),Vm} means testing all the possible subcarrier—D%m -

allocations for cellu, while ]—',Si‘),Vm returns the final
results of the subcarrier-allocation.

However, the problem in (13) is a mixed integer nonconvex
problem that is very hard to solve. Therefore, as done in [6,

(16)



Correspondingly, the InterCl mitigation is carried out end Dy i, f)uum = Dy m, Yu, v/, u” € {0,1,2} and

the constraints of u#u #u. R R
(2) Power off to two usersD,, ,,, = Dy = —1,
! < > >
Du,m < {k’k 7k ’_1}’ (17) Du”,m = Du”,mv Vu,u’,u” € {07172} and u 7é
2 o' 7& u'.
Z Dum 2 =2 (18) Step 2 Compute the sum rates of all the optional decisions
u=0 with cooperation only. The optional decisions in-
for u € {0,1,2} andm € M. Note that, the constraint of clude:
(18) prevents from switching off all the three transmission (1) Cooperation between two BSB, ,,, = Dy =
on one subcarrier. Furthermore, as shown in Section II, In- Duysms Durron = Dt s Y, 0" € {0,1,2}' and
terCl only exists among the three users sharing a subcarrier u#u # I
Therefore, the InterCl mitigation can be considered suimrar (2) Cooperation among three BSS;, ., = Dy =
by-subcarrier independently without performance lossidée Doy = Do, Yu, o/, u” € {0,1,2} andu # o/ #
by considering the constraints of (17) and (18), we can rigawr aa ’
the optimization problem of (15) as Step 3 Compute the sum rates of all the optional decisions
Dt — with power off and/or cooperation. The optional
" ) decisions include:
; loo. (1 ) o () (u) { (w) }* (1) One BS sets power off to one user while the other
a grg?nx {uz_% 0g2(1 47,7,k € K NFLT | (T, Vu ’ two BSs cooperate for one usep,, ,, = Dy m =
Dy, Dyryn = —1, Yu,u',u/ € {0,1,2} and
subject to (17) and (18) Step 5 The CU first identifies the best one among the above
It can be shown that both (15) and (19) are the mixed integer optional decisions, which can be expressed as:
nonlinear nonconvex problems, whose optimal solutions are
extremely hard to derive. Below we will propose two novel D ]
e : m = 1 20
InterCl mitigation algorithms, namely the DDMC and CDMC, ae r?fjx Z og2(1+ ) (20)
which aim to find the promising sub-optimal solutions for hekm
the problem of (19). Furthermore, we extend the OOP algo- where D, = [Dysm,Duw,m, Dur ). Then
rithm [31, 34, 35] to the multicell downlink OFDMA systems, the CU informs the final IMD vectorD,, —
and investigate its performance in association with the BWSA [Dus Dy D ] 10 the three BSs.

subcarrier-allocation. Additionally, as a benchmark, visa

consider the FIIDM scheme, which uses exhaustive search g\ show_n n Algorlth_m 1 the FIIDM algorlth_m assumes
find the optimal solutions for (19). that there is a CU, which is capable of collecting the ideal

continuous InterCl information of all the cell-edge users.
Based on the InterCl information collected, the CU then make
IV. FULL INTERCI INFORMATION RELIED DECISION the optimum InterCI mitigation decisions by exhaustiverska
MAKING ALGORITHM and finally informs them to the BSs. From Algorithm 1, we
As above-mentioned, the OOP, DDMC and the CDMan find that, there are in total 21 optional decisions for one
algorithms will be compared against the FIIDM algorithmgell-edge user group, such as thaiip,, containing three co-
which relies on the continuous InterCl information, in aast subcarrier users. Specifically, at Step 2, the FIIDM aldponit
to the discrete InterCl information used by the DDMC anghay turn off one or two transmissions to the three users, hwhic
CDMC algorithms. Furthermore, the FIIDM algorithm usegjives 6 optional decisions. At Step 3, any one or two BSs may
exhaustive search to find the optimum solutions to the pmb|313|p another BS to set up a cooperative transmission, which
of (19). Hence, its performance represents an upper-bougides 9 different decisions. Finally, at Step 4, two BSs may
of the InterCl mitigation algorithms considered. The FIIDMcooperate while the other one is turned off, resulting imltot
algorithm can be described by Algorithm 1 with the aid of optional decisions. Therefore, there are in total 21 optio

some further explanation. decisions. In Algorithm 1, (20) finds the best one among these
Algorithm 1: (FIIDM Algorithm) 21 optional decisions.
Initialization: B From Algorithm 1 and the above analysis, we know that for
(1) SetK,,, = {k | k € K N F) Yu € {0,1,2}}, ¥m €  the three-cell OFDMA systems, the decision making process
M. of the FIIDM algorithm does not impose much complexity.
(2) SetDym =k if i) = {k}, Yu e {0,1,2}, Vme M. As for eachK,,, there are only three co-subcarrier users
For Subcarrierm € M: resulting in 21 optional decisions to be considered. Howeve
If . # 0, the central unit (CU) first collects the InterCl the algorithm requires the continuous InterCl informatisfn
information of all the users iiC,,,, and thenexecutes: the cell-edge users for decision making, which may be sent to

Step 1 Compute the sum rates of all the optional decisioasCU or shared by the three BSs. This process may impose a
with power off only. The optional decisions includetheavy complexity burden on the backhaul network, espgciall
(1) Power off to one userD, ,, = —1, D, ,», = when there is a big number of the cell-edge users. Furthemor



it may be very hard to implement the FIIDM algorithm in theavhich are explained as follows. First, 7 = —5 dB= 0.316,
practical scenarios having a large number of cells. Thezefothere is no user turned off, since the SIRs of the three users a
we propose the more practical DDMC and CDMC algorithmsll higher than this SIR threshold. In this case, the sumaate
which only require the limited discrete InterCl informatio  subcarrierm is Cy = 2.4039. Second, whem; = 0 dB= 1,
during the first stage, usérstays on, since its SIR mﬂ“ﬁl =
V. ON-OFE POWER INTERC| MITIGATION 1.4171 > n,. During the second stage, the transmission to user

_ . k' is switched off, as its SIR o;f;,(t“}n = 0.5608 is lower than
The OOP algorithm employs an efficient method to combgig threshold. During the third stage, uérfinds that its SIR

InterCl, which does not require BS cooperation. It has begllnigher than the threshold, after ugéris turned off. Hence,
widely studied and used in multicell communication systems stays on. In this case, the sum rate becorfies= 2.6311

such as, in [31,34,35]. The basic principle of the OORic, is higher tharCy, = 2.4039 of the first case. Finally,
algorithm is to allow a BS to turn off the transmission Ohen m = 5 dB= 3.1623, the OOP algorithm turns off the

the subchannels conflicting strong InterCl. By doing thi%ransmissions to users and k”. In this case, the sum rate
there are two-fold of benefits. First, transmission on therpo,i-ined on subcarrier is Cs, = 1.4038, which is also lower

subchannels can be avoided, which saves power for the futyig,, that obtained in the case f= 0 dB.

transmission, when the subchannels become better. Secong_-,rom the above example, we know that the performance of
the InterCl imposed by these subchgnnel_s on the other ¢ 8 system employing the OOP algorithm is highly dependent
can also be removed. The OOP algorithm is usually schedulgd ihe SR threshold. If an improper SIR threshold is set, it

to be carried out by a BS at a time, in order to avoid that tV\{,Qlay turn off too many or too few subchannels, which may
or three cells simultaneously turn off the transmission lom tiead to the degradation of throughput performan’ce

same subcarrier.
Let us below illustrate the OOP algorithm with the aid of an
example. Assume that subcarrieris allocated to users, &/, VI. DISTRIBUTED DECISIONMAKING ASSISTED
k" in cellsu, v/ andw”, respectively. Then, we can express COOPERATIONINTERCI MITIGATION
the subchannel qualities on subcarnierin a matrix form as In this section, we propose a novel InterCl mitigation
scheme referred to as the distributed decision makingtedsis

r (e (u) (u) . ,
A A Ak”,m cooperation (DDMC). As its name suggests, the DDMC
B ! (u')
A, Al) g gl algorithm introduces BS cooperation to improve the system
km k! ym k'tm ; ;
(u'") (u") (u'") erformance. In Section Ill, we have shown the benefits from
L k,m k',m Ak” m . .. .
e () (u) 12 W ) 2 the cooperative transmission to a user, if the cooperati8e B
‘hk,ml ‘hk",m k‘k" |hk”‘m,ak,k”‘ H I CI h H h f h
k. = = imposes strong InterCl on the user. However, the cost far thi
h{) als) 2 () |2 () o) P2 (21) cooperation is the increase of the complexity for informati
WA ( ,,)25(2 " g 27, exchange between the BSs, and the cooperative BS has to
1R gu,k\ P ;;H,k/‘ ‘hw,;n‘ stop transmitting information to its own user. Thereforar o
L 20 20 20

DDMC algorithm is motivated to maximize the pay-off from
whereA") represents the subchannel quality of the transmigooperation, while simultaneously minimize the cost cduse
sion from BS:i to user;j on subcarriern. Based on a column by cooperation.

of A,,, we can calculate a user’(s )SIR. For example, the SIRIn the DDMC algorithm, the BSs are scheduled to make

L : their InterCl mitigation decisions successively and irefe

f userk is given byy(") = — drm 9 Y P
of userkis g .e OY 1) A AL dently. When the SIR measured by a user is lower than the

Let us consider one realization of the above example, aggR threshold, it informs its BS to take one of the two actions

the matrix is given by 1) setting up a cooperative transmission for the user, and 2)
91909 0.0018 0.5078 switching off the trapsmlssmn to thg user. I_'et'us below use
A — 149294 1.8621 0.1583 (22) the example shown in (21) to explain the principles. Assume

01168 3.3187 1.6459 that, the SIR of usek is lower than the thresholg}, the rules

for userk to choose the desired action are:
Then, by setting different SIR thresholds, the OOP algorith . .
generates different results for the IMD vectaB,,, and  Cooperation from BS/, if Ly > Io & Ly i < I, (24)
derives different sum rateSy, = > ;¢ qx oy 10g2(1 + 7). Cooperation from BS.”, if I,/ < I. & I, > I., (25)
glote ;hatII fofr tr(lgzixarr?ple r\]Nes?FSlerJ]mer:hﬁj unit noise l[;t(_)werpo\,\,er off, if I > I & Ly > I,
pecifically, for , when the thresholds are respelsti - -
n = —5 dB, 0 dB and5 dB, the OOP algorithm gives the Of L < Lo & L g < Lo (26)
InterCl mitigation decisions as Above, I, is the cooperation threshold, which can be set
. B o e according to the various communication objectives, such as
(@): Dum =k, Dutm = K, Durm =k le. = =5 dB, maximization of sum rate. Note that, a user can only ask for
(b): Do =k, Dur g = —1, Dy = k" if 1 = 0 dB, cooperation when there is only one strong InterCl.
(©): Dym = Dyt = =1, Dy oy = K" if =5 dB Let us now explain in detail why the rules in (24)-(26)
(23) are introduced with the aid of the example considered. ,First



suppose usek obtains the cooperation from B8, then, the accepted the cooperation requirement from another

SINRs of users:, k' and k" become BS, giving D, ., = k (or D, = k). Then, go to
giving Dy, , g
w Step 4.
‘h( ) ‘2 + I, , X
7(u) _1"km u',k W(qf) -0 (2) Otherwise, BS' (or u”) refuses the request of
ke = Ly g 4202 7 TRm BS u, and proceeds to Step 2.
, |h,(€'7, ) 2 Step 4 BSu sends the data of usérto BS«’ (or v”’), and
v,(jf/ 2,1 = ke . (27) the two BSs carry out the STBC-based transmission
" Luge A L g + 20 to userk

From (27), we can know that the SINR of uskrcan be

significantly improved, as the conditions in (24) are met. In  VIl. CENTRALIZED DECISIONMAKING ASSISTED

this case, the sum rate of the three users is most probably COOPERATIONINTERCI MITIGATION

increased, owing to making use of the strong InterCI pofy. In this section, we propose another InterCl mitigation
By contrast, when the conditions in (26) are met, we can knagheme called the centralized decision making assistguecoo
from (27) that the sum rate contributed by BS cooperaticition (CDMC). It motivates to make the best InterCI mitigati

is insignificant. In these cases, it is better to simply tufin odecisions, in order to maximize the sum rate of the users
the transmission to usdr, while keeping the other two userson a subcarrier, and also to improve the frequency reuse of

active. the subcarriers. In addition to the assumptions made for the
In more detall, let us consider the values given in (22), frodDMC algorithm, the BSs operated under the CDMC are also
which we can find that the SIRs of the three use&é}‘é = assumed to share the “three-valued InterCl informatiorthef

1417, ni) = 0.5608 and " ) = 2.471, respectively. By cell-edge users. _
setting the various SIR thresholds and InterCl threshatds f The DDMC algorithm is unable to always yield the best

cooperation, the DDMC algorithm vyields the IMD variable§lecisions because of the lack of InterCl information, such
as as the example in (28)(b). Inspired by this observation, the
CDMC algorithm motivates to make the better decisions based
@): Duym =k, Dy = Dy gy = k" if ; = 0dB, 1. =1, on the three-valued InterCl information shared among the BS
(b): Dy = Dyt o =k, Dy oy = =1 if my =5 dB, I, = 1. while to keep the complexity low. Let us return the example of
(28) (21), where subcarriem is assumed to be allocated to users
. . . k, k" andk” in cellsu, v’ andu”, respectively. In the CDMC,
Let us first cop3|der the case of (28)(a). Ir.] th_|s case, USk three values for the InterCl suffered by, e.g., usérom
k stays on during the first stage, as its SIR is higher than BS « are defined as

During the second stage, ugérfinds that its SIR is lower than

n.. Then, it informs BS:/ to request the cooperation from BS —1 i Ly < Do,
u”, sincel,, ,» < I.andl, ;s > I., and the conditions in (26) vk =40 if I, < Iy <I, (29)
are met. As a result, B&” switches off its transmission to user 1 if Ly > 1.

k", and helps to transmit information to ugér Consequently, .
the sum rate of subcarrien is Cs, = 3.5213, which is higher where I, and I. are two new thresholds introduced for clas-

than that achieved by the OOP algorithm. Similarly, in thj—:ifying the InterCl into three regions, which are 1) igndeab

case of (28)(b), the DDMC algorithm obtains the decisio nterCl, whenvy ;. = —1; 2) moderate InterC.I, Wy = 0;
BS u obtains the cooperation from B& for userk, while and 3) strong InterCl, when, . = 1. Let the discrete InterCl

BS «” turns off the transmission to uséf’. Consequently, among the three users be expressed as

the sum rate achieved 8y, = 2.2080. Clearly, the sum rate V Uu k! Vuk”
is higher thanl.4038 obtained by the OOP algorithm for the Vin = | vu i V' Uw k"
corresponding case. Vuk Vul k" Vi
Based on the above analysis and the examples, we can now =[Vem Vim Vil - (30)
summarize the DDMC algorithm as follows. i . )
Algorithm 2. (DDMC Algorithm) Here, V,, is referred to as the discrete InterCl matrix, or

simply the InterCl matrix, of subcarriem, and vy ,, =

/ + )T is the InterCl vector of usef on subcarrier
(u)- [Vk; Uy k Uy ~,k] IS t - e]‘
::(?tr. lIJ_setr_ke.ICS t'D kit F g M m. In (30), a non-diagonal element explains the strength
e |9n. e' e 7u)| m’ = {k}, m e o of the InterCl between a BS and a user, which is given
Userk estimates its SIRy, .. If n <1, execute: by (29). By contrast, a diagonal element indicates whether

Step 1Userk informs BS u the requirement of InterCl yhe corresponding user has its SIR below or above the SIR
mitigation. Go to Step 2 if (26) is met, OtherW'Sethresholdnt defined as

go to Step 3.

For Stageu =0, 1, 2:

Step 2 BSu switches off the transmission to ugeryielding v, = { Lot <me kKK (31)
Du’rn:_l- 0 if i an

Step 3BSu requests BSY (or v”) for cooperation if (24)  Based on the InterCl matri¥,,, given by (30), the CDMC
(or (25)) is met. algorithm makes the decisions for a user according to the

(1) BS «’ (or u”) accepts the request if it has noffollowing four cases.



Power Off

o Case 0 No Actions): When v, = v = v = 0, Initalization o
Lusfy

s=1, e =-1,
e =l -1

meaning that the SIRs from BSs v’ and v’ to users ’7 U={01.2)

k, k' and k" are all above the SIR thresholg. In this ,

case, all BSs transmit data respectively to their users ar---* vt

subcarrierm. b Vale "'
o Case 1 Cooperation): At least one of the three users on

subcarrierm satisfies the conditions: o Vm

e=1& vy =1& vy #1, ke KW,
u#u #u’, Yue{0,1,2}.  (32)
« Case 2 Possible Cooperatiol: Any of the three users Fig. 2. Flow chart showing the operations of the CDMC alguritin Case
on subcarriern does not satisfy the conditions in (32),1, when assuming # u’ # u", and users:, ', k' are in cellsu, u" and
but at least one of the users satisfies the conditions: ¢ reSPectively.

v, =1%& V! k= 1& Uy e = 1, ke ]C(u),
utu £, Yue{0,1,2}. (33) Fhan the other two strategies to obtain a higher sum rates. Thi
_ is because Strategy 3 allows a cooperation between two BSs
« Case 3 Ko Cooperation): Any of the three users on and another transmission from a BS to its user yielding a high
subcarrierm does not satisfy the conditions of (32) ands|R. Hence, the cooperation in Strategy 3 has the least cost.
(33), but at least one of the users satisfies the Conditions:l_et us further use the examp|e of (22) to exp'ain’ when

it Cooperation
Condition 1 P Condition 2

Satisfy Dum =k Vol ) =1 & Unsatisfy

Vol u) # -1

Unsatisfy

Power On
Dy = K.

No \Metric C

Update
Dy ¢ Diyy, Vi€

v =1 & v g £1 & ver g A1, k€ K® 7. = 5dB andl. = 1, I, = 0.1. Then, when the CDMC
“ ST ’ algorithm is used, the InterCI matrix is given by
uu #£u’, Yue{0,1,2}. (34)
1 -1 0
Let us below discuss the operations in the Cases of 1-3 in v.,.=11 1 o. (35)
detail. 0 1 1

When the InterCl matri¥ ,,, belongs to Case 1, the CDMC

algorithm is operated as the flow chart shown in Fig. 2. In thigxplicitly, the operational situation is in Casg as the
case, cooperative transmission for a user with its SIR bel@@nditions in (32) are met for both usersand &',

the SIR threshold, can always be set up. In order to find the According to the operations in Fig. 2, during the first£ 1)
best cooperation option to maximize the sum rate of sutsrarriteration, the algorithm checks if a cooperation can be pet u
m, as shown in Fig. 2, the decisions are made using thri& userk. Since Conditionl is met, a cooperation between
iterations indexed by. Furthermore, for the sake of evaluating®S v and BSw’ can be set up for user. However, BSu"
the quality of the decision made in an iteration, we intraudas to turn off the transmission to usef, as Condition2

a metrice') for the sth iteration of subcarriefn. It can be ©f Vim(2,0) = 0 is satisfied. Consequently, from the first

shown that, in Case 1, there are three possible strategiesif@ration, the decisions derived ai@, ,, = k, Dym = k
InterCl mitigation. and D, ,, = —1, which belong to Strategy and have a

Strategy 1: Two BSs cooperate to transmit to a user, whilgwetric of ely) = 1. During the second iteration, B and

the other BS stops transmission. In this case, we hdVe= 1, BS u” set up a cooperation for uséf. Furthermore, user

and the IMD variables are in the form &, ,,, = k, D,,, = k stays on because 4f,,(0,1) = —1. Therefore, from the
k, Dy gn = —1. second iteration, the decisions at®&,,, = k, Dy m = k'
Strategy 2: Two BSs cooperate to transmit to a user, whiland D, ,,, = k', and the metric is;ﬁi) = 2. During the

the other BS transmits to its own user with the SIR below thhird iteration, the algorithm finds that it is unable to sptau

SIR thresholdy;. In this case, we havey = 2 associated with cooperation for usek”. Therefore, the final InterCl mitigation

the IMD variables taking the values &, ,, = k, D, ,, = k, decisions are given by the second iteration. It can be shown

Dy = k. that, in this case, the sum rate achieved'is= 3.5213, which
Strategy 3: Two BSs cooperate to transmit to a user, whiles much higher thary, = 2.208 achieved by the DDMC.

the other BS transmits to its own user with the SIR above Let us now address the operations of the CDMC algorithm

the SIR thresholdy. In this case, we have's) = 3 the operated under Case 2, the flow chart for which is shown in
IMD variables taking the values a8, ,, = k, D,/ ,, = k, Fig. 3. There are two possible scenarios in CasEirst, there
Dy =k is only one user, e.g., usér, having the SIR belowy. In

As mentioned previously, the CDMC algorithm motivatethis case, as shown in Fig. 3, Conditidnis satisfied and
to maximize the sum rate of subcarriet and the overall userk suffers from two strong InterCl signals. Hence, due
frequency reuse factor of the system. Hence, the algorithm the same reason for (26), the algorithm does not set up
makes the final decision in favor of these. Clearly, Strategya cooperation for usekt. Instead, it makes a decision about
has a very high probability to generate a smaller sum rate thahether the transmission to uskershould be switched off or
Strategies 2 and 3, since Strategy 1 yields only one infaomat kept on. Specifically, the transmission to uses kept on, only
transmission flow on subcarrier. By contrast, Strateg$ is when the transmission to it does not cause strong InterQieto t
the most desirable one, which has a much higher probabilither two users, i.e., when Conditidns satisfied. Otherwise,



Set J Power On given by Strategy 5, described as:

U=1{0,1,2} - — ) ; N ..
deu, Condition 3 _ Condition 4 — Strategy 5: Switching off two transmissions to two users,
u=U(0), S Vanli,u) =3 & | Satisfy Vi) = 1 & | e N o A
= ke S Valival) < 3 & Vott) = -1 ﬂ while remaining the other one on. Correspondingly, we have
Y SeauVulic) <3 Power Off %) — 1, and the IMD variables with the values ot =

Dy =—1
Unsatis —1’ Du/7m = 71, Du”,m = k”.
W Check Power Off In summary, the principles of CDMC algorithm considering
U—U—{u}

Yj”‘ . D=1 Cases 0-3 can now be described as follows.
| [y -1 Algorithm 3: (CDMC Algorithm)
Set J No cooperation | INItIAlIZatION: . . _
deu ded-w D= 1) Al users in the three cells estimate their SIRs:
h{™) |2 . '
= kel it ke FY LW e FUO Lk e
Fig. 3. Flow chart showing the operations of the CDMC aldoritin Case (u'") ' - ;
2, when assuming that # v’ # v/, v’ < u”, and users, &/, k" are in < m andm € M; Vk € K™ andvu € {0,1,2}.
cellsu, w' andw”, respectively. (2 Set K, = {klk € F vu e {0,1,2}},
Ko = {kln < e, k € Ky}, ¥Ym € M.
Initialization Power Off For SchaI‘I’Ierm S M

s=1, ) =0, Dun = =1,

If K,,, # 0, execute:
Step 1 All discrete InterCl of the users id,, are sent to
the head BS.
Step 2 Head BS asks for the discrete InterCl of all the users
in KCn — K. (Note that, after Seps 1 and 2, the head
BS has the knowledge of V,,,.)
Step 3 Based oW ,,, the head BS makes the InterCl miti-
utout gation decisions based on the strategies in Cases 1,
Do 0t 2 and 3, as described in Figs. 2 - 4.
Step 4 The head BS informs the other BSs the InterCl
Fig. 4. Flow chart of Case 3 showing the operations of the CDa@rithm, decisions by sending them the decisionsZyf.
when assuming that 7 u’ # ', u” <", and users, k', k" arein cells  Note that, instead of letting a head BS make the decisions,
u, v’ andu’, respectively. .. .
we may let all the BSs make the decisions. In this way, there
is no need for a BS to inform the other BSs its decisions,

h o . itched off d. th but all the BSs have to share the InterCl information for
the transmission to “Sdf Is switched Off. Seco'ﬁ L €r€ al%nhaking decisions. Specifically, in this approach, when a BS
more than one user having the SIR belgw In this scenario

) X ' knows that one of its users has the SIR below the threshold
a cooperation can be set up for a user, e.g., ésevith low

SIR. while th o he oth . it chednoff 1, it then broadcasts the discrete InterCl vector of the user,
, While the transmission to the other user is switche such as the vectow,,, in (30), to the other two BSs.

order not to interfere the cooperation. Consequently, iBecaOnce receiving the InterCl vector, the other two BSs also
2, there are two possible InterCl mitigation strategie® @n E[r

JE
U=1{0,1.2}
[Satisfy ISatisfy

Condition 5 Satisfy Condition 6 Unsatisfy CO;VdIlIDn 7 | Unsatis Power On
Valud)#-1& Voluu") # -1 & D = k

=K Dy = K"

Satisfy

Condition 8

Vouluu) = 1

V() =1

Update
we Do MieU

S 1 which has b d ibed under C 1 Th oadcast the InterCl information of their users sharing th
trategy 1, which has been described under Case 1. The o e subcarrier, regardless of the SIR values of their .users

one is Strategy 4 corresponding to the first scenario destrif, s \vay, all the three BSs have the full knowledge of the
above, which is stated as o discrete InterCl matrix of a subcarrier. Hence, they canenak
Strategy  4: Switching off the transmission to one userihe same decisions in the principles of the CDMC under cases
while keeping the transmission to the other two users, €orrg 9 o 3.
sponding to the IMD variables in the form db... = —1,  go far, we have considered the principles of four types
Dyt =K' Dy = K. of InterCl mitigation algorithms, namely the FIIDM, OOP,
Finally, let us consider the CDMC algorithm operated undgsDMC and CDMC algorithms. In the context of a three-cell
Case 3 with the aid of Fig. 4. In this case, no cooperation fgbwnlink OFDMA system, the InterCl mitigation is operated
the users with poor SIR can be established, and the algoritmaependenﬂy for the cell-edge user groups of each having
only needs to decide whether some transmissions shouldthee co-subcarrier users. We should note that these InterC
switched off, in order to remove the strong InterCl imposinghitigation algorithms can all be modified for deployment in
on the other users. As shown in Fig. 4, the final InterGiractical multicell systems, which may have a big number of
mitigation decisions can be made after three iterations ¢ells and each cell may host an arbitrary number of users.
consider all the possible options. Similar to Cdsehere a First, owing to the structure of practical cellular systeimse
metric ;) is introduced so as to evaluate the qualities of theser can usually simultaneously receive strong InterCinfro
decisions made during an iteration. As seen in Fig. 4, there at most two neighboring cells, which happens when a user is
three optional decisions. The most desirable one is to kiéeplacated the boarders of three cells. Therefore, even irtipehc
the three transmissions on subcarrierwhich gives a metric multicell systems, one cell-edge user group contains dmiet
of £{2) = 3. The next desirable decision is Strategy 4, whicbo-subcarrier users. Furthermore, if the three co-suilecarr
gives a metric ofs,(ﬁ) = 2. The least desirable decision isusers in one group are not related to the other cell-edge user
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groups, then all the algorithms considered in our paper can Multicell, OFDMA, BWSA, M=K=8, |.=1 dB, ,;=-10 dB

be directly applied for InterCl mitigation. However, thésea 8| mods
possibility that one user is simultaneously a member of two o o Mo inerci mitigation
more cell-edge user groups. In this case, the InterCl atyos 1S Sowe
can be modified to simply switch off the transmission to a 6| o Fiom

user belonging to two or more cell-edge user groups. In fact,
our proposed DDMC and CDMC algorithms can be readily
modified to implement this operation. This can be achieved
by switching off the transmission to one user on a subcarrier
whenever the user’s serving BS receives two or more requests
from other BSs for cooperation. Second, concerning the case
that different cells may have different number of userss thi
only affects the subcarrier-allocation, but not the InterC .®
mitigation, as the InterCl mitigation only considers cetlge °o 2 Ajerage SNR pgr Sy7mb0; (dg) oonwe
users. However, when the number of subcarriers is higher tha °

the number of users in a cell, one benefit is that a cell-edge us

has an extra option to choose another subcarrier expeng@natig. 5.  Spectral-efficiency of cell-edge users in the multicewnlink
less InterCl. Nevertheless, this paper focuses on theQhtefOFDMA systems employing the BWSA subcarrier-allocation athor and
mitigation, we hence avoid considering these trivial cases Varous InterCl mitigation aigorithms.

Spectral-efficiency (bits/s/Hz/cell)

VIIl. PERFORMAN . . . -
CERESULTS motivate to establish cooperative transmissions for tHe ce

In this section, we provide a range of simulation resultedge users, instead of simply switching off. As reduces,
in order to demonstrate and compare the achievable spectthié number of users requiring cooperation or switching off
efficiency performance of the multicell downlink OFDMAbecomes less, meaning that the “edge-users” are closer to
systems employing the BWSA subcarrier-allocation algatiththe cell's physical edge. In this case, setting up coopmrati
and the various InterCl mitigation algorithms. We assunae thfor the cell-edge users will be more beneficial than simply
all subcarriers experience independent flat Rayleigh fadirswitching them off. Second, we can observe that the CDMC
The pathloss exponent in (4) is assumed toube 4.0, and algorithm always outperforms the DDMC algorithm, and the
the standard deviation of the shadowing effecf(is= 8 dB. gain becomes bigger as the SIR threshgldncreases. This
Furthermore, for the sake of explicit comparison, we addreils because, in the CDMC algorithm, the BSs find the joint
the performance by focusing on the cell-edge users in thderCl mitigation decisions, while, in the DDMC algorithm
system. In the following figures, the average spectraliefity each BS makes distributed InterCl mitigation decisionsyonl
of cell-edge users per cell is given by for its own users. Furthermore, the CDMC algorithm attains
1 more SNR gain than the DDMC algorithm, when the number
C= 3 Z Z log, (1 + k), (bits/s/Hz/cel). (36) of cell-edge users increases, as a result of increase ofihe S
u€{0,1,2} ke (w) thresholdr,. Third, Fig. 5 shows that the OOP algorithm may
become useless in InterCl mitigation, when the SIR threshol
is high, such asy; = 4 dB. In this case, there will be
many users turned off. Fourth, as shown in Fig. 5, the OOP
C— { Z Z logy (1 + 1), (bits/s/Hzluser algorithm becomes more effective, when the average SNR
|| 7 gets larger. Therefore, when the system is too noisy or when
(37) the switching off threshold is too high, too many users may
be switched off, which is not beneficial for the systems to
where K = KO UKW UK®, andK®, u € {0,1,2}, is use the OOP algorithm. Explicitly, the proposed DDMC and
defined in (15). In (36) and (37)y; is the SINR of usez, CDMC algorithms are capable of avoiding these drawbacks
which is given by (6) or (7). of the OOP algorithm, by setting up cooperation for cell-
Fig. 5 compares the spectral-efficiency performance of tg€ge users, instead of simply turning off them. Lastly, we
different InterCl mitigation algorithms employed by thegh- can observe that the spectral-efficiency performancenattai
cell downlink OFDMA systems. From the results we caRy the CDMC algorithm is very close to that obtained by the
obtain the following observations. First, for all the catesied FIIDM scheme, which uses the continuous InterCl informmatio
SIR thresholds, both the proposed DDMC and CDMC algder decision making, while the CDMC algorithm only relies
rithms yield higher spectral-efficiency than the OOP algponi, On the three-valued discrete InterCl information for diecis
and also higher than the case without InterCl mitigatiofiaking. As seen in the figure, the CDMC algorithm attains
labeled as “non InterCl mitigation” in the figure. As shown imearly the same spectral-efficiency as the FIIDM scheme when
the figure, the DDMC and CDMC algorithms become morée average SNR is relatively low.
advantageous over the OOP algorithm as the threshpld In Fig. 6, we investigate the average spectral-efficiency
reduces. This is because, the DDMC and CDMC algorithnper active cell-edge user. First, we can observe that any of

Correspondingly, the average spectral-efficiency perexje
user is

u€{0,1,2} ke (u)
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Multicell, OFDMA, BWSA, M=K=8,~1s~3 dB, |=1 dB, |,=-10 dB s Multicell, OFDMA, BWSA, M=K=8,7=9 dB, |:=1 dB, |,=-10 dB
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Fig. 7. Comparison of spectral-efficiency performance of-edlje users in the multicell downlink OFDMA systems employiagious InterCl mitigation
algorithms, when different SIR thresholds are applied.

Multicell, OFDMA, BWSA, M=K=8, |=1 dB, ;=10 dB by the DDMC algorithm. Finally, the FIIDM scheme yields
. iiﬁlg?fdf the highest spectral-efficiency as seen in Fig. 6.
T o inerCi mitgation A - Fig. 7 compares the spectral-efficiency performance of the
% Dowc e = cell-edge users, when the SIR threshold varies in the range
4|'s Fiow of —5 dB< 7, < 5 dB. From the figures we observe that the
proposed DDMC and CDMC algorithms outperform the other
, two algorithms considered. As seen in the figures, the sgectr

| & efficiency performance of the proposed DDMC and CDMC
g algorithms as well as the OOP algorithm are all dependent
on the SIR threshold applied. By comparing Fig. 7 (a) with
Fig. 7 (b), we can see that the intersection between the surve
of the OOP algorithm and the non InterCl mitigation case
shifts from»n, = —2 dB to n, = 2dB, when the average SNR
z Ajerage SNR er sy:nboil (dB) "2 per symbol is increased from, = 3 dB to 7, = 9 dB. Note
that, as seen in Fig. 7, the spectral-efficiency in the case of
“Non InterCl mitigation” also increases, ag increases. This
Fig. 6. Spectral-efficiency per active cell-edge user inrthéticell downlink IS because more users are considered as the cell-edgeassers,
OFDMA systems employing the BWSA subcarrier-allocation athor and 5, increases, which makes the spectral-efficiency evaluated b
various InterCI mitigation algorithms. (36) increases. Note furthermore that, at a given SNR, when
increases, more users will be included as the cell-edges,user
among which more users could be turned off, when the OOP
the three InterCl mitigation schemes significantly outparfs algorithm is applied. This makes the spectral-efficiencyaof
the case of “non InterCl mitigation”. Second, the CDMGCell achieved by the OOP algorithm become lower than that
algorithm achieves lower spectral-efficiency than the DDM@btained by doing nothing. Furthermore, Fig. 7 once again
algorithm for all the SIR thresholds considered. The CDM&hows that the proposed CDMC is capable of achieving the
algorithm aims to maximize both the system’s sum rate amsgectral-efficiency close to that of the FIIDM scheme.
the frequency reuse factor, while the DDMC algorithm is In Fig. 8, we show the effect of the InterCl cooperation
only sum rate motivated. Specifically, the DDMC algorithnthreshold/. and the off-power threshold, on the spectral-
simply switches off the transmission to the user when efficiency per cell, when the multicell downlink OFDMA sys-
cooperation is unavailable. By contrast, the CDMC algonithtems employs the DDMC or CDMC algorithms. Explicitly, in
still allows the transmission to the user, provided thas thFig. 8 (a), for both the proposed algorithms, there are dbkgr
transmission does not cause strong InterCl to the othesusd}. values, which result in the highest spectral-efficiency. In
Consequently, given the same SIR threshold, the numbergaeral, when the threshold becomes smaller, the proposed
active cell-edge users resulted from the CDMC algorithm & gorithms try to establish cooperation for more users. By
higher than that resulted from the DDMC algorithm. Thigsontrast, when/. becomes larger, they allow cooperation for
makes the average spectral-efficiency per active edge ufver users. Note that, whep = —4 dB, Fig. 8 (a) shows that
attained by the CDMC algorithm smaller than that obtainetie highest spectral-efficiency per cell achieved by the DM
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Fig. 8. Comparison of spectral-efficiency performance of-edtje users in the multicell downlink OFDMA systems employiagiaus InterCl mitigation
algorithms with different InterCl cooperation thresholtisand off-power thresholdg,.

and CDMC algorithms requires that6 dB< I. < 6 dB. 0.g Multicell, OFDMA, BWSA, M=K=8, 7:=3 dB, |=1 dB, |;=-10dB
However, the besf, range for the two algorithms is reduced +7s| 5 DOMC A
to —3 dB< I. < 3 dB whenn, = 0 dB, and to—1 dB< _  |—comc //
I. <1 dB whenn, = 4 dB. This observation implies that the *§ o6 =~ MM 7
spectral-efficiency achieved by the two proposed algosthm & o7 (/‘
becomes more sensitive to the cooperation thresholds the % o2 /

SIR threshold increases. In Fig. 8 (b), the results show that x '

at a low SIR threshold, such ag = —4 dB, the spectral- § o7 /s//

efficiency per cell slightly varies, when different valuefsig 2 068

are employed. However, the CDMC algorithm yields a more  §

explicit fluctuating spectral-efficiency per cell with resp to o8 EE;:(;\;\,

1,, as the SIR_thresholdt _gets higher. Overall, we see _that 0.64 \\
the spectral-efficiency achieved by the CDMC algorithm is no 0.62 ]
very sensitive to the InterCl off-power threshalgl ct AR flhresﬁoldml(ds)z o8

From Figs. 5-7, we may conclude that the SIR threshglds
for both the DDMC and CDMC algorithms should be chosen
according to the design objectives, so as to yield a gooeiragtig. 9. Frequency reuse factor of cell-edge users in the caliltiiownlink
off between performance and Comp|exity_ From F|g 8, WeFDMA systems employing various InterCl mitigation algorithmsth
are implied that the thresholfl can be set to an appropriate ©SPect 1 different SIR thresholds.
value, so that a ‘good’ fraction of users experiencing gron
InterCl are identified for BS cooperation, in order to impgov
the spectral-efficiency. Once the SIR threshaldand the the number of users switched off increasesnpasncreases,
cooperation threshold, are set, an off-power thresholfj, ~which results in the drop of the frequency reuse factor..Fdgs
can then be chosen within a relative large rangd ok I. shows that the frequency reuse factor achieved by the DDMC
by the CDMC algorithm, as seen in Fig. 8(b). algorithm is slightly higher than that obtained by the OOP

In Figs. 9 and 10, we investigate the frequency reuse facglgorithm, owing to the cooperation introduced in the DDMC
of the downlink OFDMA systems. Explicitly, the frequencydlgorithm. Additionally, as seen in Fig. 9, the FIIDM algin
reuse factor obtained by the CDMC algorithm is significantlyields a lower frequency factor than the DDMC and OOP
higher than those given by the other algorithms. We algdgorithms in the low, regimes. This means that, in order to
observe that the frequency reuse factor obtained by the CDM@Ximize the spectral-efficiency, the FIIDM algorithm has t
algorithm increases sharply, as increases. By contrast, theturn off the transmissions with poor SIR.
frequency reuse factor achieved by the other two algorithmsFig. 10 shows that the frequency reuse factor obtained by
decreases, ag increases. The above observations imply thahe CDMC algorithm increases towards one, as the InterCl
with the CDMC algorithm, the multicell downlink OFDMA cooperation threshold. increases. This is because, when
system can simultaneously provide services for more useiltse cooperation threshold,. is set higher, it will be more
even though some of them might have relatively low ratedifficult for the CDMC algorithm to establish cooperation
By contrast, when the DDMC or OOP algorithm is employedor cell-edge users. Therefore, more cell-edge users il b
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kept on. Furthermore, as the figure shows, wligr< 0 dB,

the frequency reuse factor achieved by the CDMC algorith
slightly decreases, as the SIR threshold increases. For the
DDMC algorithm, as shown in Fig. 10, the frequency reuse
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the CDMC algorithm, the decisions are made by the head BS,
as described in Algorithm 3. The discrete InterCl vector of
a subcarrier, such asy ,, in (30), has18 different states.
Hence, a BS needd bhits to convey the discrete InterCl
vector of a subcarrier. Therefore, in totalbits of overhead
are required for the two BSs to inform the head BS their
InterCl information of a subcarrier. In addition, anoth®r
bits are required for the head BS to broadcast the InterCl
mitigation decisions of a subcarrier to the other two BSs,
since the decisions have states in total. As the number of
cell-edge users increases, when the SIR threshold geterhigh
Fig. 11 correspondingly shows that the required overhead
for all the three algorithms increases, as the SIR threshold
becomes higher. Furthermore, the CDMC algorithm requires
higher overhead than the other two algorithms. However, the
DDMC algorithm requires very low overhead, which is similar
to that required by the OOP algorithm.

IX. CONCLUSIONS

In this paper, we have proposed the DDMC and CDMC
algorithms for mitigating the InterCl among the cell-edge
users sharing the same subcarrier. While both the DDMC and
CDMC InterCl mitigation algorithms motivate to maximize
the spectral-efficiency, the CDMC algorithm also aims to
maximize the frequency reuse factor. In this paper, we have
compared from different perspective the achievable perfor
mance of the downlink OFDMA systems employing the vari-
ous InterCI mitigation schemes. Our studies and performanc
results show that both the DDMC and CDMC algorithms are
capable of achieving higher spectral-efficiency than the?OO
algorithm, and, certainly, than the case without employng
InterCl mitigation. Although only the three-valued digere
InterCl information is shared among the BSs, the CDMC
algorithm is capable of attaining nearly the same perfogaan
as the optimal FIIDM scheme that uses the continuous InterCl
information for decision making. Additionally, the CDMC
algorithm is demonstrated to have the highest frequencgereu
factor in addition to its spectral-efficiency advantageeveas,
the DDMC algorithm requires a small amount of overhead,
Vr‘\r/1hiCh is similar to that of the OOP algorithm.
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