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Abstract This study developed a two-dimensional (2-D) depth-averaged model for morphological
changes at natural bends by including a secondary flow correction. The model was tested in two
laboratory-scale events. A field study was further adopted to demonstrate the capability of the model in
predicting bed deformation at natural bends. Further, a series of scenarios with different setups of
sediment-related parameters were tested to explore the possibility of a 2-D model to simulate morphologi-
cal changes at a natural bend, and to investigate how much physical complexity is needed for reliable
modeling. The results suggest that a 2-D depth-averaged model can reconstruct the hydrodynamic and
morphological features at a bend reasonably provided that the model addresses a secondary flow correc-
tion, and reasonably parameterize grain-sizes within a channel in a pragmatic way. The factors, such as sedi-
ment transport formula and roughness height, have relatively less significance on the bed change pattern
at a bend. The study reveals that the secondary flow effect and grain-size parameterization should be given
a first priority among other parameters when modeling bed deformation at a natural bend using a 2-D
model.

1. Introduction

Morphological changes commonly occur with flows in natural systems over period of time and changes are
more produced during floods. In recent years, increasing attention has been paid to numerical modeling of
river hydrodynamics and morphodynamics, and a large number of computational models have been devel-
oped [Abad et al., 2008; Guan et al., 2015a; Li and Duffy, 2011; Wu, 2004]. However, in contrast to straight
channels, channel bends demonstrate much more complex flow features due to the presence of helical
(secondary) flows [Blanckaert, 2015; De Vriend, 1977; Johannesson and Parker, 1989; Odgaard, 1986; Song
et al., 2012]. Consequently, there is a high demand to deal with such flow features to reasonably simulate
bed formation around channel bends. Three-dimensional (3-D) models can be an option to predict bed
deformation in channel bends, because a 3-D model can give more detailed computation of the water flow
field [Bui and Rutschmann, 2010; Fischer-Antze et al., 2008; Khosronejad et al., 2007; Wu et al., 2000]. Yet, the
disadvantage of using a fully 3-D model is that it costs over an order of magnitude longer in computational
time than a 2-D model. More importantly, the 3-D aspects of the physical sediment-related knowledge are
not well understood and established yet. Therefore, a 2-D model appears to be more attractive for engineer-
ing application and analysis. Most of the existing 2-D models for flow and bed deformation neglect 3-D
flow features by integrating the flow in depth. This leads to under or overestimate hydrodynamics and mor-
phodynamics at bends to a certain extent. Accordingly, there is a necessity to reasonably depict 3-D flow
feature at bends. Some studies have reported that it is a possible to model the secondary flow effect in 2-D
hydrodynamic model by incorporating a dispersion term [Ghamry and Steffler, 2002; Song et al., 2012]. The
inclusion of the secondary flow effect in 2-D hydrodynamic model can lead to reasonable predictions of the
velocities at bends characterized by a higher value at outer bank and a lower value at inner bank. Further
there are some, but rare, examples of depth-averaged flow models with suspended load or bed load or
both considering a secondary flow [e.g., Begnudelli et al., 2010; Duan and Nanda, 2006; Finnie et al., 1999;
Iwasaki et al., 2016; Langendoen et al., 2015; Nicholas, 2013; Wang et al., 2014]. These studies emphasized
the effects of a secondary flow on hydrodynamics and bend evolution through laboratory tests. Verhaar
et al. [2008] reported that the effective test for the accuracy of a morphodynamic model would be though
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comparison against a morphological survey of a river. However, field data sets in a natural river are quite
scarce, leaving in field testing of models to be challenging.

Moreover, unlike flood modeling over a fixed riverbed, flow modeling with river morphology contains many
empirical formulas and sediment-related parameters which might significantly affect simulation of bed
deformation at bends. Some studies have pointed out that sediment composition impacts sediment trans-
port and yield, thereby greatly affecting channel morphology [Waters and Curran, 2015]. However, to spa-
tially estimate grain sizes in reality is rather arbitrary and likewise a difficult work because of the complexity
of real riverbeds. Also, the sediment transport formula is a vital parameter when calculating bed changes,
but unfortunately, all the existing functions have limited scope of application because of the empirically
derived nature of them all [e.g., Cheng, 2002; Meyer-Peter and M€uller, 1948; van Rijn, 1984; Wong and Parker,
2006]. The secondary flow effects have been proven to affect both hydrodynamics and morphodynamics at
a flume bend. However, at a natural bend, important questions to ask are: how does secondary flow affect
morphological changes and what is the importance of secondary flows on bed deformation compared to
other sediment-related factors such as the method used to calculate bed shear stress? These questions are
far from being answered in existing studies. Moreover, some studies [e.g., Bohorquez et al., 2013; Palmsten
et al., 2015] reported that bed form as ripples and dunes in river bends can increase the effective roughness
height and total shear stress at both lab and field scales. It should be noted that in turn this can further
affect hydrodynamics and morphodynamics at the bend.

In this study, built on our previous model [Guan et al., 2014], a nonequilibrium sediment transport model
based on adaption length concept was developed for hydrodynamics and morphodynamics at channel
bends and tested in laboratory-scale events with a short-time scale. The significance of a secondary flow on
the geomorphological processes was explored based on field survey data set. Specifically, the research
questions we are aiming to address are: (1) what role does a secondary flow play in simulating hydrodynam-
ics and morphodynamics at natural bends?, (2) How does the input of sediment-related parameters affect
the modeled morphodynamics?, (3) Is it possible to reliably model morphodynamics at natural channel
bends using a 2-D model?, and (4) How much physical complexity is needed?

2. Model Development

2.1. Depth-Averaged Flow and Sediment Transport Model
Building on the depth-averaged 2-D flow and sediment transport model in the previous work [Guan et al.,
2014, 2015b, 2016], this study further incorporates turbulent terms and dispersion terms representing the
effects of a secondary flow. The original hydromorphodynamic model is detailed in Guan et al. [2014]. The
governing equations are written in a conservative form as:
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where U is the vector of conserved variables; E, F are the flux vectors of the flow in x and y direction, respec-
tively, ~E; ~F are the turbulent and dispersion vectors in x and y direction, and S is the vector of source terms;
h 5 flow depth; zb 5 bed elevation; g 5 water surface; u, v 5 the x and y components of depth-averaged
flow velocity, respectively; Txx, Txy, Tyx, and Tyy are the depth-averaged turbulent stresses; Dxx, Dxy, Dyx, and
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Dyy are the dispersion terms due to the effect of secondary flow; p 5 sediment porosity; c 5 total volumetric
concentration; qs, qw 5 densities of sediment and water respectively; Dq5qs-qw; q 5 density of flow-
sediment mixture; Sfx, Sfy are frictional slopes in x and y direction; a5 us/u 5 sediment-to-flow velocity ratio
determined by equation [Greimann et al., 2008]; Sa, Sd are additional terms related to the velocity ratio
defined by Guan et al. [2014].
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is the depth-averaged velocity; qb*i 5 sediment transport capacity of the ith
fraction; Fi represents the proportion of i th grain-size fraction in total moving sediment. The updating of Fi

at each time step is conducted using the approach presented by Wu [2004]. In equation (4), Li is the non-
equilibrium adaptation length of sediment transport of the ith fraction, which is estimated using the formu-
la in Guan et al. [2014]. The bed load transport vector (huci, hvci) in the mass conservation equation
(equation (4)) reflects the velocity vector, which is modified in the hydrodynamic equations (1)–(3) accord-
ing to secondary flow effects. No bed slope correction is involved in computing the bed load transport.
Turbulence and dispersion terms may have effects on the transport of sediment concentration; however,
since the model is a bed load-dominant sheet flow model, these terms were not considered in this study.

Sediment transport formulae are commonly regarded as having poor accuracy, therefore, three different
formulae are used here to demonstrate its sensitivity on modeled results, including the commonly used
equations Meyer-Peter and M€uller [1948] (MPM) and Cheng [2002], as well as the equation by Wilcock and
Crowe [2003] (WC2003) which was based on data derived from beds of heterogeneous sediment. The trans-
port capacity is expressed by
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where F is the proportion of sediment in surface-size distribution. To calculate the local bed shear stress,
this study adopts the approach based on the quadratic stress law.

sb5qCdjVjV (7)

where Cd 5 g/C2, is a drag coefficient; the Chezy number (C) was determined using the Chezy and Nikur-
adse’s function as,
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where ks is the Nikuradse’s roughness height.

The morphological evolution is performed per grid cell at each time step to update the new bed elevation
based on the results from equations (1) and (4). The governing equation is expressed as:
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where N is the number of sediment fractions.

2.2. Formulation of Secondary Flow
The depth-averaged turbulent stresses are determined by the Boussinesq approximation which has been
widely used in the past [e.g., Abad et al., 2008; Begnudelli et al., 2010; Wu, 2004]. Many studies have reported
that the effects of a secondary flow can be well formulated through including dispersion terms in the gov-
erning equations of the 2-D flow model [Begnudelli et al., 2010; Duan and Nanda, 2006; Lane, 1998; Song
et al., 2012]. The dispersion terms are generally delivered from the difference of the depth-averaged velocity
and the vertical varying velocity. They are expressed as:
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where z0 is the zero velocity level; u(z), v(z) represents the x and y components of the vertically varying
velocity, respectively, u, v are the depth-averaged flow velocity in x and y direction, respectively. To calcu-
late the vertical varying velocity both in the streamwise and transverse directions, a number of approaches
have been proposed [e.g., De Vriend, 1977; Guymer, 1998; Odgaard, 1986; Wu et al., 2005]. This study
employed Odgaard’s equation because of its robustness and simplicity. De Vriend’s equation was also used
to verify the difference caused by the choice of the different formulations for the vertical streamwise and
transverse velocity. Odgaard’s equation was proposed based on the linear transverse velocity profiles over
the depth. The longitudinal and transverse velocities are given as [Odgaard, 1986]:
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where ul(z), ut(z) are the longitudinal and transverse velocity components in the streamline coordinates,
respectively; U is the depth-averaged longitudinal velocity; m 5 jC/g0.5 and j 5 0.41 is von Karman’s con-
stant; vs represents the transverse velocity at the free surface; n 5 (z-z0)/h is dimensionless distance from the
bed; rc is the radius of channel curvature which can be measured from the outside of the bankfull channel
to the intersection point of two lines that perpendicularly bisect the tangent lines of each curve departure
point. In real-world cases, it can be measured based on the GIS base map. For a channel with multiple
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bends, similar measured method can be adopted. Following the study [Begnudelli et al., 2010], integration
of equations (10) using the velocity profiles equation (11) yields:
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For de Vriend’s equation, the velocity distribution over the depth was derived by adopting a perturbation
method. The depth-averaged method was used to simplify the 3-D curved channel problems into 2-D prob-
lems, which gave reasonable predictions of velocity and depth. Afterward, the model has been widely
applied [Lien et al., 1999; Song et al., 2012]. Following [Lien et al., 1999], the dispersion terms are written in
the streamline coordinates as:
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where V are the depth-averaged transverse velocity in the streamline coordinates, respectively;
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Defining the angle of the depth-averaged velocity vector measured counterclockwise from the x direction
as u, the dispersion terms (equations (12) and (13)) in the curvilinear coordinates can then be converted to
the Cartesian coordinate system by:
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equations (14a)–(14c) are formulated for the effect of secondary flow which is included in the governing
equations of the flow model.

2.3. Numerical Solution
The model (equations (1), (4), and (9)) is solved numerically by a well-balanced Godunov-type finite volume
method (FVM) based on Cartesian coordinates and details can be found by referring to the previous publi-
cations [Guan et al., 2013, 2014]. The homogenous flux approach was used to address the bed slope source
term treatment and wetting/drying. To update the variables in each cell, the following equation is used.
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where the vector E�i;j5E�i11=2;j2E�i21=2;j , F�i;j5F�i;j11=22F�i;j21=2 are the difference of the fluxes at the left and
right interfaces of the cell (i, j) in the x and y direction; ~E

�
i;j and ~F

�
i;j represents the flux difference of turbulent

and dispersion stresses at the left and right interfaces of the cell (i, j) in the x and y direction; Dt, Dx, Dy are
the time step, cell size in the x and y direction, respectively. To calculate the intercell numerical fluxes of the
flow model, a weighted average flux (WAF) of total variation diminishing (TVD) method is employed with a
flux limiter function. The TVD-WAF scheme is second-order accurate in space and time by solving the

Water Resources Research 10.1002/2015WR017917

GUAN ET AL. PHYSICAL COMPLEXITY TO MODEL MORPHOLOGICAL CHANGES 6352



conventional Riemann problem associated with the first-order Godunov scheme. A detailed description can
be found in Guan et al. [2013]. Similar to updating the hydrodynamic variables, the sediment concentration
is updated at the same cell and time step based on the sediment intercell flux C* as follows,
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where t represents the time; Sc is the source term shown in the right hand side of equation (4). The sedi-
ment flux C* is calculated using the following equation,
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where cl and cr are the volumetric sediment concentration at the left and right cells; E�lr j1; F�lr j1 represent
the first component of the flow intercell flux calculated by the TVD-WAF scheme in the x and y directions,
respectively; S* denotes the middle wave speed calculated by using equation recommended by Toro [2001].
A variable time step Dt, adapted to local flow conditions, is calculated at each time step based on a fixed
courant number (CFL 5 0.6 here) for stability.

3. Study Site

The study domain is a short reach of River Greta which is located in Keswick (UK) (Figure 1a). The river reach
is approximately 160 m long and the channel width varies from 10 to 40 m. Field evidence showed that
morphological changes occurred at the sharp bend during flood periods. Thus, the in-channel deposited
sediments have to be dredged regularly. Field surveys at 16 cross sections (Figure 1a) were conducted
before and after a flooding year by the Environment Agency. The scarce field data set was exploited to vali-
date the capability of the developed 2-D model in modeling bar formation at the natural bend. Digital Ter-
rain Models (DTMs) with 1 m 3 1 m resolution were constructed based on the measured raw point data
from August 2005 and July 2006 to represent the bed terrain before and after the flooding period 2005–
2006. The hydrograph data with a 15 min interval were measured in the Low Briery station, upstream of the
study site from January 2005 to July 2006 (Figure 1c). It is shown that most of the time the flow discharge is
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Figure 1. (a) The study reach with the 16 cross sections, (b) the constructed DTM before flooding (1 m31 m), and (c) the inflow hydro-
graph recorded at the Low Briery gauge station.
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smaller than 30m3/s. Field evidence demonstrates that the geomorphological changes induced by low
flows are insignificant. Thus this study only focuses on the flood events greater than a threshold to save
computational time. Both 30 and 40 m3/s were used as the threshold to test model sensitivity to this value.

According to the field observation, the riverbed is composed of a wide range of sediment particles including
gravel and boulder. It was estimated as being composed of multiple groups of sediments with the diameters
of 0.02 m (30%), 0.04 m (40%), and 0.06 m (30%). To explore the importance of grain-size parameterization, a
single constant value 0.03 m was also used in R8 (Table 1). As the estimation of curvature radius in reality may
have some errors, two scenarios with the radius of 60 and 80 m were modeled in order to explore its sensitivi-
ty. Table 1 shows the setup of each runs. Therein, H1 denotes the flows greater than 40 m3/s; H2 denotes the
flows greater than 30 m3/s. The model sensitivity to the inflow discharges was evaluated and the result
implies that the recorded flows lower than 40 m3/s only have an insignificant contribution to bed aggradation
and degradation. Thus, the inflow over 40 m3/s is sufficient for the application case.

4. Results

4.1. Model Validation in Flume Cases
In this section, two flume cases are tested to verify the capability of the model in simulating flow dynamics
[De Vriend and Koch, 1978] and bed changes [Odgaard and Bergs, 1988].
4.1.1. De Vriend and Koch [1978]
This experiment was conducted by De Vriend and Koch [1978] to investigate the steady flow of water in a
curved flume where the bed configuration was set as expected in a natural river bend. The flume consists
of a 38 m straight section followed by a 908 bend with a radius of curvature of 50 m (Figure 2a). In the
straight reach (entrance to B0), the channel was prismatic, with a parabolic cross section and a zero longitu-
dinal slope. From B0 to C0, the bed is changed from a parabolic cross section to a cross section with a point
bar near the inner wall and a deeper channel near the outer wall. Then cross sections from C1 to E0 are the
same as C0, with a longitudinal slope of 0.0003. The flume width was 6 m. More details about the experi-
ment can be found in De Vriend and Koch [1978].

For simulation, the flume is discretized by rectangular meshes with a size 0.2 m 3 0.2 m. A fixed Courant num-
ber of 0.6 is used. Following the experiment, the bed is fixed uneven bed, and the Nikuradse roughness height
k is equal to 0.001 m. The scenario with an input discharge of 0.463 m3/s was modeled. The flow depth at the
upstream boundary of the channel was kept constant 0.26 m (yielding average velocity of about 0.4 m/s). Clear-
ly, Figures 2b–2d indicates that the velocity near the outer bank increase and it decreases near the inner bank
due to the secondary flow correction. At B1, the Root Mean Squared Error (RMSE) for the two scenarios shows
slightly difference, but RMSE with the secondary flow correction clearly becomes smaller at C1 and D1 which is
located at the middle of the bend. This means that the model with an inclusion of secondary flow terms
improves the predication of velocity profiles at the bend. Overall, the simulated velocities are in good agree-
ment with the measured results. This case verifies the capability the model in simulating velocities at a bend.
4.1.2. Odgaard and Bergs [1988]
The experiment was performed in an 1808 curved flume in the Iowa Institute of Hydraulic Research by [Odg-
aard and Bergs, 1988], and the bed geometry and sediment material was described below: two 20 m long

Table 1. Setup of the Modeled Runs

Run Nikuradse ks

Curvature
Radius (m)

Secondary Flows Bedload Formula

Inflow Grain SizeOdgaard deVriend MPM Cheng WC2003

R1 0.03 3 3 3 � 3 3 H1 Multiple
R2 0.03 80 � 3 � 3 3 H1 Multiple
R3 0.03 60 � 3 � 3 3 H1 Multiple
R4 0.03 60 � 3 3 � 3 H1 Multiple
R5 0.04 60 � 3 � 3 3 H1 Multiple
R6 0.05 60 � 3 � 3 3 H1 Multiple
R7 0.04 60 � 3 � 3 3 H2 Multiple
R8 0.05 60 � 3 � 3 3 H1 Single
R9 0.03 60 3 � 3 3 3 H1 Multiple
R10 0.03 60 � 3 � 3 � H1 Multiple
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straight reaches were connected by a 180 bend with 13.11 m radius, and the cross section was trapezoidal
and vertical side walls with 2.44 m wide; the channel was initially covered by sand with a 0.23 m thick layer
and median diameter of 0.3 mm. Flow conditions include: the discharge was 0.153 m3/s at upstream inlet,
water level at the outlet is 0.38 m above the channel bottom, and the centreline average flow depth and
velocity are 0.15 m and 0.45 m/s, respectively. More details about the experiment can be found in Odgaard
and Bergs [1988].

For simulation, the flume is discretized by uniform meshes with a size of 0.04 m 3 0.04 m. Fixed courant
number of 0.6 is used. The Darcy frictional factor f 5 0.067 is used following Odgaard and Bergs [1988]. The
model is run until flow and sediment reaches a steady state. Following Bohorquez and Ancey [2016], we eval-
uated the model’s performance using the Root Mean Squared Error (RMSE) and the Brier Skill Score (BSS) as:

BSS512

PN
1 zmes

i 2znum
i

� �2

PN
1 zmes

i 2zmes
i;t50

� �2 (18)

where superscripts num and mes refer to numerical and measured bed elevation, respectively, and N is the
total number of point data. Equation (18) compares errors in the model outputs with a reference ‘‘predic-
tion,’’ assumed to be the initial bed level [El kadi Abderrezzak and Paquier, 2009]. Figure 3 demonstrates the
measured and simulated bed profiles with RMSE and BSS at four cross sections. It is clear that the model
with secondary flow effects predicts the changes in the bend reasonably well. At the cross section of
h 5 458, BSS reaches 0.963, which demonstrates an excellent fit. BSS at the other three cross sections is in a
range of 0.4–0.6, which means a fairly good agreement between modeled and measured results. Overall,
the bed profiles are well predicted with a common feature, which is that the bed at outer bank is eroded
and deposition occurs at the inner bank. This test case indicates that our model can predict bed deforma-
tion in a flume bend reasonably well.

4.2. Application to a Natural Bend of River Greta
4.2.1. Effect of a Secondary Flow on Hydrodynamics
Figure 4a demonstrates a reasonable predication of the model in modeling water stage at the outlet. The
velocity profiles in Figures 4b–4e have clearly shown that the secondary flow correction lead to the velocity
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Figure 4. (a) Modeled (R1) and measured water stages at the p5; (b–e) simulated velocity profiles at Q 5 70 m3/s without (R1) and with
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side, and the inner bank is in the right hand side; (f) bed shear stress at Q 5 70 m3/s without (R1) and with (R3) secondary flows.
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increase at the outer bank and decrease at the inner bank. The higher velocity occurs near the outer bank
around the bend (e.g., at cs2-2, cs3-3, and cs4-4). Quantitatively, the change in the value of the peak velocity
is rather insignificant. The peak velocity is only decreased by 1%–5% at the four cross sections. However, it
is clear that the velocity is redistributed due to the presence of the secondary flow effect. This must lead to
the redistribution of bed shear stress at the bend which is a fundamental driver of morphological change.
Figure 4f indicates that the bed shear stress around the bend (0–16 N/m2) is clearly smaller than that at
both upstream and downstream locations where the high value is in a range of 24–36 N/m2. It is shown
that the bed shear stress with a secondary flow correction is slightly smaller around the bend and at the
upstream of the bend; also, the bed shear stress at the outer bank increases from 8–12 to 12–16 N/m2, and
it decreases from 8–12 to 4–8 N/m2 at the inner bank.
4.2.2. Effect of a Secondary Flow on Morphodynamics
The effect of a secondary flow on hydrodynamics must lead to the modification of postflood bed deforma-
tion because all the sediment-related formulations are calculated based on the hydrodynamics, e.g., bed
shear stress, sediment transport rate, and capacity. To verify the effect of a secondary flow correction on
morphological changes, the results of R1, R2, R3, and R9 (Table 1) are demonstrated in Figure 5. It indicates
that without the secondary flow effect (R1), the deposition mainly occurs in two regions: the outer bank toe
and the inner bank at the downstream of the bend. The deposition in both regions appears to be equally
significant. This contradicts with the common understanding on alluvial processes at a bend. For the spe-
cific event here, the velocity and the bed shear stress are reduced at the bend due to the widening of the
channel. This seems be a reason that results in the deposition at the outer bank toe. However, with the sec-
ondary flow effect, R2, R3, and R9 predicts a bar formation with a larger size at the inner bank, and the
deposition at the outer bank toe is notably alleviated. As shown in Figure 5, the difference between R1 and
R2, R3, R9 further verifies that a secondary flow correction reduces the deposition at the outer bank toe,
e.g., the reduction is in a range of 0–0.45 m for R3, and increases bar formation at the inner bank (0–0.45 m
for R3). Further, the bar location is approaching the bend in contrast to that for R1 without the secondary
flow correction. The difference of R2 and R3 indicates that for a smaller radius (R3: r 5 60 m) which means
the bend is sharper, the deposition depth and area at the outer bank toe will further become smaller, and
meanwhile an increase of deposition depth occurs at the inner bank (R3–R2). With the same curvature radi-
us, R3 and R4 adopt two different equations to calculate the secondary flow correction. Overall, both
approaches improve the bar formation at the bend in comparison to R1 without a secondary flow correc-
tion. However, Odgaard equation predicts a slightly larger bar, and a smaller amount of deposition at the
outer bank toe than deVriend equation. It should be noted that the differences, R3–R2 and R9–R3, appear
to be less significant than those between R1 and R2, R3, R9. This implies that in spite of some sensitivity, a
secondary flow plays a significant role in morphological changes at the natural bend, which has also been
emphasized by some studies [e.g., Wang et al., 2014].
4.2.3. Morphological Sensitivity to Uncertainty Variables
Sediment transport formulae generally have limitations for application in reality because of their empirical
derivation. The formulae of MPM, Cheng and WC2003 were used here to test the model sensitivity to the
choice of this parameter. The results and comparison in Figure 6 indicates that the three formulae predict a
similar bar formation at the bend in terms of both deposition pattern and location. The bar predicted by
MPM and Cheng shows minor differences in a range of 20.15 m to 0.15 m. Compared to the two formulae,
WC2003 predicts a relative larger bar at the bend. However, the difference is quite insignificant in compari-
son to bed changes. This manifests that the effects of the formula choice do not affect the deposition pat-
tern and volume significantly. Therefore, this parameter is considered to be a less important variable
deciding the bed erosion and deposition.

Figure 7 indicates that R6 predicts the largest bar formation at the inner bank of the bend among R3, R5, and
R6 which have a roughness height of 0.03, 0.04, and 0.05 m, respectively. The differences between each other
clearly demonstrate that the bar size expands with the increase of roughness height, whilst the deposition
area at the outer bank toe decreases, and meanwhile the erosion area becomes more severe. According to
equation (7), the bed shear stress is altered due to the changes in roughness height. This causes a change of
the quantification of the aggradation and degradation within the channel. However, the roughness height
alters the overall value of in-channel bed shear stress, which differs from the secondary flow effect which
redistributes the bed shear stress at the bend without significant changes in value. This is a main cause that
all runs (R3, R5, and R6) with the secondary flow effect perform more reasonably in comparison to R1.
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To emphasize the importance of the parameterization of sediment particles, R8 with a constant median
grain size was implemented and compared to R6 with multiple grain sizes. Figure 8 shows that the deposi-
tion predicted by R8 significantly differ from the simulation by R6. Specifically, the constant grain parame-
terization results in a much smaller bar formation at the inner bank of the bend, and meanwhile much

Figure 5. The simulated bed erosion and deposition around the bend of R1, R2, R3, and R9, and the difference between each other; for R1, R2, R3, and R9, negative value denotes erosion
depth, positive value represents deposition.

Figure 6. The simulated bed changes and the difference of R3, R4, and R10.
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more deposition at the outer bank toe. Also at the channel exit R8 gains more erosion than R6. Both deposi-
tion areas have equivalent amount of degradation. This feature of bed changes at the bend is similar to that
predicted by R1 without a secondary flow correction. This implies that grain-size parameterization is signifi-
cant for the modeled morphological changes at the bend, not only in the bar size, but also the distribution
pattern of bed changes. The results show that the simulated morphodynamics are sensitive to the grain-
size parameterization. Accordingly, to parameterize the spatial grain-size in a practical way is highly impor-
tant for good prediction of the morphodynamics at a bend. The grain-size parameterization is as important
as the inclusion of the secondary flow effect.

From the viewpoint of temporal changes in bed elevation, Figure 9 indicates that the bed changes for R4,
R5, R6, and R10 have same tendency at each point. Specifically, the bed elevation increase and decrease in
a synchronous manner despite the fact that the change magnitude differs from each scenario. This implies
that sediment transport formula and roughness height pose more significant impact on the quantification
of bend changes, but less on the characteristics of aggradation and degradation. Without the secondary
flow correction, R1 shows a clear different tendency in bed changes at the four points, particularly at the
point 1, point 2, and point 3, despite the fact that it predicts similar feature of bed change at initial time.
Therefore, sediment transport pathway of R1 clearly differs from that of other runs with a secondary flow
correction, resulting the postflood bed elevation being much different. Regarding R8 with a single constant
grain size (d50 5 0.03 m), the temporal changes in bed elevation are also greatly different from R4-R6 and
R10. For instance, the bed elevation at point 1 and point 2 does not change but remain constant after the
first major flooding, i.e., sediment transport reaches an equilibrium state to the flow. It indicates that grain-
size parameterization is critical for the morphodynamics at the bend apart from the secondary flow effect.
Additionally, it should be noted that the simulated bed changes by all runs have a similar tendency at the

Figure 7. The simulated bed changes of R3, R5, and R6, and the difference of each other at the bend.

Figure 8. The simulated bed changes with multiple grain-sizes (R6) and single constant grain-size (R8), and the difference of the two runs.
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four points during the first stage of the flooding (before the vertical line in Figure 9). The differences after
the line become increasingly significant.
4.2.4. Comparison to the Observations
Field measurements of the 16 cross sections after the flooding year from August 2005 to July 2006 were
conducted. The DTM was constructed based on the field measurements in July 2006, and the deposition at
the bend was generated by comparing the constructed DTMs before and after the flood period. Figure 10
demonstrates that the model with a secondary flow correction predicts the bar formation in general agree-
ment with the measurement, including the location and pattern of the deposited bar which is located at
the inner bank from cs1-1 to the exit of the channel. The simulated deposition depth is in a range of 0.0–
0.69 m which has a same magnitude to the observed deposition. A comparison at four cross sections also
shows that the 2-D model predicts a similar profile shape with the measurement, i.e., deposition mainly
occurs at the inner bank of the bend, whereas the simulated deposition is less than the observation. This
confirms that the 2-D depth-averaged model has the capability of predicting the bar formation at the natu-
ral bend if including a secondary flow correction. However, the simulated bar size is smaller the observed
one which is approximately 0.8 times larger. It is found that net erosion is observed in reality at the circular
region of the inner bank which is different from the modeled bed. Also, at cs5-5 the model predicts severe
erosion (0.44 m) at the outer bank toe of the bend, where no erosion is observed during field measurement.
The differences are attributed to a number of reasons which will be discussed below.

5. Discussion

5.1. Field Measurements
It is always difficult to obtain field measurements of river geometry after the in real-world flood events. The
original data set of channel geometry was provided by the Environment Agency, in a format of raw point data
at 16 cross sections (Figure 1a). DTMs before and after the flooding period were constructed based on the raw
point data in order to conduct 2-D modeling. To analyze the differences of DTMs (DoD) before and after the
flooding, it is found that the total erosion volume is approximately 888 m3 during the flooding year, while the
total deposition volume of sediment reaches about 955 m3, which is 67 m3 larger than the erosion volume. In
general, the deposited sediment comes from the local eroded sediment provided that there are no extra sedi-
ment sources. Therefore, it is likely that there is upstream sediment flux entering the studied reach. However, it
is difficult to estimate this sediment flux. Moreover, Figure 10 demonstrates a wide extent of bed erosion in the
circular area, but nearly no erosion in the main channel near the outer bank. The distribution of bed shear

Figure 9. Temporal changes of bed elevation for R1, R4-6, and R8 at four points around the bend.
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stress shows that this area has a lower bed shear stress than surrounding area, and the main channel has a
higher bed shear stress than the two sides of the channel. The observed erosion in this area seems not to be
caused by the flooding, but very likely by a sudden avalanching naturally or human interventions because the
time interval of the measurement is nearly one year. Therefore, we consider that the 2-D model can predict the
bar formation reasonably well because: (1) the time scale between the measurement and the simulation is dif-
ferent, the time interval between the two DEMs before and after the flood is 1 year, yet the simulation time is
only 60 h flooding, so there must be extra interventions on the bed; (2) sediment flux from upstream is unable
to be well quantified; and (3) accurate parameterization of sediment transport cannot be performed yet, such
as sediment composition, viscosity, as well as sediment transport capacity.

5.2. Physical Complexity to Model Morphological Changes at a Bend
This paper developed a depth-averaged 2-D hydromorphodynamic model with a secondary flow correction
which is validated in two small-scale experiments. The model was applied to model bar formation at a natural
bend based on annual field survey data. Not only the secondary flow effect, but also a number of parameters
were evaluated in order to explore the importance of each on morphodynamics in the curved channel.

For hydrodynamics, similar to the findings by the existing studies [Lien et al., 1999; Song et al., 2012], a sec-
ondary flow correction increases the velocity at the outer bank, but decreases it at the inner bank, leading
to a higher velocity near the outer bank of the bend. The redistribution of the velocity field further causes a
change of bed shear stress in distribution which drives the bed change pattern to be changed. The above
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Figure 10. (a) Simulated deposition (R6) and (b) measured deposition, and bed profiles at four cross sections cs1-1, cs2-2, cs3-3, and cs5-5,
note: R1 and R6 represents the results without and with secondary flow correction.
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comparison among R1, R2, R3, and R9 indicates that a secondary flow correction plays a vital role in terms
of both distribution and quantification of bed aggradation and degradation at the bend. For the scenario
without secondary flow effects, it is unlikely to predict a reasonable bar formulation. The deposition at the
outer bank toe appears to be equally significant to the deposition at the inner bank area. The inclusion of a
secondary flow correction dramatically improves the prediction of bar formation which is in general agree-
ment to field survey date despite the fact that the bar size and the deposition at the outer bank toe are
affected by a number of parameters. It has been reported that sediment-related parameters are crucial fac-
tors affecting sediment transport and thereby morphological changes. This raises a question that how
important these parameters are in comparison to the secondary flow effect.

Although sediment transport formulae are regarded as having poor accuracy, the above results manifest that
empirical-based sediment transport formulae do not result in huge difference to the modeled bed changes.
MPM, Cheng and WC2003 predict highly similar bar pattern, but slightly different bar size. This does not imply
that the three functions are accurate because the empirical formulae always have limitations in application. This
indicates that sediment transport functions likely affect the quantification of bed changes, but the feature of ero-
sion and deposition is hardly influenced. Therefore, the importance of this variable is much less than the second-
ary flow effects. The impact of roughness height is to increase or decrease the flow velocity and water depth with
an equal magnitude in the whole area, resulting in an overall change in bed shear stress, but not influencing the
distribution feature at the bend. Thus, R3, R5, and R6 with different roughness height predict morphological
changes with a similar feature but different bar size. Similar to sediment transport formula, roughness height can-
not affect the feature of bed changes, but determine how much sediment is eroded and deposited. However, it
is found that the parameterization of grain-size has significant effects on the volume and location of bed changes
at the bend. Provided that the representative size of sediment materials within channel is properly parameterized,
it is likely that the model even with secondary flow effects cannot reasonably predict morphodynamics at a natu-
ral bend (e.g., the simulated bed changes by R9). The fundamental reason is that grain-size parameterization has
direct impact on a number of factors, such as settling velocity of a particle, threshold of incipient motion, dimen-
sionless bed shear stress, and sediment transport capacity. The change in each factor can lead to a modification
of bed erosion and deposition. For a bed constituted by a wide range of grain-sizes, a single constant grain-size
apparently misrepresents the real situation, which will lead to two bars at the bend (R8). The bar at the outer
bank was significantly overpredicted in comparison to the observed deposition (Figure 10b). Thus, it is crucial to
parameterize grain sizes spatially varying to model morphological changes at a natural curved channel. This factor
is equally important with a secondary flow correction. Moreover, this study found that bed changes have a similar
feature in spite of the difference in depth at the rising climb of the first flood which has the highest peak
(128 m3/s) (Figure 9). This denotes that a rapid flood can induce a rapid bed response, where the main flow is
more dominant than the secondary flow effect. Thus during this period, the secondary flow seems not to have
significant impact on bed changes. In the sequent flood with smaller discharge, secondary flow effects appear to
be increasingly important on modifying the distribution of bed erosion and deposition.

Whether a 2-D model can simulate hydrodynamics and morphodynamics in a curved channel has been
controversial. Some studies [Alho and M€akinen, 2010; Kasvi et al., 2015; Lane et al., 1999] reported that a 2-D
model could predict the bed deformations reasonably well in a curved channel event without the inclusion
of a secondary flow correction due to the major role of main flows. However, it is argued by [Kasvi et al.,
2013] that the morphodynamics at the inner bank cannot be predicted by a 2-D model with a secondary
flow correction. In contrast, the study presented here clearly demonstrates that at a natural bend where sec-
ondary flow plays an important role, a 2-D model is capable of predicting the morphodynamics ahead, how-
ever it is required that the 2-D model calculates the secondary flow effect and reasonably parameterizes
varying grain size. The secondary flow effect has a first priority importance in comparison to other parame-
ters. The well-known factors such as sediment transport formula and roughness height influence the quanti-
fication of bed changes but do not alter the feature of morphological changes at the bend. Therefore, the
choice of the factors is considered to have less priority during model parameterization.

6. Conclusions

This study developed a depth-averaged 2-D nonequilibrium sediment transport model with an inclusion of
a secondary flow correction, and the model was tested in two small-scale experiments and a 1 year
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morphodynamic event at a natural bend. A number of parameters potentially influencing the bar formation
at the natural bend were evaluated through a series of simulations. Specific conclusions can be drawn:

1. The 2-D nonequilibrium sediment transport model is capable of predicting hydraulics and bed changes
at laboratory-scale reasonably well.

2. Secondary flow correction terms in a 2-D model affect bend hydraulics, and thereby also bar formation.
Thus the treatment of these terms should be given a priority during morphdynamic modeling at a bend.
The turbulent terms are also important for curved channel [Begnudelli et al., 2010].

3. Results indicate that grain-size parameterization has the most significant effects on morphological
changes, both in terms of bar size and pattern. Distributed and nonuniform grain parameterization is
vital for accurate prediction.

4. The feature of bed changes is hardly affected by choice of sediment transport formulae, thus we consid-
er it has a lower priority during simulation.

5. The roughness parameters have an impact on bed shear stress of a similar order of magnitude within
the whole area. This leads to changing bar size but not bar distribution at a bend.

6. A depth-averaged 2-D model could be used with some confidence for modeling channel hydraulics and
morphology at a natural bend provided that secondary flow features are corrected and grain-size param-
eterization are undertaken. Considering the advantages of 2-D models in saving computational time
compared to 3-D models, 2-D models would be provide sufficiently reliable simulation of morphodynam-
ics at a natural bend.

7. The annual bar formations at the natural bend were predicted reasonably well by the 2-D model
described. This further indicates the capability of 2-D models for simulating morphodynamics at a
natural-scale bend.
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