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Abstract 

In the focus of this thesis are the new and modified algorithms for object detection, 

recognition and tracking within the context of video analytics. The manual video surveillance 

has been proven to have low effectiveness and, at the same time, high expense because of the 

need in manual labour of operators, which are additionally prone to erroneous decisions. Along 

with increase of the number of surveillance cameras, there is a strong need to push for 

automatisation of the video analytics. The benefits of this approach can be found both in 

military and civilian applications. For military applications, it can help in localisation and 

tracking of objects of interest. For civilian applications, the similar object localisation 

procedures can make the criminal investigations more effective, extracting the meaningful data 

from the massive video footage. Recently, the wide accessibility of consumer unmanned aerial 

vehicles has become a new threat as even the simplest and cheapest airborne vessels can carry 

some cargo that means they can be upgraded to a serious weapon. Additionally they can be 

used for spying that imposes a threat to a private life. The autonomous car driving systems are 

now impossible without applying machine vision methods. The industrial applications require 

automatic quality control, including non-destructive methods and particularly methods based 

on the video analysis. All these applications give a strong evidence in a practical need in 

machine vision algorithms for object detection, tracking and classification and gave a reason 

for writing this thesis.  

The contributions to knowledge of the thesis consist of two main parts: video tracking 

and object detection and recognition, unified by the common idea of its applicability to video 

analytics problems.  

The novel algorithms for object detection and tracking, described in this thesis, are 

unsupervised and have only a small number of parameters. The approach is based on rigid 

motion segmentation by Bayesian filtering. The Bayesian filter, which was proposed specially 

for this method and contributes to its novelty, is formulated as a generic approach, and then 

applied to the video analytics problems. The method is augmented with optional object co-

ordinate estimation using plain two-dimensional terrain assumption which gives a basis for the 

algorithm usage inside larger sensor data fusion models.  

The proposed approach for object detection and classification is based on the evolving 

systems concept and the new Typicality-Eccentricity Data Analytics (TEDA) framework. The 

methods are capable of solving classical problems of data mining: clustering, classification, 

and regression. The methods are proposed in a domain-independent way and are capable of 
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addressing shift and drift of the data streams. Examples are given for the clustering and 

classification of the imagery data. 

For all the developed algorithms, the experiments have shown sustainable results on the 

testing data. The practical applications of the proposed algorithms are carefully examined and 

tested. 
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1 Research Overview 

This chapter outlines the research motivation and the summary of the research 

contributions and publications, as well as the research methodology. The place of the research 

in the contemporary areas of research is given from both theoretical and practical points of 

view. The chapter is organised as follows. It starts from the research motivation (section 1.1). 

After that, the research contribution is described (section 1.2). Then the methodology (section 

1.3) and publication summary (section 1.4) are given. The section is finished by the thesis 

outline (section 1.5). 

1.1 Motivation 
The machine vision applications are pervasive whilst many scientific and practical 

challenges still remain unsolved [1]. For example, many of the algorithms still require 

parameterisation and tweaking for particular practical problems [2]. It invokes a high research 

interest to this topic and, at the same time, boosts associated areas such as data mining and 

image processing. In general, the machine vision systems are designated for automatic data 

extraction and understanding problems for image and video information. These systems can be 

used on their own or as a part of larger systems, which can also contain algorithms based, for 

example, on the control systems theory or robotics.  

Hereafter only some of the widely known problems, which are now being solved by 

means of machine vision, are presented. Vehicle detection systems, appearing during the last 

decades, are based on automatic number plate detection and recognition [3].  Many train 

logistic systems utilise automatic train number reading [4]. The barcodes and QR codes are 

detected automatically by terminal devices, such as sales register scanner [5] in the former case 

and phones [6] in the latter. OCR systems are extensively utilising the methods of symbol 

recognition [7]. Face detection algorithms are widely used for people appearance detection and 

identification [8], as well as for documents identification and recognition. Various robotics 

problems [9], including landscape description [10], automatic object surveillance [11], 

obstacles detection [12], and many others, need object detection and tracking algorithms. The 

machine vision algorithms are intensively employed in new automotive applications 

developments [13]. Such machine vision challenges as road lane mark-up detection, obstacles 

detection, and collision prevention detection are all being solved by object detection and 

recognition algorithms [14].  

Such evident need in tracking, detection and recognition problem solutions require 

further development of new efficient algorithms. The practical applications impose various 
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requirements to the algorithm .To define them, it is necessary to explain here several conceptual 

terms and yet define the restrictions on them, supporting the aim of the work. In this work, the 

aim is to reduce the amount of the domain-specific constants, pre-defined heuristics, but, at the 

same time, give some guarantees (analytical or experimental, depends on the problem) that the 

algorithm will work on various data samples. This property can be referred to as ‘universality’. 

Additionally, a lot of applications imply that the objects, described by recognition or detection 

model, change over time, so the recognition and detection algorithms’ configurations should 

be correspondingly changed. The algorithm, capable of augmenting the model without its total 

re-building, is called ‘incremental’. For many of such algorithms requirements are 

accompanied with by the restriction of models’ parameters number, memory assumption and 

computational complexity of the algorithm to be independent of the sample set size. Such 

algorithms can be called ‘online’. For some task, one should impose other restrictions, i.e. 

require the algorithm to adopt during the change of the model assumptions (number of assigned 

clusters, number of classes). These algorithms are referred as ‘evolving’.  

This research work is focused on object tracking, detection, and recognition problems, as 

well as it is proposing new algorithms to tackle this problem. It was performed during the part-

time PhD course in Lancaster University and combines the results obtained during the PhD 

research with those obtained from the practical works in the same area, initially in Russia and 

later in Rinicom, United Kingdom. The work is especially focused on evolving and incremental 

algorithms and proposes novel algorithms in the field of video tracking and image classification 

and clustering which can be useful in object tracking and classification problem as well. 

1.2 Research Contribution 
This research study focuses on the object recognition and detection problems, stressing 

the problem of incremental learning. During the research, the following main contributions 

have been achieved: 

- two novel methods for object detection and tracking have been developed using the 

newly proposed Bayesian filtering technique [15], [16], the object detection and 

tracking techniques were applied and evaluated on the data sets and applied to thermal 

and optical video data; 

- the  evolving classifier AutoClass has been developed and evaluated on the image data 

[17]; 

- the TEDA framework has been exploited for building up the new classifiers and 

clustering algorithms [18], [19], [20], [21]; 
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- the Chan-Vese image segmentation algorithm has been improved which lead in 

significant increase of the algorithm speed, by fitting a Chan-Vese functional to a 

Boolean programming problem. Applications of the algorithm to medical image 

analysis were also investigated [22]; 

- a book chapter has been published jointly with two other co-authors, Denis Kolev and 

Mikhail Suvorov, describing SVM-based methods, in [23]. 

1.3 Methodology 
The proposed research is focused on object detection and recognition problems. It is 

comprised of several parts, giving the evidence of the proposed methods: 

- theoretical concepts research; 

- methods implementation; 

- practical application of the concept. 

During the theoretical concepts research, the analytical description of the proposed 

methods has been composed which gives an evidence of the method validity as well as the 

boundaries of the method application. 

Then, the method implementation was designed to show the practical possibility of 

method usage, as well as to augment the theoretical analysis by practical proof of concept.  

The practical implementation gives us an evidence of the method applicability, given the 

real practical problems to cope with.  

1.4 Publication Summary 
The  research, described in this thesis, was described in the following publications, given 

in chronological order by the submission date: 

1. P. Angelov, D. Kangin, X. Zhou, D. Kolev (June 2014), Symbol Recognition with a 

new Autonomously Evolving Classifier AutoClass, In Proc. 2014 IEEE Conference on 

Evolving and Adaptive Intelligent Systems, EAIS-2014, 2-4 June, 2014, Linz, Austria 

2. D. Kangin, P. Angelov (April 2015) Recursive SVM based on TEDA, The Third 

International Symposium On Learning and Data Sciences, Egham, UK. 

3. D. Kangin, P. Angelov (July 2015) Evolving Clustering, Classification and Regression 

with TEDA, International Joint Conference on Neural Networks, Killarney, Ireland, 

2015.  

4. D. Kangin, P. Angelov, J. A. Iglesias, and A. Sanchis (August 2015). "Evolving 

Classifier TEDAClass for Big Data." Procedia Computer Science 53 (2015): 9-18. 

http://www.flll.jku.at/eais/index.html
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5. D.Kolev, D. Kangin, G.Markarian (July 2015). Data Fusion for Unsupervised Video 

Object Detection, Tracking and Geo-Positioning, Fusion 2015, Washington DC, USA. 

6. D. Kangin, D. Kolev, G.Markarian (October 2015). Multiple Video Object Tracking 

Using Variational Inference, Sensor Data Fusion: Trends, Solutions, Applications, 10th 

Workshop, Bonn, Germany. 

7. D. Kangin; P. P. Angelov, J. A. Iglesias (2015). Autonomously Evolving Classifier 

TEDAClass. Journal of Information Sciences 

8. D. Kolev, M. Suvorov, and D. Kangin (2016). Kernel models and Support Vector 

Machines (chapter), P. Angelov (Ed.), Handbook on Computational Intelligence, 

750pp., World Scientific, ISBN: 978-0-470-28719-4 

9. D. Kangin, D. Kolev, P. Angelov (2016, submitted). Fast Non-parametric Image 

Segmentation Using Majorisation-Minimisation of a Modified Chan-Vese Functional. 

International Journal of Intelligent Systems.  

Also, the following patent application was submitted during the practical works at Rinicom: 

1. Rinicom Holdings Limited. Patent GB1415372.0 - Object detection. Lodged 29 August 

2014  

1.5 Thesis Outline 
The remainder of the thesis is organised as follows.  

Chapter 2 – Existing tracking, detection and recognition techniques: Contains two 

parts: tracking algorithms survey, and object detection and pattern recognition for video data 

survey, with supplementary subpart on feature detection review. The review serves a purpose 

to reveal the connection between object tracking, detection and pattern recognition problems. 

Chapter 3 – Proposed Object Tracking Techniques: Proposes a method for object 

tracking, as well as introduces combined object detection and tracking method. The method 

utilises the ideas of rigid motion segmentation, implementing them using the Bayesian filtering 

technique. The method is presented in two versions: featuring Laplacian and Variational 

approximations on the update step of the Bayesian filter. The first method was presented at the 

Fusion 2015 conference [15], while the second one was presented on Sensor Data Fusion [16]. 

Chapter 4 – Proposed Object Detection and Recognition Techniques: This section 

describes methods for object detection and recognition. The group of methods, based on TEDA 

framework, is proposed for different fundamental data mining problems and includes the 

classification method TEDAClass, the clustering method TEDAClustering, and the regression 
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method TEDAPredict, which were presented in the paper [19], as well as their versions for big 

data, presented in the paper [21]. They are based on the fuzzy rule structure, proposed in [17]. 

The exact SVM incremental training algorithm was presented in [18] and described in this 

chapter, capable of dynamic modification of the kernels and individual slack variables for all 

vectors from the training data set. Additionally the example of the trainable kernel, which is 

based on TEDA framework, is given in the same paper. This chapter also contains the 

description of the new iterative solution for the well-known Chan-Vese functional, featuring 

MM algorithm, and suggests its non-parametric version.   

Chapter 5 – Implementation and validation of the developed algorithms: Contains 

information on the medical, video surveillance and transportation application of the methods. 

Also it comprises the information about the experiments which were carried out for these 

methods. 

Chapter 6 – Conclusion and Future Work: summarises the information given in this 

thesis, as well as defines directions for the further work.   
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2 Existing tracking, detection and recognition techniques 

Many machine vision systems are based on a synergy between several methods, where 

each of the methods strengthens the overall model. For example, vehicle plate recognition 

systems combine object detection and recognition methods [24]. Medical systems for blood 

cells counting may rely on tracking, but detection and recognition are also needed [25], which 

can be used jointly with tracking [26]. Paying attention to the interaction between these 

methods in object surveillance models, this chapter gives a review of tracking, detection and 

pattern recognition methods, giving a theoretical and historical basis for the subsequent 

research results descriptions in these areas. 

2.1 Tracking methods survey 
Broadly speaking, tracking problems aim to restore the evolving positions of the objects 

of interest. For visual object tracking problems (including those based on optical, thermal 

cameras and radars), which are in the scope of this research, the common interest is caused by 

the temporal evolution of the object appearance and location on the image.  

More thoroughly, suppose a set of sensors. The sensors can be video and thermal 

cameras, radars, measurements, and also such measurement devices such as GPS sensors, laser 

range meters and many others, altogether combined into sensor fusion. The data from all these 

sensors can be used either simultaneously or selectively. One can propose a model of an object 

of interest (OoI) in terms of sensor data, as well as, possibly, a position of the OoI. Moreover, 

there can be more than one object, captured by the sensors (“on the scene”), or even there can 

be no objects. The number of objects on a scene may vary, or be constant, depending of the 

problem statement.  

The visual object tracking methods can be based on different movement models. 

Obviously, there are no universal models for object tracking (and visual tracking in particular). 

Instead there are methods (based either on well-grounded theoretical assumptions or on ad hoc 

suggestions), which can be applied to practical tracking problems. The examples of such 

methods are ‘tracking by detection’ [27], Bayesian filter trackers family [28], or their 

combinations, as well as some methods based on empirical density estimation for object 

detection and tracking [29]. 

2.1.1 Brief review of the state-of-the-art tracking methods 

This survey begins with general examples of the tracking problem, then it narrows down 

to particular problems, related to video tracking, and, finally, the algorithms’ historical 

evolution is reviewed. 
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Nowadays, many lorries, buses and ever consumer vehicles around the UK and all over 

the world are equipped with GPS vehicle trackers which are used to register a location of each 

vehicle as well as to see vehicle movement trajectories online. Given data from several 

satellites and a geographical map, it is possible to tether the actual position of any particular 

vehicle to geographical objects (i.e. to the closest roads). The planes’ GPS trackers help to 

manage remotely from air traffic offices the occupancy of runways and avoid collisions. 

Development of such systems is supported by such national and international programmes as 

SESAR [30] and NextGen [31].   

Radars are extensively used for airborne and marine objects detection [32]. Using such 

systems and imposing model assumptions on characteristics of the OoI, the object can be 

detected based on the radar data. For military and aviation purposes, radars are extensively 

used to track the airborne objects, especially for aviation security and foreign planes military 

invasion detection. 

Tracking is extensively applied to the celestial objects [33], featuring analytical non-

Bayesian models from time immemorial. For capturing (and, nowadays, filming) of the objects, 

the telescopes should follow them, hence the models need to take into account movement of 

the Earth and the objects itself. During the centuries, many sophisticated models were 

contributed to estimate the model of the objects movement and using it track the objects. 

The narrower problem of video tracking has been rapidly emerging during the last 

decades due to the increase of the contemporary computing platforms’ resources. Further in 

this section the review of the tracking approaches is built as a general description, but bearing 

in mind video tracking applications. 

The description starts with one of the simplest tracking models (which can be used for 

single or multiple object tracking). Imagine that the initial position of objects in a video feed 

at the initial instant of time is known (e.g. provided by ‘human in the loop’). One can assume 

that the object is contained within the sufficiently small area surrounding the object (the area 

size and the similarity relation are strongly dependent on the domain). Then the measurement 

on the subsequent frame that is the closest to the previous one can be selected as a new position 

of the object. This approach is straightforward, but it is not reliable. The object may once go 

out of the area of search; any wrong object registration ruins all further tracking as the 

movement direction was taken erroneously [34]; also the objects’ position is uncertain in the 

case of absent measurements. The algorithm can be enhanced, however, by some tougher 

assumptions on the object movement model (e.g. constant speed or acceleration). However, the 
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main problem is that even a single tracking error or absent measurement can cause loss of the 

object. 

Many of the popular object tracking techniques arose from various optimal Bayesian 

filter approximations. The scope of this review allows to give only brief method descriptions, 

however the details related to the proposed methods will be explained in detail in chapter 3, 

where the novel Bayesian tracking models, proposed in this research, are described. The 

optimal Bayesian filter [35] has the same graphical model as a Hidden Markov model [36] and 

gives a procedure of estimating the posterior density of the hidden parameters (i.e. object 

localisation) given the visible sensor data information and dependency of the visible variables 

on the hidden variables. The optimal Bayesian filter, assuming parametric Gaussian 

distributions and linear dynamic equations, is referred to as the Kalman filter [37], which has 

exact analytical solution. Linear Kalman filter [37] can be used for linear movement model that 

means only steady object movement with constant movement parameters (i.e. velocity vector) 

and Gaussian noise distribution. Those models which use general non-linear differentiable 

dynamic equations, can be approximated by the Extended Kalman filter [38], featuring first-

order Taylor series approximation to fit it to the model similar to Kalman filter.  An alternative 

way of the approximation which uses the assumed distributions’ sufficient statistics is referred 

to as Unscented Kalman Filter (UKF) [39]. Besides of non-linear Kalman filter 

approximations, which can help in introducing non-linearity, the model can be composed of 

several submodels with Markov chain transition between them [41]. Another non-linear model 

approximations include particle filter, using Monte-Carlo Markov chain (MCMC) approach 

for distribution estimation [40]. 

Another problem arises when the methods need to be adopted to consider multiple objects 

tracking. There are two main concepts which are relative to the problem and inspired the 

methods proposed in this thesis. The first, rigorous and generic, approach was invented first 

for radar data and includes classical Bayesian multiple target tracking methods such as Multiple 

Hypothesis Tracking (MHT) [43], Joint Probabilistic Data Association (JPDA) [44] and 

Probability Hypothesis Density (PHD) [45], [46] filters.  

The second approach is designed especially for video movement detection.  It is time-

consistent segmentation of all the frames in the video sequence according to the continuous 

intensity areas, as well as consistent speed characteristics, with following selection of only 

some of the clusters. This approach is often referred to as ‘rigid motion segmentation’ [42]. 

Another productive idea, helping to enhance tracking, is to exploit the measurements 
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retrospective for the objects being tracked. It is featured by many domain-specific video 

analysis algorithms. One of the most fruitful non-Bayesian methods exploiting this idea, which 

has arisen in the last decade is Tracking-Learning-Detection (TLD) [26]. This method uses 

tracking based on optical flows and at the same time trains the classifier for simultaneous 

detection and tracking of the objects. Then the data is combined in the style of mixture of 

experts. Such approach extends earlier series of methods, grouped as ‘tracking by detection’, 

which rely on known appearance of object, make its detection, and compares with the previous 

frames [27].  

Another popular video tracking techniques group include those using non-parametric 

recursive data density estimation techniques, predominantly not domain-specific and non-

parametric. One of the examples of such techniques is Recursive Density Estimation (RDE), 

applied to object tracking (ARTOT) [47]. This method exploits density estimation using 

recursively updated Cauchy-type functions. To match the points during the video tracking 

process, Scale Invariant Feature Transform (SIFT) [48] descriptors are used.  

2.1.2 Technical description of the state-of-the-art methods 

 Bayesian filtering 

In this section the problem of tracking is considered as the hidden states estimation given 

the visible measurements and dependency model in the scope of the Bayesian filtering 

framework. In this framework, the model states are modelled by a Markov chain, so that the 

next state is dependent of the previous state only, and there is a dependency model for the 

measurements from the hidden states. The visible sensor data are interpreted as the sensory 

measurements, and the (hidden) states correspond to the parameters of the object being tracked. 

For example, the state can be the set of actual position of the objects while the measurements 

are obtained from miscellaneous sensors like camera, compass, GPS sensor, and accelerometer.  

The measurements are modelled as dependent only on the current state of the system 

(first order Markov model). Here we see (hidden) states, 𝒙𝑘, and corresponding measurements, 

also called visible states, 𝒛𝑘, where 𝑘 is the positive discrete time instant. The probabilities 

𝑝(𝒙𝑘+1|𝒙𝑘) are assigned to the transfer between the states, and 𝑝(𝒛𝑘|𝒙𝑘) are the 

measurements’ probabilities given the states. 
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Figure 1 Bayesian filter graphical model 

Below is the description of the graphical model depicted in Figure 1. One can see that 

the graphical scheme is exactly the same as it is for the Hidden Markov Model (HMM) [49], 

[50].The difference between them is that HMM corresponds to the discrete hidden states only, 

while Bayesian filter addresses the problem of continuous hidden states estimation. According 

to the Markov principle, the probability of appearance of the objects given that the previous 

states are independent of all but the previous state, i.e. 

𝑝(𝒙𝑘|𝒛1, 𝒛2, 𝒛3, … 𝒛𝑘−1, 𝒙1, 𝒙2, 𝒙3…𝒙𝑘−1) = 𝑝(𝒙𝑘|𝒙𝑘−1). (1) 

Also, it is the model’s property that 

𝑝(𝒛𝑘|𝒛1, 𝒛2, 𝒛3, … 𝒛𝑘−1, 𝒙1, 𝒙2, 𝒙3…𝒙𝑘−1) = 𝑝(𝒛𝑘|𝒙𝑘−1). (2) 

Then 

𝑝(𝒙1, 𝒙2, … , 𝒙𝑘) = 𝑝(𝒙1)∏𝑝(𝒙𝑖|𝒙𝑖−1)

𝑘

𝑖=2

, 

(3) 

𝑝(𝒛1, 𝒛2, … , 𝒛𝑘|𝒙1, 𝒙2, … , 𝒙𝑘) =∏𝑝(𝒛𝑖|𝒙𝑖)

𝑘

𝑖=1

. 

(4) 

Then denote 

𝑝(𝒙1…𝑘) = 𝑝(𝒙1, 𝒙2, … , 𝒙𝑘), (5) 

𝑝(𝒛1…𝑘|𝒙1…𝑘) = 𝑝(𝒛1, 𝒛2, … , 𝒛𝑘|𝒙1, 𝒙2, … , 𝒙𝑘). (6) 

After Bayes theorem application one can see 

𝑝(𝒙1…𝑘|𝒛1…𝑘) =
𝑝(𝒛1…𝑘|𝒙1…𝑘)𝑝(𝒙1…𝑘)

𝑝(𝒛1…𝑘)
∝ 𝑝(𝒛1…𝑘|𝒙1…𝑘)𝑝(𝒙1…𝑘). 

(7) 

Here 𝑝(𝒛1…𝑘) = ∫ 𝑝(𝒛1…𝑘|𝒙1…𝑘)𝑝(𝒙1…𝑘)𝑑𝒙1𝑑𝒙2…𝑑𝒙𝑘.𝒙1…𝑘
 

As one can see, hidden variables are integrated out from the denominator; hence the 

denominator can be treated as a constant with respect to the hidden variables and, therefore, 

can be excluded from the problem solution. 

The parameters learning problem can be stated as a complete-data log-likelihood function 

optimisation problem: 
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ln 𝑝(𝒙1…𝑘, 𝒛1…𝑘|Θ) = ln 𝑝(𝒙1|Θ) +∑ln 𝑝(𝒙𝑖|𝒙𝑖−1, Θ) +

𝑘

𝑖=2

∑𝑝(𝒛𝑖|𝒙𝑖)

𝑘

𝑖=1

→ max
Θ
 , 

(8) 

where Θ denotes the parameters of the system. Alternatively, parameters can be determined by 

the model itself in the way, depending of the aim of the modelling.  

One of the prominent particular models of Bayesian filter family, which features a closed 

form solution, is the Kalman filter [37]. It assumes particular parameterisation of the Bayesian 

filter for the linear system. Consider that the hidden states 𝑥𝑘 are distributed as 𝑝(𝒙𝑘|𝒙𝑘−1) =

𝒩(𝒙𝑘|𝐴𝑘𝒙𝑘−1, 𝐵𝑘−1), 𝑝(𝒛𝑘|𝒙𝑘) = 𝒩(𝒛𝑘|𝐶𝑘𝒙𝑘, 𝐷𝑘), 𝑘 > 1, where 𝒩(𝒙|𝝁, Σ) is the normal 

distribution of the hidden variables 𝒙 with mean 𝝁 and covariance matrix Σ, 𝑝(𝒙1) =

𝒩(𝒙1|𝝁1, Σ1), and 𝐴, 𝐵, 𝐶, 𝐷, 𝝁1, Σ1 are the model parameters. This model is indeed a version 

of the Bayesian filter, and it can be proven [35] that  

𝑝(𝒙𝑘|𝒛1..𝑘−1) = 𝒩(𝒙𝑘|�̃�𝑘, Σ̃k), (9) 

𝑝(𝒙𝑘|𝒛1..𝑘) = 𝒩(𝒙𝑘|𝝁𝑘, Σk), (10) 

𝑝(𝒛𝑘|𝒛1..𝑘−1) = 𝒩(𝑧𝑘|𝐶𝑘�̃�𝑘, Σk), (11) 

denoting 

�̃�𝑘 = 𝐴𝑘𝝁𝑘−1 (12) 

Σ̃𝑘 = 𝐴𝑘Σ𝑘−1𝐴𝑘
𝑇 (prediction step), (13) 

and then, using notation from (12) and (13) 

𝒗𝑘 = 𝒛𝑘 − 𝐶𝑘�̃�𝑘, (14) 

𝑆𝑘 = 𝐶𝑘Σ̃𝑘𝐶𝑘
𝑇 + 𝐷𝑘, (15) 

𝐾𝑘 = 𝐵𝑘Σ̃𝑘𝑆𝑘
−1, (16) 

𝝁𝑘 = �̃�𝑘 + 𝐾𝑘𝒗𝑘, (17) 

Σ𝑘 = Σ̃𝑘 − 𝐾𝑘𝑆𝑘 𝐾𝑘
𝑇 (update step). (18) 

The full proof of these equations is widely known and given in many tutorials like [35]. The 

undoubted advantage of the model is its simplicity and exact solution. However, one of the 

largest restrictions of the Kalman filter model is an assumption of the model linearity. There 

are different ways to relax this assumption.  

To introduce the non-linear model extensions, it is convenient to represent Kalman filter 

model [35] as 

𝒙𝑘 = 𝐴𝑘𝒙𝑘−1 + 𝜺𝑘, (19) 

𝒛𝑘 = 𝐶𝑘𝒙𝑘 + 𝝃𝑘, (20) 
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where 𝑘 is an instant of time, 𝝃𝑘, 𝜺𝑘 is a normally distributed noise, 𝒙𝑘 are hidden variables at 

the time 𝑘, 𝐴𝑘, 𝐵𝑘, 𝐶𝑘 are the coefficients dependent of time. 

The Extended Kalman filter (EKF) [38] gives the solution for the non-linear problem 

𝒙𝑘 = 𝑔(𝒙𝑘−1) + 𝜺𝑘(state equation), (21) 

𝒛𝑘 = ℎ(𝒙𝑘) + 𝝃𝑘(measurement equation). (22) 

Here one can see that the Kalman filter addresses a particular case of the extended 

Kalman filter model. The EKF problem is solved by linearisation of the filtering equations, 

thus making them analogous to the Kalman filter. The solution uses first-order Taylor series 

approximation around the state expectation 𝝁𝑘−1: 

𝑔(𝒙𝑘−1) ≈ 𝑔 (𝝁𝑘−1) + 𝐴𝑘(𝒙𝑘−1 − 𝝁𝑘−1), (23) 

𝐴𝑘 = ∇𝑓(𝝁𝑘−1), (24) 

where ∇ is a vector differential operator (nabla operator). 

For the measurement equation, the similar approximation is applied: 

ℎ(𝒙𝑘) ≈ ℎ(�̃�𝑘) + 𝐶𝑘(𝒙𝑘 − �̃�𝑘), (25) 

where  

𝐶𝑘 = ∇ℎ(�̃�𝑘). (26) 

In all other aspects, the EKF exploits the general results for Kalman filter as it is described in 

formulae (9)-(18); �̃�𝑘 is also understood in sense of the previous Kalman filter description.  

Another way of linearisation is provided by the Unscented Kalman filter (UKF), 

featuring the unscented transform. It deterministically builds a set of so-called ‘sigma points’, 

which give sufficient statistics for the corresponding Gaussian distribution. The sigma points 

𝑝∗ for normal distribution 𝒙 = 𝒩(𝝁, Σ) are defined [39] as  

𝒑0 = 𝝁, (27) 

𝒑𝑖± = 𝝁 ± (√(𝑛 + 𝜆)Σ)
𝑖
, 𝑖 = 1. . 𝑛. (28) 

Here 𝑛 is the dimensionality of the vector space for the normal distribution, 𝜆 =

𝛼2(𝑛 + 𝛽) − 𝑛, and 𝛼, 𝛽 are the model parameters. Then the random distribution is 

transformed via generally non-linear function 𝒙𝑘 = 𝑔( 𝒙𝑘−1).  

𝝁𝑘 = 𝑤𝜇
0𝑔(𝒑0,) +∑𝑤𝜇

𝑖+𝑔(𝒑𝑖+
𝑛

𝑖=1

) +∑𝑤𝜇
𝑖−𝑔(𝒑𝑖−)

𝑛

𝑖=1

, 
(29) 

Σ𝑘 = 𝑤𝑐
0𝐶𝑘

0 +∑𝑤𝑐
𝑖+𝐶𝑘

𝑖+

𝑛

𝑖=1

+∑𝑤𝑐
𝑖−𝐶𝑘

𝑖+

𝑛

𝑖=1

, 
(30) 
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𝐶𝑘
∗ = (𝑔(𝒑∗,) − 𝝁𝑘)(𝑔(𝒑

∗,) − 𝝁𝑘)
𝑇 , (31) 

𝑤𝜇
0 =

𝜆

𝑛 + 𝜆
,𝑤𝑐

0 =
𝜆

𝑛 + 𝜆
+ (1 − 𝛼2 + 𝛽), 

(32) 

𝑤𝑐
𝑖± = 𝑤𝜇

𝑖± =
1

2(𝑛 + 𝜆)
, 𝑖 = 1. . . 𝑛. 

(33) 

Here 𝒑𝑖− are obtained from 𝝁𝑘−1 and Σk−1. 

The full derivation is out of the scope of this thesis chapter, however it can be found in 

miscellaneous sources like [39]. 

 Multiple object tracking filters 

The problem formulation, described in the previous section, is quite general, nevertheless 

it does not address many practical problems [51] such as: 

- multiple objects tracking (at least if data association mechanism is not defined) 

- object tracking with clutter, i.e. measurements which are not relevant to the object 

appearance 

- object tracking with manoeuvring (at least neither it allows to switch between models 

nor provides a framework for dynamic evolution of a single model) 

Therefore, there are two ways to take these problems into account: 

a) reject Bayesian filter model and replace it with an alternative one, in the most radical 

case, propose ad-hoc solution for the particular problem; 

b) add the missing parts of the model or generalise it in such a way that takes into account 

the complications of the problem as well. 

Non-Bayesian filtering techniques can be based on such well-known algorithms as TLD 

[26], which features optical flow tracking jointly by classifier trained for previous appearances 

of the same object. The problem of data association can be solved by the classifier: the 

classification rediscovers the object based on their appearance. The algorithm can be 

implemented as separate tracking procedures for each of the objects, but in order to rationally 

utilise the computational resources, the feature extraction stage needs to be shared between all 

the objects. However, the algorithm does not provide an initial detection model. This means 

that it is still needed to provide a separate algorithm for object detection. Another problem is 

that the TLD algorithm is domain specific, it means that it is defined for video object tracking 

only. Another possible approach is to use non-parametric density estimation methods, 

described in the next section. 

The description of the Bayesian filtering techniques starts from the case of multiple target 

tracking, when the initial tracking positions are known. Then it is possible to create a single-



26 

 

target Bayesian filter, i.e. Kalman filter, for each of the OoIs, using the measurements which 

are the closest to it (the OoI). This approach is widely used, but it has noticeable drawbacks. 

First, the approach needs modifications if there is any possibility of missing measurements (i.e. 

if the objects’ measurements are not present at least in one of the stages), otherwise it will lose 

the track on the first measurements loss. Second, if there is a possibility of close interaction 

between the targets, there is no mechanism to prevent target switching, as it does not take into 

account existence of other targets. In other words, if the erroneous measurements are assigned 

or if the measurements are absent, it affects all subsequent tracking unless the approach is 

combined with data association algorithms.  

Therefore, there is a strong need in multi-target data association algorithms which are 

capable of assigning the measurements to the targets and determining that the measurements 

are missing for the current objects at certain stage. Most known models of such kind are 

Multiple Hypothesis Tracker (MHT) [43] and Joint Probabilistic Data Association (JPDA) 

[44]. Where additionally there is no initial position known and there is clutter, there is also an 

evident need in the detection model as well. For manoeuvring objects tracking, i.e. when the 

objects’ model changes in time, the selection of the most appropriate model needs to be 

provided. As an example, it can be Markov chain of trackers fitted to some particular sub-

model.  

MHT data association model [43] generates a set of hypotheses about associations 

between measurements and targets including those associations in the past stages, with 

corresponding probability of correctness for each of the hypotheses. The final posterior 

distribution is built as a mixture of distributions for each of the hypotheses with weights, 

showing hypotheses’ probabilities. The problem with this method is the exponential growth of 

the hypotheses quantity, as the retrospective association is taken into account. To cope with it, 

there is a need to (heuristically) prune the hypotheses with small probability. 

JPDA data association model [44] does not reassess the past associations; instead, it 

recursively updates the previous hypothesis, assigning probability of measurement association 

with each of the targets. Therefore, the method does not need to maintain a set of hypotheses, 

but, instead, it updates a single hypothesis, derived from the previous stages.  

Additionally, there is a family of pointillist filters, and, in particular, widely renowned 

PHD filter [45]. In contrast to MHT or JPDA associations, these filters do not explicitly provide 

neither target tracks nor target associations, but, the detection mechanism is built into the 

model.  Instead, they compute the intensity map over target space, which provides density of 
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the targets in each point of the space. The intensity maps integral over all the space is finite and 

gives the estimated number of the targets. However, they can also be coupled with methods 

providing target tracks associations, which is beyond the scope of this thesis.  

 Non-parametric density estimation techniques for tracking 

As an alternative to Bayesian tracking, there are non-parametric density estimation 

techniques for tracking, e.g. described in [47] and developed further in [52]. 

There exists widely renowned density estimation method, which is based on the kernel 

trick. This technique is referred to as Kernel Density Estimation (KDE) [53] and can be applied 

to either univariate or multivariate distributions and gives the following estimation of the 

probability distribution 𝑝(𝒙) based on data:  

𝑝(𝒙) =
1

𝑁
∑𝐾(𝒙, 𝒙𝑖),

𝑁

𝑖=1

 

(34) 

where 𝒙 is the approximation point, and 𝒙𝑖, 𝑖 = 1…𝑁, is a set of data samples from the 

probability distribution under approximation, 𝐾(𝒙) ≥ 0, ∫ 𝐾(𝒙) = 1. The last condition is the 

normalisation condition. 

The kernel function can be of various kinds. The most well-known functions are Parzen 

window kernel 

𝐾𝐿(𝒙, 𝒚) = {
1

ℎ𝐷
,

‖𝒙 − 𝒚‖

ℎ
≤
1

2
,

0, else,
 

(35) 

where ℎ  is the window size parameter, or Gaussian window kernel 

𝐾𝐺(𝒙, 𝒚) =
1

√2𝜋ℎ
exp(−

‖𝒙 − 𝒚‖2

2ℎ2
), 

(36) 

where ℎ is the standard deviation parameter.  

The ARTOT method, described in [47] and [54], aims to avoid the parameters 

dependency, such as the ℎ parameter, as well as recursive incremental description. It estimates 

data density value according to the equation  

𝐷(𝑥) =
1

1 + ‖𝒙 − 𝝁𝑘‖2 + X𝑘 − ‖𝝁𝑘‖2
. 

(37) 

Here, the training data sequence {𝒙1, … 𝒙𝑘} is considered, 𝝁𝑘 is a mean value for the data 

set of 𝑘 samples, and Σ𝑘 is the mean of the squared data samples vectors. 

The mean of data and squared data are updated according to the following equations: 

𝝁1 = 𝒙1, 𝝁𝑘 =
(𝑘 − 1)

𝑘
𝝁𝑘−1 +

1

𝑘
𝒙𝑘, 

(38) 
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X1 = ‖𝒙1‖
2, X𝑘 =

(𝑘 − 1)

𝑘
X𝑘−1 +

1

𝑘
‖𝒙𝑘‖

2, 
(39) 

where (X𝑘 − ‖𝝁𝑘‖
2) can be interpreted as a variance of the data norm. 

In ARTOT method [47], [54], the density is calculated for each of the pixels, also the 

mean and variance of the density are calculated: 

mean: �̅�𝑘(𝒙) =
𝑘 − 1

𝑘
�̅�𝑘−1(𝒙) +

1

𝑘
𝐷𝑘(𝒙), �̅�1(𝒙) = 𝐷1(𝒙), 

(40) 

mean of the squared value: 

 �̅�𝑘
2(𝒙) =

𝑘 − 1

𝑘
�̅�𝑘−1
2 (𝒙) +

1

𝑘
[𝐷𝑘(𝒙)]

2, �̅�1(𝒙) = [𝐷1(𝒙)]
2, 

(41) 

variance: [ 𝜎𝐷𝑘(𝒙)]
2
= �̅�𝑘

2(𝒙) − (�̅�𝑘(𝒙)) 
2. (42) 

Then, the event of sudden change of the density more than on 𝜎𝐷𝑘(𝒙) is considered.  If 

it occurs, then it is recognised as a moving object presence event. It constitutes the detection 

stage in the algorithm .The tracking in this method is made by matching Scale Invariant Feature 

Transform (SIFT) descriptors of the points of interest [48]. 

2.1.3 Optical flow: the necessary supplement to video object tracking 

The optical flow concept was proposed by the psychologist James J. Gibson in 1950 

amongst other contributions on video perception [60]. The subsequent scientific works on 

optical flow affected not only theoretical psychology studies, but also computer vision 

applications. The video tracking often requires to define a correspondence between the same 

points, depicted on different frames. To estimate the motion of the whole object, we need to 

consider the movement of its individual points.  

Optical flow methods estimate the video frame points’ velocities in video frame co-

ordinate system. These methods are divided into two groups: 

i) dense, and 

ii)  sparse.  

The methods from the first group calculate the velocity map for all points within the image, 

while those from the second group  estimate velocities for some pre-specified set of points 

only, where the number of elements in this set is much less than the total amount of points on 

the image. Usually, the points are selected using the criteria of their conformity with the 

background estimation models.  

One of the widely renowned dense optical flow estimation methods is Horn-Schunck 

method [55]. It is based on the optimisation problem for the energy functional defined for the 

image 𝐼(𝑥, 𝑦) as 
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𝐸 = ∫∫(
𝜕𝐼(𝑥, 𝑦)

𝑑𝑥
𝑢(𝑥, 𝑦) +

𝜕𝐼(𝑥, 𝑦)

𝑑𝑦
𝑣(𝑥, 𝑦) +

𝜕𝐼(𝑥, 𝑦)

𝑑𝑡
)

2

 d𝑥 d𝑦 + 

+∫∫𝜅2(‖∇𝑢(𝑥, 𝑦)‖2 + ‖∇𝑣(𝑥, 𝑦)‖2) d𝑥 d𝑦 → min
𝑢,𝑣
, 

(43) 

where 𝜅 is the regularisation constant, and 𝜅2(‖∇𝑢(𝑥, 𝑦)‖2 + ‖∇𝑣(𝑥, 𝑦)‖2) is a Tikhonov 

regularisation term. The equations are solved using iterative scheme, which is described in 

[55]. 

Lucas-Kanade method [56] is an example of sparse optical flow approach. In this method, 

the following system of linear equations is considered for each of the points: 

𝐴𝑉 = 𝐵, (44) 

𝐴 =

[
 
 
 
 
𝜕𝐼(𝑥1, 𝑦1)

𝜕𝑥

𝜕𝐼(𝑥1, 𝑦1)

𝜕𝑥… …
𝜕𝐼(𝑥𝑛, 𝑦𝑛)

𝜕𝑥

𝜕𝐼(𝑥𝑛, 𝑦𝑛)

𝜕𝑥 ]
 
 
 
 

, 𝑉 = [
𝑉𝑥
𝑉𝑦
] , 𝐵 =

[
 
 
 
 −
𝜕𝐼(𝑥1, 𝑦1)

𝜕𝑡…
𝜕𝐼(𝑥𝑛, 𝑦𝑛)

𝜕𝑡 ]
 
 
 
 

.  

(45) 

In this case, the points 𝑥1…𝑥𝑛 are the points in the vicinity of the point of interest, and 

we are aiming to find the vector 𝑉. Obviously, as the linear equations system has more 

equations than variables, it is proposed to apply the least squares analytical optimisation 

method instead.  

To increase the stability of the algorithm, such techniques are exploited using pyramidal 

subsampling [57].  In this method, the pyramid is built for the image, where the upper (0-th) 

layer is a source image in its original resolution, and each of the lower layers is built as a 

subsampling of the previous one. Then, starting from the lowest level, it is possible to estimate 

the optical flow and then enhance the estimation on each of the stages.  

2.2 Detection and recognition methods survey 
Pattern recognition problems aim to assign the labels to the objects or their parts, given 

sensor measurements corresponding to them. This set of problems are divided on different 

branches, from which clustering, classification and regression are in the scope of this research. 

To illustrate the difference between these problems, a few examples can be given. First, 

given images of digits (0…9), one can assign digit label to each of the images. Such kind of 

the problems, where the labels are pre-defined, are often described in terms of supervised 

learning, i.e. classification or regression, where the classifier is adjusted, or trained, on some 

given training data set. A very peculiar case of classification problem is one class classification, 

dubbed as anomaly or outlier detection, where there is a prior knowledge only on one of the 

object classes, usually predominant in the training set. Then the model assesses conformity 

with these classes and considers all the remaining elements as a clutter. It is the assumption of 
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this approach that the model will be general enough to conform to the recognition data set, 

which is, generally speaking, different from training data set.  

Semi-supervised techniques, such as reinforcement learning, rely on partly available 

labelling.  It means that the labelling is available for small percent of the data or the labelling 

‘oracle’ can say ‘correct’ or ‘not correct’ only after the algorithm execution for the input vector.  

The motivation of these models can be to avoid extensive training set generation for detection 

quality improvement.  

Another problem appears when the data from the sensor are not labelled at all (e.g. 

because of the prohibitively large training data set). And even more, the labels may not be 

defined at all, and the problem is to separate it into reasonable (w.r.t. some criteria) subsets. In 

this case, it can be solved by a clustering problem. For example, it can be an image grouping 

according to some pre-defined similarity and within some pre-defined feature space, aimed to 

group images of similar objects. These approaches can complement each other: clustering may 

be used as a preliminary stage before the classification. 

Object detection is a particular application of pattern recognition techniques, which aims 

to distinguish the data relevant to the OoI from the sensor data. The problem is often solved by 

means of classification between the OoI appearances and all other measurements, which are 

referred as clutter. For example, vehicle brand logo detection problem can be stated as a 

classification between the logo and non-logo images. More generally, the application of pattern 

recognition for pictorial information is described in section 2.2.1, one of the particularly 

noticeable example of object detection algorithms, pattern matching, is discussed in section 

2.2.8. 

Pattern recognition history is closely connected with the computer systems evolution. 

First propositions and implementations of automatic pattern recognition were proposed in 

1950s, along with the rise of neurophysiologist studies [58]. In these studies, the aim was not 

to present some algorithm or framework, capable of solving particular or general recognition 

problems, as it is widely considered in contemporary computer science, but to model brain 

operation in principle as a part of human brain operation studies. This area, firstly developed 

by neurophysiologists, has given a simultaneous rise to a large class of recognition models – 

neural networks, which were introduced into emerging computer science. As a result, the 1970-

1980s were marked with intensive development of neural networks for pattern recognition. 

These networks, which are discussed further in section 2.2.2, gained both theoretical and 
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practical popularity, because they provided a universal framework for pattern recognition 

problems, predominantly classification.   

Another part of studies was devoted to decision trees, which are discussed in section 

2.2.3. These studies were aimed to state the decision based on some sequence of rules, given 

by a tree walk, where each of the nodes performs elementary data mining operation.  

Another popular data mining framework, Support Vector Machines (SVM), was founded 

by Vapnik, Lerner and Chervonenkis in 1960s [96], [97], but was undeservedly forgotten until 

the beginning of 1990s. The initial method was proposed for binary classification problem, but 

there are versions for clustering, regression and multiclass classification. The method considers 

the binary classification as between-class margin maximisation, which can be represented as a 

quadratic programming problem. This group of methods, based on SVM, is described in section 

2.2.4. 

Another branch, fuzzy logic, arose from fuzzy set theory proposal by Lotfi Zadeh in 1965 

[59].  The branch has initially emerged as an extension of the Boolean algebra, where the binary 

answer ‘true’ or ‘false’ is replaced by the normalised quantity of belonging to one of two 

classes. This branch, further described in section 2.2.5, has an astonishingly large range of 

practical applications, including standard pattern recognition problems, but also automatic 

control theory and robotics.  

Data clustering is an important group of techniques amongst the overall pattern 

recognition branch. In the scope of this work, particularly important techniques are 𝑘-means 

and deeply connected with them Gaussian mixture models together with the EM algorithm, 

used for maximum likelihood optimisation for Gaussian mixtures. These techniques, together 

with a brief review of spectral clustering, are presented in section 2.2.6.  

From data clustering problem one particular practical problem has split, related to image 

analysis: image segmentation. The image segmentation problem is discussed in different ways 

in the literature, and considering the scope of the proposed algorithms in the thesis, a few of 

contemporary segmentation methods are observed in section 2.2.7. 

One of the biggest challenges for pattern recognition methods, including those observed 

before, is feature extraction, described in section 2.2.9. For some algorithms, it can be 

incorporated to the algorithm (like in convolutional neural networks), and for other ones, it is 

built independently. Some of them are general, other ones are suitable for some particular 

application, which can be often effective especially in the case of lack of resources (like 

embedded platforms). 
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2.2.1 Object detection methods review 

For several decades object detection has been remaining an active research area. The 

approaches for this problem can be divided by several ways. Some of them are domain-specific, 

i.e. they rely on the particular models’ assumptions, some of them are general, based on the 

common methods of machine learning and independent of the particular practical problem. 

This section is aimed to show the brief retrospective of video object detection techniques and 

at the same time show the contemporary place of pictorial object detection in a scope of overall 

pattern recognition.  

Object detection can be divided into two groups of methods: supervised (referred as 

segmentation) and unsupervised. On the other side, the methods can be data driven, i.e. the 

model is a function of some data set, or can be expert-driven, where the opinion of the experts 

is expressed in some (mathematical) model. The choice of the model should be justified by 

particular practical problem properties and a number of factors, such as computational 

resources, memory consumption, adequacy of the model to the practical problem, and many 

others.  

The geometrical methods for machine object detection and scene understanding appeared 

in 1960s. Lawrence G. Roberts developed in his PhD thesis [185] solid polyhedrons recognition 

methods, based on vectorisation of the image containing solid primitive. Sobel-Feldman [62] 

operator, proposed in 1968, and Prewitt [63] operator, proposed in 1970, provided simple, but 

very productive ideas of object contrast edges detection which lead to substantial progress in 

geometrical image understanding. In parallel, various template matching techniques were 

developed. One of the well-known works in this direction was part-based model, proposed by 

Fischler and Elschlanger in 1973 [186]. In this method, the object was recognised by separate 

pattern matching of the parts of the image rather than all the pattern. The developments based 

on pattern matching and geometrical image understanding, along with general machine 

learning techniques developments, as neural networks, described in section 2.2.2, or 

MacQueen’s 𝑘-means algorithm [61], described in section 2.2.6.1, determined the object 

detection techniques for quarter century. The area of interest has changed dramatically in the 

last two decades, when various image descriptors have appeared, such as Scale Invariant 

Feature Transform (SIFT) [48], Speeded Up Robust Features (SURF) [64], Binary Robust 

Invariant Scalable Keypoints (BRISK) [65], region descriptor Maximally Stable Extremal 

Regions (MSER) [66], model-based feature descriptors [67], and trainable feature descriptors 

[68], which are all reviewed in section 2.2.9. Now they are widely combined with well-known 
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machine learning techniques such as boosting trees, SVMs and neural networks, described in 

sections 2.2.2, 2.2.3, 2.2.4, respectively.   

2.2.2 Neural networks review 

The neural networks ideas arose from brain studies, which attracted researchers on from 

time immemorial. In the middle of the 20th century, whilst the electrical circuits were growing 

more compound, the ideas of creating artificial neural networks, modelling the natural ones 

and aimed to resolve perception and recognition problems, similar to those faced by human 

beings, appeared. One of the first well known mathematical models of the neurons, 

implemented in electrical circuits, was Threshold Logic Unit, proposed by Warren McCulloch 

and Walter Pitts in 1943 [69]. This neuron employed Heaviside step function model, working 

as a threshold. But the real interest to the neural networks theory was awakened by Donald 

Hebb’s book ‘The Organization of Behavior’ [70]. One of the pioneering neural networks 

models, using McCulloch-Pitts neuron models was perceptron, proposed by Frank Rosenblatt 

[71].  

Here the perceptron algorithm is described in order to outline its relation to Support 

Vector Machines, described in section 4.3.2. The perceptron algorithm was first proposed by 

Frank Rosenblatt [71] in 1962, and now it is used for various classification problems. This 

neural network consisted of the linear model accompanied with the non-linear threshold 

function responsible for the model output:  

𝑓(𝒙) = sign [𝒘𝑇𝜑(𝒙)], (46) 

where 𝒙 is the input vector, 𝜑(𝒙) is feature transformation, 𝒘 are the weights. The sign of the 

function determines the objects’ class (let 𝑓(𝒙) = 1 be class A and 𝑓(𝒙) = −1 be class B). To 

train the classifier, one need to state the optimisation problem, minimising the classification 

error for the model. One can see that the maximisation of sum of correctly classified objects 

cannot be carried out using gradient descent because this sum is not continuous but piecewise 

constant function of 𝒘. On the other side, for each of the patterns, the misclassification error 

for the pattern can be given as max(0,𝒘𝑇𝜙(𝒙𝑖)𝑦𝑖), where {𝑥𝑖}, 𝑖 = {1…𝑛},  is the training set 

and 𝑦𝑖 ∈ {−1, 1}, 𝑖 = {1…𝑛}, is the correct class label. One can see that the error will be 

positive if and only if the input vector is classified correctly.  The corresponding minimisation 

problem is  

𝐸(𝑤) = −∑max(0, 𝒘𝑇𝜙(𝒙𝑖)𝑦𝑖)

𝑛

𝑖=1

→ min
𝐰
 . 

(47) 
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It is still non-differentiable and cannot be optimised analytically, but at least stochastic gradient 

descent can be applied. After then, various model extensions, called as multilayer perceptron 

[72], were proposed to allow multiple class classification as well as defining much wider, non-

linear classes of interclass boundaries using a chain of perceptrons. 

One of the pioneering artificial neural networks, designed for the practical application, 

referred as ADALINE/MADALINE and based on the Least Mean Squares algorithm [73], was 

proposed by Bernard Widrow and Marcian Hoff in Standford University in 1962 [74]. 

However, these networks were created in condition of extremely limited hardware 

resources, which did not allow to build the models adequate to complex practical problems. In 

1970s and 1980s the situation with the computational resources improved enough for new, 

more complicated neural networks. Based on the developing neuroscience achievements [75], 

Self-Organising Maps (SOM) were proposed by Teuvo Kohonen [76]. Another significant 

contribution, shedding a light on associative memory, was John Hopfield’s Hopfield network 

[79]. Convolutional networks began to appear at this time, beginning from the works by 

Kunihiko Fukushima [77]. Later they were significantly improved by Yann LeCun and other 

researchers [78]. These networks are characterised by composite structure composed of many 

layers, often with non-homogeneous layers (i.e. each of the layers is designed for particular 

function, e.g. feature extraction or smoothing). The training is often made layer-wise, i.e. there 

is no training for all the network at the same time but for separate layers only which hindered 

global optimisation of the network structure.  

Nowadays, there are many neural networks designed for object detection and recognition. 

Seemed to be out of attention for some time, the convolutional networks began to develop 

extensively during the last decade, enabling new opportunities of recognition between 

hundreds of object classes [80]. While the first models, developed in 1980s, suffered from 

intensive manual parameterisation (which, however, can be replaced by cross-validation that 

gives better statistical grounds for parameterisation but barely more tractable), state-of-the-art 

networks provide better generalisation whilst using parameters learnt from data.  

Spiking neural networks theory is also developing at this time.  The ideology behind this 

group of models is to increase the realism of the models of natural neural networks by artificial 

ones. These networks are not prepared yet for practical applications but are used more for 

neurophysiological studies. However, extensive research is being carried out by different 

contributors [81], [82], including NeuCube model by Nikola Kasabov, [83], and Steve Furber’s 

SpiNNaker project in Manchester University [84]. 
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On the border between fuzzy systems and neural networks, the neuro-fuzzy system 

branch has emerged [85], [86], [87]. It incorporates evolving systems which are capable of 

‘adopting’ to the pattern change during the time in the data sequences, based on both the ideas 

of fuzzy rule systems and neural networks.  

Nowadays, despite the rise of other pattern recognition methods, described in this review, 

neural networks, notably simple perceptron-based models and complex convolutional 

networks, are still popular and serve various purposes, from primitive well-separable data 

classification to pattern classification problems defined for hundreds or (sometimes) even 

thousands of classes [88]. They serve to a wide range of practical models, ranging from ECG 

analysis [89] to robotics [90].  

2.2.3 Decision trees 

Decision trees are classification and regression algorithms, mapping the data from the 

input vectors in the feature data space to the output labels, or, possibly, regression values, using 

the multi-stage partitioning scheme. For this purpose, the system is organised into the tree, each 

node of which represents some elementary classification or regression algorithm. The output 

values are mapped to the leaves.  

The most evident idea behind the decision trees is to map some expert knowledge to the 

form of the tree, which was used from time immemorial (see Figure 2).  

 

Figure 2 Classification of the states of ‘being’, Electorium magnum, by Thomas le 

Myésier, around 1323 (borrowed via [187] from [188]). 
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Probably the most straightforward strategy is to compose a tree-like structure for dividing 

the data space by thresholds to provide piecewise-linear dividing surface, e.g. ensured by expert 

knowledge. For example, in Figure 3 one can see both two-dimensional space representation 

(where vector 𝒙 from this space is represented by its co-ordinate projections (𝑥1, 𝑥2)) and the 

corresponding decision tree model. 

 

Figure 3 Example of the decision tree with the corresponding feature space 

However, models, based on the thresholds, are highly restrictive as they assume a finite 

set of the data types and limited choice of barriers, whilst the real data may vary tremendously. 

Also, as it is expert driven, it is ordained to be subjective. Hence, when applying to 

classification problems, expert-driven decision trees are an appropriate solution only for some 

trivial problems with unknown ‘ground truth’ dividing surfaces deemed to be simple.  

As an alternative, one can consider more complex classifiers on each of the stages with 

non-linear borders, but the question arise about the universal automatic procedure of decision 

tree building. As it was with many other systems, since the appearance of computers the keenest 

idea was to automatise the tree building considering as a tree of independent models. The 

following ideas of automation have arisen during the last decades: 

- committee methods is a large group of methods, based on the idea of unification of the 

answers from several independent models [91], e.g. by averaging the responses from 

the models;  

- (threshold-based) classification and regression trees [92] is an approach for automatic 

building (and, what is also important, pruning) of the threshold-based trees like depicted 

in figure 3;  

- boosting [93] proposes the structure, based on chain of models, where the next model 
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enforces the previous one in order to tackle misclassification.  

Boosting methods are being successfully used in machine learning applications because 

they provide a regular way to combine many hundreds or even thousands of classifiers on each 

of the stages. One of the prominent examples of this approach, Viola-Jones algorithm, was 

proposed in 2001 [8] for face recognition, using many primitive Haar classifiers [94] with 

AdaBoost boosting algorithm [95].  

 

Figure 4. Haar-like features graphical representation. 

The idea of feature extraction, exploited by this algorithm, is astonishingly simple and 

nevertheless is proven to be effective for the practical applications. In this algorithm, different 

sub-windows of the fixed size (e.g. 24 × 24) are selected. For each of these windows, Haar-

like features are selected. The features divide the pixels into two groups, and then subtract one 

group from the other. Different partitions are acceptable. In the original Viola-Jones algorithm, 

the data is partitioned on left and right half-window, top and bottom, on central and peripheral 

parts, or diagonally (Figure 4): 

𝑓𝑖(𝐼(𝑥, 𝑦)) = ∫ 𝐼(𝑥, 𝑦)𝐷𝑖(𝑥, 𝑦)d𝑥, (48) 

where 𝐼(𝑥, 𝑦) is an two-dimensional image, 𝑓𝑖(𝐼(𝑥, 𝑦)) is the 𝑖-th feature extraction function, 

and 𝐷𝑖(𝑥, 𝑦) is a discriminantative function of the data, 𝐷𝑖(𝑥, 𝑦) ∈ {−1, 1}, where the value of 

𝐷𝑖(𝑥, 𝑦) corresponds to the colour in Figure 4. 

If one takes all possible sliding windows of the given size with a set of Haar-like features, 

the dimensionality of such feature space and the complexity of the classifier training is 

prohibitively huge. Hence some preliminary feature selection method is needed. The selection 

of features together with the decision tree building can be made by the boosting algorithm, like 

AdaBoost [95].  

2.2.4 Support Vector Machines 

Support Vector Machines (SVM) appearance is dated back to 1963, when Generalised 

Portrait Method [96] was proposed by Vladimir Vapnik and Alexander Lerner.  After then, 
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several papers appeared during almost thirty years of Vladimir Vapnik’s co-operation with 

Alexey Chervonenkis [97], but the method was undeservedly overlooked for decades.  The 

genuine popularity came along with the SVM algorithm formulation featuring kernel trick [98]. 

Since this article the algorithm has become enormously popular both with and without kernel 

trick, resulting in formulation of various extensions, including those for regression [99], 

structured learning [100], multi-class classification [101], and even clustering [102]. Due to the 

kernel trick, kernel engineering contributed significantly to the popularity method, [103]. 

Below the method’s description is given.  

First, consider a two class classification problem, where 𝑘 is a number of data samples, 

𝛺𝐿 = {𝒙1, 𝒙2, … , 𝒙𝑘} is a training data set, Υ = {−1, 1} is the class labels set, there exists some 

labelling function Ψ(𝒙𝑛) = 𝑡𝑛, 𝑛 ∈ [1…𝑘]. Contrary to the perceptron classifier, described in 

section 2.2.2, which is used for the same problem formulation, here the linear separating 

hyperplane is selected using margin maximisation instead of the error minimisation criterion 

for perceptron. First, consider that the data set is linear separable, it means that there exists a 

hyperplane which exactly divides points of the given classes. The separating hyperplane 

criterion is functionally formulated as follows: select the hyperplane which has the largest 

distance from both the closest training set elements. One can prove that this hyperplane will be 

equidistant from both data sets [200]. All these considerations can be summarised in the 

following margin optimisation problem [200]: 

1

‖𝒘‖
min
𝑛
[𝑡𝑛(𝒘

𝑇𝜙(𝒙𝑛) + 𝑏)] → max
𝒘,𝑏

 . 
(49) 

Here 𝑦(𝑥) = 𝒘𝑇𝒙 + 𝑏, and 𝒘, 𝑏 are the hyperplane parameters, and 𝜙(𝒙𝑛) is a feature 

mapping from the data set space to the features vector space. However, this problem 

formulation is still difficult for optimisation. One can mention that the coefficients 𝒘 can be 

rescaled. Then one can declare 

min
𝑛
[𝑡𝑛(𝒘

𝑇𝜙(𝒙𝑛) + 𝑏)] = 1 (50) 

that corresponds to the points closest to the separating hyperplane.  

Then the optimisation problem can be formulated as  

1

‖𝒘‖
→ max

𝒘,𝑏
 , 

(51) 

𝑡𝑛(𝒘
𝑇𝜙(𝑥𝑛) + 𝑏) ≥ 1. (52) 

Finally one can notice that it is equivalent to the quadratic programming problem [200] 

1

2
‖𝒘‖2 → max

𝒘,𝑏
 , 

(53) 
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𝑡𝑛(𝒘
𝑇𝜙(𝑥𝑛) + 𝑏) ≥ 1. (54) 

Then, it is necessary to generalise this formulation to non-separable classes, e.g. there exists no 

hyperplane that exactly divides two classes. For this purpose special slack variables are 

introduced that have non-zero values when the data points are out of their classes’ boundaries.  

The version of the problem statement for non-separable, or overlapping, classes, referred as 𝐶-

SVM, can be stated as follows:  

1

2
‖𝒘‖2 + 𝐶∑Ξ𝑛

𝑘

𝑛=1

→ min
𝒘,𝑏,Ξ𝑛

, 
(55) 

𝑡𝑛𝑦(𝒙𝑛) ≥ 1 − Ξ𝑛, Ξ𝑛 ≥ 0, 𝑛 = 1…𝑘. (56) 

Here Ξ𝑛 is a slack variable for the data point 𝒙𝑛, 𝐶 is a parameter, usually referred as the ‘box 

constraint’ [104].  Note that, contrary to the formulation for perceptron, mentioned in section 

2.2.2, the analytical optimisation of the problem is possible as it is a quadratic programming 

problem for both formulations of the problem (53),(54) and (55), (56). 

Then one can convert the problem (55), (56) to the dual one, which allows using the 

kernel trick. For this purpose, the Lagrangian �̌�(𝛼) is to be constructed: 

�̌�(𝛼) = −
1

2
∑∑ 𝛼𝑛𝛼𝑚𝑡𝑛𝑡𝑚〈𝜙(𝒙𝑛) , 𝜙(𝒙𝑚)〉

𝑘

𝑚=1

𝑘

𝑛=1

+∑𝛼𝑛

𝑘

𝑛=1

→ min
𝛼,𝑏

 , 
(57) 

0 ≤ 𝛼𝑛 ≤ 𝐶,∑𝛼𝑛𝑡𝑛

𝑘

𝑛=1

= 0. 
(58) 

Here {𝛼𝑛} are the Lagrange multipliers.  

Denote 〈𝜙(𝒙𝑛) , 𝜙(𝒙𝑚)〉 as 𝑘(𝒙𝑛, 𝒙𝑚). 𝑘(𝒙𝑛, 𝒙𝑚) is referred as a positive definite kernel 

if it is symmetric and positive semidefinite [195]. Then, according to Mercer theorem [201], 

𝑘(⋅,⋅) can be decomposed as 𝑘(𝒙𝑛, 𝒙𝑚) = 〈𝜙(𝒙𝑛) , 𝜙(𝒙𝑚)〉 if and only if it is a kernel. 

After then, the kernel table, where each row and column corresponds to the element of 

the training set, can be calculated for non-zero elements of the sum in the Lagrangian (they will 

be margin or erroneously classified training set vectors). This representation has an advantage 

that the kernels can be defined for infinite dimensional functional spaces and hence it is 

possible to calculate kernels even for the cases where the analytical representation of the feature 

mapping 𝜙(⋅) is impossible.  

Another version of the problem is 𝜈-SVM [105]: 

1

2
‖𝒘‖2 − 𝜈𝛾 +

1

𝑘
∑Ξ𝑛

𝑘

𝑛=1

→ min
𝒘,𝑏,𝛾,Ξ𝑛

 
 , 

(59) 
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𝑡𝑛𝑦(𝒙𝑛) ≥ 𝛾 − Ξ𝑛, Ξ𝑛 ≥ 0, 𝑛 = 1,… , 𝑘. (60) 

It can be proven that the parameter 𝜈 gives the lower bound of the support vectors’ fraction and 

at the same time the upper bound for the margin vectors [105]. If 𝛾 > 0 and �̂� =
1

𝑘𝛾
, the 

problem can be proven to be equivalent to 𝐶-SVM problem[105]. 

The algorithm cannot be applied directly to multiclass problems, however there are a 

plenty of technical methods to make it feasible. The SVM classifiers can be arranged into the 

network exploiting the principles ‘one versus all’, ‘one versus one’, or into directed acyclic 

graphs, which is actually a decision tree allowing to classify object using exactly (𝐾 − 1) 

binary SVM classifiers [106] (Figure 5).  

 

Figure 5 Direct Acyclic graph for multiclass SVM using multiple SVM classifiers [106] 

The one-class classification version of the SVM classifier was proposed in [107] for 

anomaly detection. While the problem statement modification is not dramatic and is also a 

particular case of quadratic programming, it allows using the method for broader class of 

practical tasks.  It is designed to make the best separation margin between normal and 

anomalous data using the hypersphere.  This problem can be solved using the modified 

formulation of 𝜈-SVM which separates between outlier and inlier data with maximal margin 

by the hypersphere in the feature space: 

1

2
‖𝒘‖2 +

1

𝜈𝑁
∑𝜉𝑖

𝑁

𝑖=1

− 𝜌 → min
𝒘,𝜉,𝜌

 , 
(61) 

〈𝑤, 𝜙(𝑥𝑖)〉 ≥ 𝜌 − 𝜉𝑖, 𝜉𝑖 ≥ 0, 𝑖 = 1…𝑁, (62) 

where the parameters are expressed the same way as for 𝜈-SVM.  
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2.2.5 Evolving fuzzy classifiers 

The evolving fuzzy rule based systems were initially proposed by Lotfi Zadeh in 1965 

[59]. Since then, the theory of fuzzy sets and fuzzy systems was developed. The fuzzy systems 

are a set of fuzzy rules, to each of which each of the input vectors partially belong with some 

weights between 0 and 1. Several types of rules were proposed by L. Zadeh [108] and E. 

Mamdani and S.Assilian [109] (Zadeh-Mamdani fuzzy rule system), then by T.Takagi and T. 

Sugeno in [110] (Takagi-Sugeno fuzzy rule system): 

Zadeh-Mamdani: 

𝐼𝐹 (ant𝑖(𝒙)) 𝑇𝐻𝐸𝑁 (𝑦𝑖 𝐼𝑆 𝑌𝑖), 
(63) 

Takagi-Sugeno: 

𝐼𝐹 (ant𝑖(𝒙)) 𝑇𝐻𝐸𝑁 (𝑦𝑖 = 𝑥𝑇Θ𝑖). 
(64) 

Here 𝑦𝑖 is an outcome of the 𝑖-th rule, 𝑖 ∈ [1. . 𝑁], Θ𝑖 is a design matrix for linear regression, 𝒙 

is an input data vector, and ant𝑖(𝒙) is the antecedent of the fuzzy rule. The antecedent is 

expressed the same way for both the rules as 

ant𝑖(𝒙): 𝑥
1𝑖𝑠 𝐿𝑖

1 𝐴𝑁𝐷 𝑥2𝑖𝑠 𝐿𝑖
2 𝐴𝑁𝐷 𝑥𝑛𝑖𝑠 𝐿𝑛

𝑖 , 
(65) 

where 𝑛 is a dimensionality of the vector 𝒙 = (𝑥1, 𝑥2, … 𝑥𝑛), and 𝑳𝑖 = (𝐿1
𝑖 , 𝐿2

𝑖 …𝐿𝑛
𝑖 ) is a 

reference vector for the fuzzy rule. 

Recently, AnYa-type of the fuzzy rules was proposed [111], which provides 

generalisation of Zadeh-Mamdani and Takagi-Sugeno systems’ antecedents: 

AnYa: 𝐼𝐹 (𝒙 is like 𝑳𝑖) 𝑇𝐻𝐸𝑁 (𝑦𝑖 = 𝒙
𝑇Θ𝑖), 

(66) 

where ′like′ is a predicate for belonging of the vector 𝒙 to the fuzzy rule’s context 𝑳𝑖. Here one 

should not treat multi-dimensional data component by component, but create a single predicate 

defined on vectors [111]. 

Initially, fuzzy rule systems were designed for expert-based systems making it just a more 

flexible alternative to decision trees due to weights of belonging. It seriously restricted 

applications and a range of the problems by certain automatic control problems, which could 

be solved with the fuzzy approach, until, exactly the same way as it happened with decision 

trees, effective idea of learning automation had made all the difference. With automatic fuzzy 

rules generation, it is possible to build the fuzzy systems with no preliminary knowledge about 

the data or with some very restricted, fixed amount of parameters known beforehand. In this 

context, Evolving Fuzzy Systems approach has emerged [112].  This context addresses the 
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following problems to build machine learning systems [113], where first three are folded into 

each other: 

 Incremental learning: the training algorithm does not require to re-train the model on 

the old data, when the additional new data is to be used for training;  

 Online design: the system accumulates in the memory only a limited context extracted 

from the data, not full data sets; 

 Evolving structure: the system can be adopted ‘from scratch’, without any pre-set 

structure, by incremental and decremental (i.e. deletion of some of the parts of the 

model) learning, enforcing steady patterns and rejecting anomalous ones or those which 

have not been discovered for a long time; 

 Speed and memory efficiency: the algorithm should be computationally effective 

enough for real-time data stream processing. 

Formulation of the evolving systems paradigm resulted in the development of many 

algorithms [112]. One example of the evolving fuzzy classifiers is eClass [114]. This classifier 

has been described in two versions. First of them is eClass0, featuring Mamdani-type rules 

(63), and second one is eClass1, based on Takagi-Sugeno rules (64).  

Define a data sequence 𝑋 = {𝒙1, 𝒙2, … 𝒙𝑘} from the vector space ℝ𝑚 as well as its finite 

set of labels 𝑌, assigned to each of the elements of the data sequence. The classifier training 

procedure for both of the methods is based on the introduction of the potential. The potentials 

are built upon a RDE method [115] for density estimation and has two varieties. First of them 

is global density 

𝑃𝑘(𝒙𝑘) =
1

1 +
∑ 𝑑(𝒙𝑘, 𝒙𝑖)
𝑘−1
𝑖=1

𝑘 − 1

, 
(67) 

where 𝑑(𝒙𝑘, 𝒙𝑖) is a distance or similarity between 𝒙𝑘 and 𝒙𝑙, ordinarily, but not obligatory, 

Euclidean or cosine. The second one is local density 

𝑃𝑘
𝑙(𝒙𝑘) =

1

1 +
∑ 𝑑(𝒙𝑘, 𝒙𝑖)
𝑄𝑘
𝑙−1

𝑖=1

𝑄𝑘
𝑙 − 1

, 
(68) 

where 𝑄𝑘
𝑙  is a support of, or the number of elements belonging to, the class 𝑙. It can be 

calculated recursively as it is described in [114]. 𝑖-th fuzzy rule is described by its focal point 

𝒙𝑘
𝑖,∗

. In eClass0 new fuzzy rule is created, if 

𝑃𝑘
𝑙(𝒙𝑘) > 𝑃𝑘

𝑙(𝒙𝑘
𝑖,∗) ∀ 𝑖 = 𝐿1(𝑙)… 𝐿𝑁(𝑙)(𝑙), (69) 
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where 𝐿𝑖(𝑦𝑘) are the indices of the fuzzy rules of the class 𝑙, to which 𝒙𝑘 belongs, 𝑁(𝑦𝑘) is 

the number of the fuzzy rules created for the class 𝑦𝑘.  

In eClass1 the new fuzzy rule is created, if 

𝑃𝑘(𝒙𝑘) > 𝑃𝑘(𝒙𝑘
𝑖,∗) ∀ 𝑖 = 1…𝑁,  (70) 

where 𝑁 is the total number of the fuzzy rules, 𝑁(𝑦𝑘) is the number of the fuzzy rules created 

for the class 𝑦𝑘. One can note that here the global density is used instead of local, per-class 

density. 

In eClass0 the outputs for some 𝒙 with unknown class label are derived from the ‘winner 

takes all’ rule: 

𝑦(𝒙) = arg max
𝑖=1…𝑁

𝜏𝑖(𝒙), (71) 

where 𝜏𝑖 define a fuzzy rule firing level. 𝜏𝑖 is defined as 

𝜏𝑖(𝒙) =∏exp(−
1

2
(
𝑑(𝒙𝑘

𝑖,∗, 𝒙)

𝑟𝑖𝑗
)

2

)

𝑛

𝑗=1

, 𝑖 = [1…𝑁], 𝑗 = 1…𝑚.  
(72) 

Here 𝑟𝑖𝑗 is a standard deviation from the focal point for each of the fuzzy rules, which can be 

exactly calculated recursively during the learning stage [114]. 

For eClass1, the outputs of each fuzzy rule 𝑦𝑖(𝒙)  are normalised to obtain 

�̅�𝑖(𝒙) =
𝑦𝑖(𝒙)

∑ 𝑦𝑗(𝒙)
𝑁
𝑗=1

, 
(73) 

where 𝑦𝑖(𝒙) = 𝒙Θ𝑖 , 𝑖 = 1…𝑁, 

Θ𝑖 =

[
 
 
 
Θ𝑖,01 Θ𝑖,02 … Θ𝑖,0𝐾
Θ𝑖,11 Θ𝑖,12 … Θ𝑖,1𝐾
⋮ ⋮ ⋱ ⋮

Θ𝑖,𝑚1 Θ𝑖,𝑚2 … Θ𝑖,𝑚𝐾]
 
 
 
 

(74) 

is adjusted via fuzzily-weighted RLS algorithm [116]. Here 𝐾 is a number of the classes. 

The output of eClass1 is given as 

𝑦(𝒙) =∑
𝜏𝑖�̅�𝑖(𝒙)

∑ 𝜏𝑗
𝑁
𝑗=1

𝑁

𝑖=1

. 
(75) 

The label of the class is determined as arg max
𝑖=1…𝑚

[𝑦(𝒙)]𝑖. 

Many varieties of this algorithm exist, such as DEC [117], [118], [119] and many others. 

The difference between them is mainly in the new cluster creation criteria, but some of them 

also rely on different techniques of clusters inspection, carried out to exclude old clusters, 

which are not active for a long time, from the model.  
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2.2.6 Clustering techniques 

 K-means clustering, Mixture of Gaussians and EM algorithm 

In this section, two connected clustering techniques are described. First of them, 𝑘-means 

clustering, was proposed by MacQueen in 1967 [61]. The second, EM algorithm, was 

formulated independently for applications going far beyond from the clustering problem. 

However, there is a strong connection between the EM algorithm for Gaussian mixtures, which 

is widely used for clustering, and 𝑘-means, which can be interpreted as generalisation [120]. 

The description starts with 𝑘-means algorithm. Define a data set 𝑍 = {𝒛1, 𝒛2, … 𝒛𝑁}. For 

each of the data samples, the cluster labels are assigned from the finite set 𝑌 = {𝑦1, 𝑦2…𝑦𝑀}. 

Also the indicator variable 𝛾𝑖𝑘 is introduced, 𝑖 = [1…𝑁], 𝑘 = [1…𝑀] ∶ 

{
𝛾𝑖𝑘 = 1, if 𝒛𝑖 is from the cluster labelled as 𝑦𝑘,

𝛾𝑖𝑘 = 0, else.
  

(76) 

For each of the clusters 𝑦𝑘 a prototype 𝝁𝑘 is defined. The objective function 𝑓(𝑍, 𝑌) is declared 

the following way, leading to the following optimisation problem: 

𝑓(𝑍, 𝑌) = ∑∑[𝛾𝑖𝑘𝜌(𝒛𝑖, 𝝁𝑘)]

𝑀

𝑘=1

→ min
𝑏𝑖𝑘,𝝁𝑘

,  

𝑁

𝑖=1 

 

(77) 

where 𝜌(𝒛𝑖, 𝝁𝑘) is a distance between the sample and the prototype (typically Euclidean). One 

can check that the optimisation in 𝑘-means cannot be performed by straightforward analytical 

differentiation, hence it is needed to provide an alternative optimisation procedure.  

This procedure is described as follows. Initially some arbitrary values for 𝝁𝑘  are fixed 

that enables analytical optimisation of 𝑓(𝑍, 𝑌) with respect to 𝑧𝑖𝑘 . After then the weights 𝛾𝑖𝑘 

are fixed, and 𝝁𝑘 is optimised analytically with respect to the previous values of 𝛾𝑖𝑘 . The 

algorithm is repeated until the convergence, given the previous stage values of 𝝁𝑘 to find new 

values of 𝛾𝑖𝑘. Using simple analytical optimisation technique, one can get  

𝛾𝑖𝑘 = {
1, 𝑘 = argmin

m
𝜌(𝒛𝑖, 𝝁𝑚),

0, otherwise.
  

(78) 

Then (for the Euclidean case)  

𝝁𝑘 =
∑ 𝛾𝑖𝑘𝒛𝑖
𝑁
𝑖=1

∑ 𝛾𝑖𝑘
𝑁
𝑖=1

.   
(79) 

This sequence of iterative optimisation constitutes 𝑘-means algorithm.  

It is the property of the 𝑘-means algorithm that it does not provide any weights of 

belonging for each of the clusters. In many applications it is critical to have this information as 

well, for example to improve an accuracy of the overall model which depends on the clustering. 
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For this purpose, it is possible to provide soft clustering that means assignment of weights to 

each of the elements of the data set for each cluster rather than assigning each element to 

exactly one cluster. It can be implemented using Gaussian mixture distribution [120] written 

as 

𝑝(𝒛) = ∑𝜋𝑘𝒩(𝒛|𝝁𝑘, Σ𝑘)

𝐾

𝑘=1

, 0 ≤ 𝜋𝑘 ≤ 1,∑𝜋𝑘

𝐾

𝑘=1

= 1, 
(80) 

where 𝜋𝑘 are the weights of the normal distribution, and 𝝁𝑘, Σ𝑘 are correspondingly the mean 

and the covariance of the normal distributions.  

The problem of the Gaussian mixture clustering can be represented as the approximation 

of the empirical distribution of the given data 𝑍 = {𝒛1, … 𝒛𝑛}. by the mixture of the certain 

number of Gaussians. For this purpose, one can state the maximum likelihood problem for the 

mixture of Gaussians: 

𝑝(𝑍|𝜋1…𝑘 , 𝝁1…𝑘, Σ1…𝑘) =∏(∑𝜋𝑘𝒩(𝒛𝑖|𝝁𝑘, Σ𝑘)

𝐾

𝑘=1

)

𝑁

𝑖=1

→ max
𝝁,𝜋,Σ

 , 
(81) 

∑𝜋𝑘

𝐾

𝑘=1

= 1. 
(82) 

Unfortunately, as with 𝑘-means, the problem cannot be solved in one step by analytical 

optimisation. Instead one can fix the posterior probability of the cluster 𝑘 given the data sample 

𝒛𝑛: 

𝛾𝑛𝑘 =
𝜋𝑘𝒩(𝒛𝑛|𝝁𝑘, Σ𝑘)

∑ 𝜋𝑚𝒩(𝒛𝑛|𝝁𝑚, Σ𝑚)
𝐾
𝑚=1

, 
(83) 

and then take the likelihood logarithm (it does not change  extremum because it is a 

monotonous function)  and differentiate it with respect to the parameters 𝜋1…𝑘, 𝝁1…𝑘, Σ1…𝑘, 

substituting 𝛾𝑛𝑘: 

𝝁𝑘 =
1

∑ 𝛾𝑛𝑘
𝑁
𝑛=1  

∑[𝛾𝑛𝑘𝒛𝑛]

𝑁

𝑛=1

, 𝑖 = 1…𝑘, 
(84) 

Σ𝑘 =
1

∑ 𝛾𝑛𝑘
𝑁
𝑛=1  

∑[𝛾𝑛𝑘(𝒛𝑛 − 𝝁𝑘)(𝒛𝑛 − 𝝁𝑘)
𝑇]

𝑁

𝑛=1

, 𝑖 = 1…𝑘, 
(85) 

𝜋𝑘 =
∑ 𝛾𝑛𝑘
𝑁
𝑛=1  

𝑁
. 

(86) 

As a summary, the process of the optimisation is given in two iterative steps. First of them, the 

E-step, is calculation of the posteriors 𝛾𝑛𝑘 according to the formula (83). Second of them, the 

M-step, is calculation of the parameters (𝝁𝑘, Σ𝑘, 𝜋𝑘) according to (84)-(86).  
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One can see that this approach is rather close to the one described for 𝑘-means algorithm: 

the formula (78) of the 𝑘-means corresponds to the E-step, and the formula (79) corresponds 

to the M-step of the EM algorithm.  

However, the correctness of such substitution remains unclear and from the description 

the algorithm does not look like a general approach to the likelihood optimisation. In order to 

come to the general approach and show the sketch of the correctness proof, the alternative 

interpretation of the EM-algorithm for Gaussian mixtures is considered below, followed by the 

generalised EM description. Now denote 𝑋 = {𝒙1, … 𝒙𝑁}, 𝒙𝑖 = {𝑥𝑖1, 𝑥𝑖2, … 𝑥𝑖𝐾}, where 𝑥𝑖𝑘 =

1, if the point belongs to the cluster, and 𝑥𝑖𝑘 = 0 else.  Consider the following complete log-

likelihood expectation optimisation problem [120]: 

𝔼𝑍 ln[𝑝(𝑋, 𝑍|𝝁, Σ, 𝜋)] → max
𝜇,𝜋,Σ

 , (87) 

∑𝜋𝑘

𝐾

𝑘=1

= 1. 
(88) 

After taking the logarithm one can obtain 

𝔼𝑍[ln 𝑝(𝑋, 𝑍|𝝁, Σ, 𝜋)] = 𝔼𝑍 ln∏𝑝(𝒛𝑖|𝑥𝑖)𝑝(𝑥𝑖)

𝑁

𝑖=1

= 

= 𝔼𝑍 ln∏∏𝜋𝑘[𝒩(𝒛𝑖|𝝁𝑘, Σ𝑘)]
𝑥𝑖𝑘

𝐾

𝑘=1

𝑁

𝑖=1

= 

= 𝔼𝑍 [∑∑𝑥𝑖𝑘(ln 𝜋𝑘 + ln𝒩(𝒛𝑖|𝝁𝑘, Σ𝑘))

𝐾

𝑘=1

𝑁

𝑖=1

]. 

(89) 

Finally, the expectation of the logarithm is expressed as 

𝐸𝑍[ln 𝑝(𝑋, 𝑍|𝝁, Σ, 𝜋)] = ∑∑𝛾𝑖𝑘(ln𝜋𝑘 + ln𝒩(𝒛𝑖|𝝁𝑘, Σ𝑘))

𝐾

𝑘=1

𝑁

𝑖=1

 → max
𝝁,𝜋,Σ

  
(90) 

After that analytical optimisation for the same expressions (83)-(86) should be carried out as 

discussed before. It means that the optimisation procedure, given by these formulae, is actually 

the complete log-likelihood optimisation expectation, repeated in turn with the re-estimation 

of the posterior distribution.  

The general problem, addressed by the EM algorithm, is formulated for the continuous 

variables case as follows [120]: 

𝑝(𝑍|Π) = ∫𝑝(𝑋, 𝑍|Π)𝑑𝑋

𝑋

→ max
𝑋,Π

, 
(91) 
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where Π are the parameters, Z are visible and X  are hidden variables. The discrete formulation 

is the same except the summation signs replace integration. The assumption is that the 

optimisation of the original likelihood is difficult, but the complete data likelihood optimisation 

is much simpler. Then the following decomposition is used: 

ln 𝑝(𝑍|Π) = 𝔏 (𝑝(𝑋), Π) + 𝐾𝐿 (𝑝(𝑋)‖𝑝(𝑋|Z, Π)). (92) 

Hereafter 𝔏 (𝑝(𝑍), Π) is referred as a lower bound (further description shows, why it is referred 

by this name) and is defined as  

𝔏 (𝑝(𝑋), Π) = ∫𝑝(𝑋) ln {
𝑝(𝑋, 𝑍|Π)

𝑝(𝑋)
} 𝑑𝑋

𝑋

; 
(93) 

𝐾𝐿 (𝑝(𝑋)‖𝑝(𝑋|Z, Π)) = −∫𝑝(𝑋) ln {
𝑝(𝑋|Z, Π)

𝑝(𝑋)
} 𝑑𝑋

𝑋

 
(94) 

is the Kullback-Leibler divergence [202]. 

EM algorithm is interpreted in terms of this decomposition as follows. First, on the E-

step, the lower bound is maximised with fixed parameters (i.e. 𝔏 (𝑝(𝑋), Πold)) with respect to 

𝑝(𝑋). One can prove that Kullback-Leibler divergence is non-negative, with zero if 

𝑝(𝑋|Z, Π) ≡ 𝑝(𝑋) (that explains the name ‘lower bound’) [120]. That means, given that  

ln 𝑝(𝑍|Π) does not depend on the hidden variables 𝑋, equivalence of the lower bound 

maximisation and Kullback-Leibler divergence minimisation.  

Second, on the M-step, the lower bound is maximised with respect to the parameters 

given fixed hidden variables distribution 𝑝(𝑋). It increases the lower bound and at the same 

time changes Kullback-Leibler divergence, which after then does not conform to the minimum 

conditions with respect to 𝑝(𝑋). After then, the new E-step is carried out. The procedure repeats 

until convergence (e.g. of the lower bound values or to the parameter values). To follow more 

thorough derivation, see [120]. 

One can see that this interpretation reveals that the EM algorithm is a particular case of 

the MM algorithm [166], because on each stage the approximated function is a minorisation of 

the original function, exactly equal at the start point on the iteration. The convergence 

properties of the EM algorithm in the general case are beyond the scope of this description and 

can be found in [189].  

The general EM algorithm is widely used in the proposed tracking algorithms described 

in section 3. In this section, the thorough derivation of the EM algorithm as a part of the 

proposed tracking model will be given.  
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 Spectral clustering 

Another popular group of clustering methods is spectral clustering [121]. This set of 

methods exploits similarity matrix eigenvalues analysis for the data partitioning. In this section, 

as a reference example, Shi-Malik algorithm [121] is briefly observed, which was formulated 

in 2000 for images, but can be generalised for any particular data vectors. However, the 

optimisation problem, discussed below, is only one of many problem statements, which are 

used in the spectral clustering algorithm family. Some alternative spectral clustering models 

are reviewed in [122]. One can see that any image 𝐼 can be represented as a full weighted 

undirected graph 𝐺 = (𝑉, 𝐸), where 𝑉 the graph vertices are, and 𝐸 are the edges. Each of the 

vertices from the set 𝑉 can be labelled with some features which are contained within the image 

for the pixels, typically intensity. The edges 𝐸 reflect neighbourhood relation between pixels.  

The aim is to find such a partition of the vertices set 𝑉1 ∪ 𝑉2…∪ 𝑉𝑁 = 𝑉 that gives higher 

similarity within the vertex subset, and lower similarity between the subsets.   

Consider the problem of partitioning of the data set into two subsets, A and B. Also, for 

each of the vertices 𝑣𝑖 one can assign a label 𝑥𝑖 ∈ {−1, 1}. Denote the vertices as 𝑉 =

{𝑣1, … 𝑣𝑁}, and the weights of the edges between 𝑣𝑖 and 𝑣𝑗  as 𝑤(𝑖, 𝑗). Then the weights sum 

from some particular vertex 𝑣𝑖 to all other vertices can be denoted as 𝑑(𝑖) =

 ∑ 𝑤(𝑖, 𝑗).1≤𝑗≤𝑁  Then, according to Shi-Malik algorithm, the following optimisation problem 

is stated [121]: 

−
∑ 𝑤(𝑖, 𝑗)𝑥𝑖𝑥𝑗𝑥𝑖>0,𝑥𝑗<0

∑ 𝑑(𝑖)𝑥𝑖>0
−
∑ 𝑤(𝑖, 𝑗)𝑥𝑖𝑥𝑗𝑥𝑖<0,𝑥𝑗>0

∑ 𝑑(𝑖)𝑥𝑖<0
→ min

𝑥
,   

(95) 

which represents a normalised cut cost. 

Then, denote matrix 𝐷 as 

𝐷 = [

𝑑(1) 0 … 0
0 𝑑(2) … 0
⋮ ⋮ ⋱ ⋮
0 0 … 𝑑(𝑁)

] 

(96) 

and matrix 𝑊 as  

𝑊 = [

𝑤(1,1) 𝑤(1,2) … 𝑤(1,𝑁)
𝑤(2, 1) 𝑤(2, 2) … 𝑤(2,𝑁)

⋮ ⋮ ⋱ ⋮
𝑤(𝑁, 1) 𝑤(𝑁, 2) … 𝑤(𝑁,𝑁)

] 

(97) 

This optimisation problem solution can be approximated by the second eigenvector of the 

following generalised eigenvector equation: 
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(𝐷 −𝑊)𝒚 = 𝜆𝐷𝒚, (98) 

where 𝒚 is an indication vector for data partition. In Shi-Malik algorithm, it is proven that the 

solution is given by the second smallest eigenvalue [121]. This method is proposed for binary 

clustering, but the partitioning can be repeated recursively, then the method will be capable of 

processing as many clusters as needed.  

2.2.7 Image segmentation techniques 

Image segmentation can be considered as a particular case of a more complex data mining 

problem, clustering, discussed in section 2.2.6. It is used for localisation of the image parts, 

corresponding to different areas in the image, which can represent objects of interest. However, 

as the segmentation results are obtained in unsupervised fashion, image segmentation does not 

state explicitly the appearance of the object, but gives only some rational decomposition (w.r.t. 

the model) of the image on several parts. These parts can be labelled (by another algorithm) a 

posteriori either as objects or as clutter. Together these operations constitute object detection 

problem solution that justifies the relation of the problem to this research. In this section, some 

specific groups of models for image segmentation are discussed related to the thesis scope.  

A few examples of the image segmentation applications can be given. For blood cells 

detection it seems rational to group the pixels by spatial neighbourhood and intensity, and then 

label them with respect to the area size. For text detection, segmentation algorithm can provide 

connected areas for each of the letter based on the intensity difference between the letter and 

the background (the symbols with several connected components, which are common in many 

languages, as á, ú, ы, need post-processing then). After then these components can be labelled 

as parts of the text or clutter using some features, e.g. area, horizontal or vertical dimensions. 

In this research, general purpose segmentation algorithms are considered. It means that the 

(unsupervised) image segmentation is separated from domain specific post-processing stages.  

Many algorithms take into account the conditions of intensity homogeneity. Apparently, 

the simplest segmentation algorithm to deal with (not necessary continuous) homogeneous 

intensity areas extraction is thresholding. The segmentation results can be specified for the grey 

scale image 𝐼 as: 

𝜓(𝑥, 𝑦) =  {
1, 𝐼(𝑥, 𝑦) ≥  𝜃,

0, 𝐼(𝑥, 𝑦) <  𝜃,
 (99) 

where 𝜃 is a threshold parameter, calculated according to some heuristics or by solving the 

optimisation problem like in the Otsu method [124]. In this thresholding method, the hypothesis 

is that the single threshold can be used globally image.  



50 

 

However, in some cases it is impossible because of diversity of the image. Then there is 

a need to use of an adaptive segmentation threshold 𝜃 = 𝜃(𝑥, 𝑦). For example, this threshold 

can be obtained block-wise, but it can give border effects on the blocks’ edges. To avoid this 

problem, the varying threshold can be considered according to some model. Such models can 

be stated in different ways that can be found in [139], [140].  

Another way to solve the segmentation problem is to use some standard clustering 

techniques, e.g. MacQueen’s 𝑘-means algorithm [61], discussed in section 2.2.6.1, with the 

pixel co-ordinates and intensities as clustering features, or, the same way, by any other general 

purpose clustering algorithms like those described in this thesis. 

Alternatively, one can consider either homogenous regions or contrast edges within the 

image. For region-based segmentation methods criteria of regions homogeneity and grouping 

need to be composed, for example hue, gradient, intensity homogeneity, their combination or 

other criteria which sound appropriate for the practical problems.  The remarkable methods, 

based on region analysis, are region merging [125] and splitting [126], as well as their 

combination referred as the split-and-merge method [127]. Region merging starts from small 

regions, typically containing one pixel, and merge it according to some criteria, whilst region 

splitting, in opposite, decomposes the large regions into subregions until the completion of the 

stopping criteria.  

Watershed segmentation [128] also relies on the regions’ homogeneity, but it uses the 

original idea to consider the image as a surface. One can imagine that this surface is gradually 

filled by ‘water’. Technically it means the gradual increase of the threshold with continuous 

inspection on the areas which are not ‘flooded’, i.e. are above the threshold. All continuous 

areas above the ‘water’ are referred as ‘basins’. Those basins which persist for a long time are 

considered as segments. Despite one can mind some sorting techniques to make this algorithm 

working effectively, generally this algorithm is considered as computationally demanding that 

cannot be factored out for real-time applications. 

On the other hand, one can base segmentation on edge analysis. For this purpose, various 

edge detection methods can be considered, including Canny [129] and Sobel-Feldman [62] 

algorithms. After edge detection all the continuous areas within the highly discernible edges 

can be labelled [130]. Another way, the image segmentation problem can be solved by 

searching for curves around the (hypothetical) objects within an image, which can be expressed 

by the global optimisation problem. This idea is known as the geometrical curve evolution 

procedure, which aims to find curves, enveloping segments, given some constraints [131], 
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[132], [133]. Snake model, for example, uses gradients to extract the area [134] that may cause 

problems when the intensity changes gradually, and the gradient curve never pass zero [123].  

Another group of segmentation algorithms is Markov Random Field (MRF) [135] based 

methods. The image can be interpreted as a Markov blanket [136], where every pixel is 

dependent from its neighbours, and the pixels’ intensities are conditionally independent of any 

pixels but neighbours, given neighbours. This Markov blanket can be described by the set of 

vertices 𝑉, representing pixels, and the subset 𝐷 of 𝑉 × 𝑉 for edges, which gives the relation 

of neighbourhood. Each of the vertices 𝑣𝑖 can be labelled by exactly one value 𝑙𝑖 from the label 

set 𝐿. Then it is possible to assign probabilities to the vertices for each of the possible features 

(usually intensities or any other features depending of the domain), as well as to define a joint 

event for the neighbouring pixels’ features. Then, the special functional over the image pixels’ 

features can be built incorporating both pixels’ features probability (unary potential) and joint 

neighbouring pixels features probability (pairwise potentials). This functional is referred as an 

Energy Functional and can be written as  

𝐸(𝑉, 𝐷, 𝐿, Π) = ∑ Φ(𝑣𝑖, 𝑙𝑖, Π)

𝑣𝑖∈𝑉

+ ∑ Ψ((𝑣𝑖, 𝑣𝑗), Π)

(𝑣𝑖,𝑣𝑗)∈𝐷

. 
(100) 

Here Φ(𝑣𝑖, 𝑙𝑖, Π) is a unary potential, and Ψ((𝑣𝑖 , 𝑣𝑗), Π) is a pairwise potential. There are 

special methods of the optimisation of such functionals, based on graph cuts [164]. 

An alternative group of methods, also based on the functional optimisation, is given by 

Mumford-Shah [137] and Chan-Vese [123] functionals. Prior to the formulation of the 

functionals some definitions are needed. A closed domain for the image is denoted as Ω ⊂  ℝ2, 

image is defined as 𝐼(𝑥, 𝑦): Ω → [0, 1], ψ(s): [0, 1] → ℝ2 is a parametric curve, s ∈ [0, 1]. Let 

also ψ(s) be a boundary for some region, and 𝑤(𝑥, 𝑦) ∶ Ω → [0, 1] is a model image which is 

built during the segmentation. Based on this notation, Mumford-Shah functional can be 

formulated [137]: 

Φ𝑀𝑆ℎ(𝑤, 𝜓) = 𝜇 Len (𝜓) + 

+ 𝜆 ∫ |𝐼 (𝑥, 𝑦) − 𝑤(𝑥, 𝑦)|
2d𝑥d𝑦 + ∫|∇𝑤(𝑥, 𝑦)|2d𝑥d𝑦,

Ω∖ψΩ

 
(101) 

where 𝜇 > 0, 𝜆 > 0 are some empirical parameters; Len (𝜓) is the curve length. Here the first 

term is placed to avoid too long border between the segments, the second one represents the 

difference between the original and the model image, and the third term imposes a restriction 

on the gradients inside the model image’s regions. 
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Then, consider some restrictions on the function 𝑤(𝑥, 𝑦) 

𝑤(𝑥, 𝑦) = {
avg𝜉  (𝑢(𝑥, 𝑦)), (𝑥, 𝑦) ∈ 𝜉,

avgΩ\𝜉 (𝑢(𝑥, 𝑦)), (𝑥, 𝑦) ∈ Ω\𝜉,
 (102) 

where 𝜉 is one of the segments, and add area components, responsible for the regulation of one 

of the segment’s area, and the functional turns into Chan-Vese functional [137] for image 

segmentation: 

𝐹 (𝑢, 𝜉) =  𝜇 Len (𝜓(𝜉)) + 𝜈 Area (𝜉) + 

+ 𝜆1∫|𝑢 (𝑥, 𝑦) − 𝑤(𝑥, 𝑦)|
2d𝑥d𝑦 

𝜉

+ 𝜆2 ∫ |𝑢 (𝑥, 𝑦) − 𝑤(𝑥, 𝑦)|
2d𝑥d𝑦

Ω\𝜉

, 
(103) 

where Area (𝜉) denotes the area of the segment 𝜉. 

In both cases, the functionals are the subject of minimisation.  In this research this 

functional has been modified as well as the new optimisation scheme was proposed (see section 

4.4). Also some link between the proposed solution and MRF has been studied [22].  

2.2.8 Template matching techniques 

In this section, the following problem is considered: given image 𝐼, locate one or multiple 

objects matching the template 𝐽. This template can be represented by an image of the object, or 

by its descriptor in some feature space, or by any other way, conforming to the problem 

formulation.  

To deal with this problem it is possible to follow several approaches. First it is possible 

to directly calculate the correlation between the image parts and the template. However, this 

approach is severely restricted, as it is not capable of pattern generalisation and should be 

applied multiple times if several different object appearances are considered. To avoid this, one 

can consider using feature engineering in order to transform both the image fragment and the 

pattern prior to matching them. This approach can use general-purpose feature engineering 

techniques like PCA [145], but also domain-specific feature descriptors for graphical 

information, such as, for example, SIFT [48] for points, MSER for areas [66]. Another way is 

to change the way to match patterns. Instead of the correlation, some complex classifiers for 

pattern matching can be applied, e.g. boosted trees for Haar-type features used in Viola-Jones 

algorithm [8], mentioned in section 2.2.3. The feature descriptors are discussed in the section 

2.2.9.  
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The following interpretation of the pattern matching, based on the statistical hypothesis 

check, can be discussed. One can formulate two statements, null- and alternative hypothesis, 

for 𝐼:  

- the object is not present in the given fragment of the image(𝐻0); 

- the object is present in the given fragment of the image(𝐻1). 

The discrimination between these contradictive statements can be interpreted as a 

hypothesis testing. One can identify an image 𝐼 in terms of interfering signals and represent the 

hypothesis as: 

𝐻0: 𝐼(𝑥, 𝑦) = 𝜁(𝑥, 𝑦), (104) 

𝐻1: 𝐼(𝑥, 𝑦) = 𝜁(𝑥, 𝑦) + 𝐽(𝑥, 𝑦). (105) 

Here 𝜁(𝑥, 𝑦) is clutter, i.e. something not representing the object we search for. The verification 

of the hypotheses can be implemented using covariance: 

𝐾𝑖(𝑓𝑖) = ∫ {𝐼 (𝑓𝑖(𝑥𝑗 , 𝑦𝑗)) − 𝜇𝐼} {𝐽(𝑥𝑗 , 𝑦𝑗) − 𝜇𝐽}𝑑𝑥𝑗𝑑𝑦𝑗

(𝑥𝑗,𝑦𝑗)∈Ω𝐽

 , 
(106) 

with mean values defined as 

𝜇𝐼 = 𝐸 [𝐼 (𝑓(𝑥𝑗), 𝑓(𝑦𝑗))], (107) 

𝜇𝐽 = 𝐸[𝐽(𝑥𝑗 , 𝑦𝑗)]. (108) 

Here Ω𝐽 is a domain for the pattern 𝐽, 𝑓𝑖(𝑥𝑗 , 𝑦𝑗): Ω𝐽 → Ω𝐼 , Ω𝐼 is a domain of the image 𝐼 (both 

𝐼 and 𝐽 can be either in the same or in different spaces). 

A more complex model provides alternative decomposition:  

𝐻0: 𝐼(𝑥, 𝑦) = 𝜁(𝑥, 𝑦), (109) 

𝐻1: 𝐼(𝑥, 𝑦) = 𝛼𝐽(𝑥, 𝑦) + 𝛽 + 𝜁(𝑥, 𝑦). (110) 

Here 𝛼 and 𝛽 are some parameters for the intensity shift and scaling. 

In order to get the result of pattern matching from the hypothesis, the normalisation of 

both pattern 𝐽 and the image 𝐼 before the covariance estimation. One of the simplest approaches 

to deal with it is to utilise normalised correlation coefficient in order to remove shift and scatter:  

𝐾(𝑓𝑖 = 𝑓𝑖(𝑥𝑗 , 𝑦𝑗)) = 

= ∫
{𝐼(𝑓𝑖) − 𝜇𝐼}{𝐽(𝑥𝑗 , 𝑦𝑗) − 𝜇𝐽}𝑑𝑥𝑗𝑑𝑦𝑗

√[∫ {𝐼(𝑓𝑖) − 𝜇𝐼}2𝑑𝑥𝑗𝑑𝑦𝑗(𝑥𝑗,𝑦𝑗)∈Ω𝐽
] [∫ {𝐽(𝑥𝑗 , 𝑦𝑗) − 𝜇𝐼}

2
𝑑𝑥𝑗𝑑𝑦𝑗(𝑥𝑗,𝑦𝑗)∈Ω𝐽

](𝑥𝑗,𝑦𝑗)

∈Ω𝐽

 (111) 



54 

 

The normalised correlation coefficient can be interpreted as a cosine similarity for the 

vectors 𝑥, 𝑦: 

𝜌(𝒙, 𝒚) =
〈𝒙, 𝒚〉

|𝒙||𝒚|
, (112) 

where 𝑥 =  𝐼(𝑓𝑖(𝑥𝑗, 𝑦𝑗)) − 𝜇𝐼, 𝑦 =  𝐽(𝑥𝑗 , 𝑦𝑗) − 𝜇𝐽.  

The most common way to select a mapping of the pattern to the image is the sliding 

window: 

𝑓𝑖(𝑥𝑗 , 𝑦𝑗|𝑥, 𝑦) = (𝑥 + 𝑥𝑗 , 𝑦 + 𝑦𝑗): (𝑥𝑗 , 𝑦𝑗) ∈  Ω𝐽, (𝑥 + 𝑥𝑗 , 𝑦 + 𝑦𝑗) ∈  𝛺𝐼 . (113) 

The testing procedure can be done for all (𝑥, 𝑦) giving (𝑥 + 𝑥𝑗 , 𝑦 + 𝑦𝑗) ∈  𝛺𝐼  ∀(𝑥𝑗 , 𝑦𝑗) ∈  𝛺𝐽. 

However, this method itself cannot give the universal robust approach to object 

localisation. Neither does it take into account distortion nor scale.  To increase the robustness 

to noise it is necessary to use more complicated methods like proposed in [138], where feature 

extraction techniques invariant to the transform and noise are used. Some of the feature 

extraction methods, which can be used jointly with pattern matching, are given in the following 

section. Additionally, one can consider using more sophisticated criteria for each of the sliding 

windows, e.g. using Viola-Jones algorithm [8], mentioned in section 2.2.3. 

2.2.9 Feature extraction survey 

The dimensionality of the data space can be prohibitively large comparing to the memory 

and time resources available on the computer. For example, single image contains thousands 

or even millions of deeply correlated pixels. Therefore, there is a strong need for extraction of 

the compact data description, in particular for graphical data, capable of significant reduction 

of the data vector dimensionality and of removing the component-wise correlations.  Due to all 

these reasons, the feature extraction techniques are of paramount importance for the pattern 

recognition problems. Though using different approaches, all these method are united by the 

common aim, namely to extract the informative features (w.r.t. some criteria) and represent 

them in compact vectors with lower intercomponent correlation, reducing the vectors’ 

dimensionalities. Some of the approaches are general and are defined to minimise loss 

expressed in some pre-defined functional, as in PCA [190] and some similar techniques. Other 

are domain specific, related to the image analysis, as corner detection and image feature 

descriptors.  The techniques of tree boosting, mentioned in section 2.2.3, can also be used as 

general purpose feature extractor techniques. Ad hoc methods are not highlighted, because they 

are mostly proposed for particular problems and, therefore, are out of the scope of this thesis.  
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 PCA 

In this section the rigorous method for feature extraction and dimensionality reduction, 

Principal Component Analysis (PCA), is briefly discussed. The method was first proposed by 

Karl Pearson in 1901 [190]. It has led to a broad class of methods: Independent Component 

Analysis (ICA) [141], 2D PCA [142], Kernel PCA [143], probabilistic PCA [145], and many 

others. 

Define a space ℝ𝐾 with an orthogonal 𝐾-dimensional basis {𝒗𝑖}, 𝑖 = 1…𝐾, 𝒗𝑖
𝑇𝒗𝑗 = 𝛿𝑖𝑗 , 

where 𝛿𝑖𝑗 is a Kronecker operator 

𝛿𝑖𝑗 = {
1, 𝑖 = 𝑗,
0, else.

 (114) 

Then 𝐾-dimensional points from the set 𝑋 = {𝒙1…𝒙𝑁}  can be represented in terms of 

the basis {𝒗𝑖} [144]: 

𝒙𝑛 =∑𝑎𝑛𝑖𝒗𝑖

𝐾

𝑖=1

, (115) 

where  

𝒂𝑛𝑖 = 𝑥𝑛
𝑇𝒗𝑖 (116) 

can be considered as a co-ordinate system transformation.  

There are infinitely many ways to transform the co-ordinate system. The PCA aims to 

find such transformation, which delivers the most accurate projection (in the sense of some 

function under optimisation, which we discuss further) into the dimensionality 𝑀 ≤ 𝐾. For this 

purpose, the original vector 𝒙𝑛 is approximated by the following one: 

�̂�𝑛 =∑𝑎𝑛𝑖𝒗𝑖

𝑀

𝑖=1

+ ∑ 𝑏𝑖𝒖𝑖

𝐾

𝑖=𝑀+1

,  (117) 

where {𝑎𝑛𝑖} are dependent of the vector we approximate and are the same as given by the 

equation (116), and 𝑏𝑖 are some fixed quantities. The following optimisation problem can be 

formulated to select such transformation: 

𝐽(𝒙1, … , 𝒙𝑛, �̂�1, … , �̂�𝑛) =
1

𝑁
∑‖𝒙𝑛 − �̂�𝑛‖

2

𝑁

𝑛=1

→ min
𝑎,𝑏
,  (118) 

∑𝒗𝑖
𝑇𝒗𝑖 = 1

𝐾

𝑖=1

, 𝒗𝑖
𝑇𝒗𝑗 = 𝛿𝑖𝑗, 𝑖, 𝑗 ∈ [1…𝐾], (119) 
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where ‖𝒙n − 𝒙n‖ is a norm operator. Taking the derivative, one can obtain the following 

solution:  

𝑎𝑛𝑖 = 𝒙𝑛
𝑇𝒗𝑖 , (120) 

𝑏𝑖 = (
1

𝑁
∑𝒙𝑖

𝑁

𝑖=1

)

𝑇

𝒗𝑖. (121) 

After the substitution of the solution to the optimisation problem one can obtain 

𝐽(𝒙1, … , 𝒙𝑛, �̂�1, … , �̂�𝑛) = 

=
1

𝑁
∑ ∑ ‖𝒙𝑛

𝑇𝒗𝑖 − (
1

𝑁
∑𝒙𝑖

𝑁

𝑖=1

)  𝒗𝑖‖

𝐾

𝑖=𝑀+1

2

= ∑ 𝒗𝑖
𝑇𝑆𝒗𝑖

𝐾

𝑖=𝑀+1

𝑁

𝑛=1

, 
(122) 

where 𝑆 is the covariance matrix. 

The final formulation of the optimisation problem (118), (119) can be given as follows: 

𝐽(𝒙1, … , 𝒙𝑛, �̂�1, … , �̂�𝑛) → min
𝑣
 , (123) 

∑𝒗𝑖
𝑇𝒗𝑖

𝐾

𝑖=1

= 1. (124) 

It can be proven that the general minimisation problem solution consists of the eigenvectors, 

which are taken from the eigenvector equation 

𝑆𝒗𝑖 = 𝜆𝑖𝒗𝑖 , 𝑖 = 1…𝐾. (125) 

The minimal value is reached, when 𝑀 principal vectors with the largest eigenvalues are 

selected, hence leaving 𝒗𝑖, 𝑖 = (𝑀 + 1)…𝐾 the eigenvectors with the smallest eigenvalues. 

Then the co-ordinate system is transformed to {𝒗𝑖}, 𝑖 = 1…𝐾 with omission of the last 𝐾 −

𝑀 components of the vector.  

 Corner detectors and descriptors 

Due to the extensive development of the image and video analysis algorithms the 

following problems are important: 

- concise description of the image content, reflecting its specific features, resulting in the 

vectors with low-correlated components;  

- image comparison, widely used for video tracking, object detection and stereo-

matching.  

For both these problems there is a need to find out those points or regions of the image 

which contain much information about the image content. For example, they can be image 

corner points, which can be described by specific score, based on the change of the image 
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intensity. One of the first methods, implementing this idea, was Moravec’s corner detector 

[146]. This detector uses the following simple score for each pixel (𝑥, 𝑦) of the image 𝐼 to be 

a corner: 

𝐸(𝑥, 𝑦) =
1

∑ 𝑤(𝑢, 𝑣, 𝑥, 𝑦)𝑢,𝑣
∑𝑤(𝑢, 𝑣, 𝑥, 𝑦)[𝐼(𝑥, 𝑦) − 𝐼(𝑢, 𝑣)]2

𝑢,𝑣

, (126) 

where (𝑥, 𝑦), (𝑢, 𝑣) are the image pixels, and 𝑤(𝑢, 𝑣, 𝑥, 𝑦) is the function, turning to 1, if the 

pixels (𝑥, 𝑦), (𝑢, 𝑣) are within the neighbourhood area, and 0 otherwise. As a result of 

calculations, the corner score map is obtained. Applying local optimisation with non-maximum 

suppression, i.e. elimination of the local maxima in the vicinity of the larger local maximum, 

one can obtain the corner points list. However, this model is oversimplified for many real 

problems and its drawback is that the method’s performance severely depends of gradient 

direction in the point’s neighbourhood.  

To address practical problems, Harris-Stephens corner detector [191] was proposed as an 

enhanced version of the Moravec corner detector. In this detector, Boolean characteristic 

function 𝑤(𝑢, 𝑣, 𝑥, 𝑦) is replaced by the Gaussian operator with the standard deviation 

parameter 𝜎: 

𝑤(𝑢, 𝑣, 𝑥, 𝑦) =
1

√2𝜋𝜎
exp(−

(𝑢 − 𝑥)2 + (𝑣 − 𝑦)2

2𝜎2
) . (127) 

After that, a Taylor approximation is calculated in the neighbourhood of the image pixels: 

𝐼(𝑥 + Δ𝑥, 𝑦 + Δ𝑦) ≈ 𝐼(𝑥, 𝑦) +
𝜕𝐼(𝑥, 𝑦)

𝜕𝑥
Δ𝑥 +

𝜕𝐼(𝑥, 𝑦)

𝜕𝑦
Δ𝑦. (128) 

After substitution of this expression to the equation (126) one can obtain Harris matrix with 

the same dimensions as the source image as follows: 

𝐸(𝑥, 𝑦) =∑𝑤(𝑢, 𝑣, 𝑥, 𝑦) [
𝜕𝐼(𝑥, 𝑦)

𝜕𝑥
(𝑢 − 𝑥) +

𝜕𝐼(𝑥, 𝑦)

𝜕𝑦
(𝑣 − 𝑦)]

2

𝑢,𝑣

, (129) 

This score can be also written as 𝐸(𝑥, 𝑦) = (𝑥 𝑦)𝑇(𝑥 𝑦)𝑇 where 𝑇 is the weighted partial 

derivative matrix. The original score for the point being corner is based on the eigenvalue 

decomposition for the matrix 𝑇 for all the candidate pixels. This circumstance hinders the real 

time algorithm applications. Therefore, some easier criterion is needed. This criterion, giving 

approximately the same result due to heuristic reasoning, was formulated [191] as 
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𝑅(𝑢, 𝑣) = det

[
 
 
 
𝜕2𝐼(𝑢, 𝑣)

𝜕2𝑢

𝜕2𝐼(𝑢, 𝑣)

𝜕𝑢𝜕𝑣
𝜕2𝐼(𝑢, 𝑣)

𝜕𝑢𝜕𝑣

𝜕2𝐼(𝑢, 𝑣)

𝜕2𝑣 ]
 
 
 

− 𝑘 tr2  

[
 
 
 
𝜕2𝐼(𝑢, 𝑣)

𝜕2𝑢

𝜕2𝐼(𝑢, 𝑣)

𝜕𝑢𝜕𝑣
𝜕2𝐼(𝑢, 𝑣)

𝜕𝑢𝜕𝑣

𝜕2𝐼(𝑢, 𝑣)

𝜕2𝑣 ]
 
 
 

,  (130) 

where 𝑘 is a parameter.  

Based on the Harris corner detector ideas, more complicated detectors were developed. 

They aim not only to find the points according to the score, but also to describe them in the 

way allowing their matching on different images for the purposes of recognition, tracking and 

detection.  

For example, Scale Invariant Feature Transform (SIFT) algorithm contains the following 

stages [48]: 

1) A Gaussian Pyramid is built upon the grey-scale image by alternating stages of 

smoothing and subsampling, then their differences are calculated resulting in 

Difference of Gaussians (DoG) model; 

2) In the way, highly resembling Harris operator, the score is composed, which suppresses 

the edges and low gradient areas and boosts the corner-like points; 

3) Then, the output of the previous stage is thresholded, and the points with the strongest 

outputs are selected. 

4)  For each of the selected points the local histogram of oriented gradients is built, and 

the prevailing direction is determined. The size of consistent area is also determined for 

each interest point [147]. 

5) The local histogram of oriented gradients is enhanced, and normalized to constant sum. 

What appears is referred as an interest point descriptor. After then, SIFT descriptors can 

be matched for different images by Nearest Neighbours matching procedure, or treated 

by any other machine learning algorithm.  

There are several descriptors, resembling SIFT by structure but having some 

differences in the used heuristics at each of the stage, such as Speeded Up Robust Features 

(SURF) [148] and Gradient Location and Orientation Histogram (GLOH) [149]. Also, the 

Histogram of Oriented Gradients (HOG) region descriptor [150] is inspired by the local 

histogram of oriented gradients, featured is SIFT [192]. Some descriptors use an alternative 

structure and ideas, like gist descriptor [182] based on Gabor wavelet features [193]. Such 

variety of methods can be explained by highly complex heuristic feature extraction method 

structure, high importance of the practical problems addressed by the methods. Another 
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idea is that the regions can be described instead of points like in MSER descriptor [66]. All 

these methods provide information which can be used both for description of the local 

features of the images and their between-image matching. Also these methods can be useful 

for the whole image feature description that can be particularly useful for subsequent 

clustering and/or classification of the images.  

2.3 Conclusion 
Reflecting the twofold nature of the topic of the thesis, this chapter contains separate 

surveys for the object tracking, and the detection and recognition methods, both emphasising 

the historical roots of the variety of the state-of-the-art methods.  

The object tracking problems and their solutions, both for military and civil applications, 

have been attracting researchers from time immemorial; however, the present state of this area 

has been enormously affected during the last sixty years by pervasive application of the 

computing machines. When, during the last decades, the computational powers became 

sufficient for video processing, it became one of the most valuable applications of object 

tracking. Section 2.1 describes the various methods of object tracking, starting from the nearest 

neighbour approach, and then splitting the video tracking methods by two large groups: 

Bayesian and non-Bayesian tracking. The Bayesian filter methods are usually general purpose, 

i.e. they allow parameterisation for the particular problem and might not be restricted to video 

sensors, and are all based on the same graphical model [35]. These methods include Kalman 

filter [37], particle filters [40], as well as target association models. The non-Bayesian methods 

include trackers designed for the video applications and can rely on video-specific methods 

such as optical flows. The given examples of such methods include TLD [26] and ARTOT 

[47]. One of the approaches, relevant to this thesis, is 'rigid motion segmentation' [42], which 

inspired the author on the model, proposed in chapter 3, and aims to build a time-consistent 

segmentation of videos on similarly moving areas. The review of the object tracking methods 

is finished by an optical flow concept review [60], which is a necessary component of many 

visual tracking methods.  

The object detection and recognition problems, both in general and in application to the 

pictorial data, are described in section 2.2. This area shown even more diverse groups of 

methods than tracking, and is reviewed from different points of view. The review embraces 

such diverse areas, related by the stated problems, as neural networks, SVMs, fuzzy logic, and 

focuses on such standard data mining problems as clustering and classification. The technical 

details, which are relevant to the following narrative, are given for 𝑘-means clustering [61], 
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mixtures of Gaussians and the EM algorithm [120]. For image segmentation techniques, which 

arise from the clustering problem, the technical details are given for the Markov Random fields 

[135] and graph cut[164] methods, and the allied Mumford-Shah [137] and Chan-Vese [123] 

functionals. In order to cover the area of the detection, widely renowned template matching 

techniques are briefly reviewed. The necessary part of the contemporary methods for object 

detection and recognition is feature extraction. In order to cover this area in survey, the widely 

known PCA method [190] is reviewed, as well as the image-specific corner descriptors, which 

are used in the description of the proposed video tracking method. 
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3 Proposed object tracking techniques 

Most of the object tracking methods, described in the survey in section 2.1, can be 

assigned to one of the following two groups. Algorithms from the first group are based on 

theoretically well-grounded Bayesian filtering framework. This framework is independent of 

the tracking problem domain and can be implemented for particular object models and 

application domains. In particular, such a generalised tracking model can be applied to video 

data. Second group of algorithms is based on domain-specific models, which are designed for 

specific tracking use case. The excellent example of such algorithm is the Tracking-Learning-

Detection (TLD) algorithm [34], designed for the particular case of single object tracking with 

full or partial overlapping given that the object appearance and position is similar in the 

neighbouring frames.  

In this research, a novel multiple object detection and tracking technique, based on the 

Bayesian filtering framework, is proposed. Contrary to many Bayesian filters for multiple 

object tracking [151], in the method, proposed in this research, there is no assumptions whether 

the measurements are generated by clutter or by target. Instead of this, the filter is used for 

time-consistent clustering of data, and the objects of interest are selected from these clusters. 

Because of this construction, the method also resembles well-known works on rigid motion 

segmentation [152].  

3.1 Practical motivation of the method 
Consider the video as a series of images {𝐼1, 𝐼2, 𝐼𝑘, … }, received from the camera, where 

𝑘 can be considered as a time index. It is supposed that the camera can move, and there are 

objects in the camera’s area of view, moving independently of the camera (ships, cars, planes 

or any other moving objects). 

The problem is to track the independently moving image segments. Here to track means 

to build a correspondence between the parts of the image within the frames 𝐼𝑘 and 𝐼𝑘+1 for any 

𝑘 and 𝑘 + 1. From the practical point of view, it is also needed to emphasise that the problem 

solution should not rely on training but provide a general motion segmentation model. This 

problem statement is in line with the tracking problems described in the section 2.1, containing 

the object tracking methods survey. This problem can be described as ‘time-consistent 

clustering’. 

Although the method, proposed in this thesis, is applied to the video analytics domain, 

its formulation is general as the Bayesian filtering framework does not impose restriction on 

the nature of data used within the inference framework; additionally, as clustering is one of the 
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general problems of data mining, the applications may expand beyond the video analytics, and 

even tracking area. 

The approach, described in this section, includes the novel domain independent Bayesian 

filter for object tracking. The idea of the method, as well as its difference from the state-of-the-

art methods, is in combination of two different concepts: Bayesian filtering, derived from signal 

processing perspective, and time consistent clustering, which is a variation of the classical data 

mining problem of clustering. Apart from the many well-known models, the method does not 

divide the clutter and objects into a tracking stage, but tracks them all simultaneously. The 

selection of the object clusters is deferred to the subsequent domain-specific object detection 

stage.  

The proposed solution has been applied to video analysis the following way. The 

algorithm is continuously clustering of the set of points of the video, evolving in time; the 

clusters are continuously tracked. At this stage it is assumed that the majority of the points 

moves according to the background velocity model, which incorporates linear and angular 

velocity. Based on this model, it is possible to factor out those clusters, which conform to the 

background according to the model, and select only those which are moving. It is particularly 

useful for the motion detection for a moving camera rather than static. The proposed algorithm 

is also capable of performing in real time or near real time on standard PCs as it is detailed 

further during the experiments descriptions.  

The method can be complemented by the geographical co-ordinates estimation methods 

(see section 3.6). Using the assumption that the objects are laying on the planar surface, it is 

possible to estimate the distances and calculate the geographical co-ordinates given the 

geographical co-ordinates of filming sensor and data fusion sensors.  

3.2 Bayesian filter based algorithm for Gaussian mixture propagation 
In this chapter, the domain-independent Bayesian filter model for time consistent 

clustering is proposed [15]. This approach implies that there is no differentiation between the 

clutter and the objects until the detection stage. The description starts with the most general 

formulation of the Bayesian filter [153], which is then parameterised [15]  



63 

 

 

Figure 6. The graphical model for a Bayesian filter 

The Bayesian model in Figure 6 is given by the interconnected hidden states 𝑋𝑘 and 

visible states 𝑍𝑘, where 𝑘 ≥ 1 is often references as a scan number. 

The posterior probability of the state depending on the measurements is found using the 

Bayesian rule simplified thanks to the assumptions on the current state’s conditional 

independence of the previous states except the last one that is reflected in Figure 6: 

𝑝(𝑋𝑘|𝑍1…𝑍𝑘) =
𝑝(𝑍𝑘|𝑍1…𝑍𝑘−1, 𝑋𝑘)𝑝(𝑋𝑘|𝑍1…𝑍𝑘−1)

𝑝(𝑍𝑘 , 𝑋𝑘|𝑍1…𝑍𝑘−1)
= 

=
𝑝(𝑍𝑘|𝑋𝑘)𝑝(𝑋𝑘|𝑍1…𝑍𝑘−1)

𝑝(𝑍𝑘, 𝑋1…𝑋𝑘|𝑍1…𝑍𝑘−1)
∝ 𝑝(𝑍𝑘|𝑋𝑘)𝑝(𝑋𝑘|𝑍1…𝑍𝑘−1). 

(131) 

The proportionality coefficient can be derived from the probability normalisation condition. 

Usually, the Bayesian filters are logically divided into two steps: i) prediction, and ii) 

update. The prediction step is expressed as 

𝑝(𝑋𝑘|𝑍1…𝑍𝑘−1) = ∫ 𝑝(𝑋𝑘|𝑋𝑘−1)𝑝(𝑋𝑘−1|𝑍1…𝑍𝑘−1)𝑑𝑋𝑘−1. (132) 

In this statement the integration sign can be replaced by the sum for the discrete distribution. 

The update step is calculation of the posterior distribution according to formula (131). 

Altogether, it can be seen as a recursion, as the posterior distribution 𝑝(𝑋𝑘−1|𝑍1…𝑍𝑘−1) 

derived from the previous stage update step (except the first step, where the initial probability 

needs to be defined separately as a part of the model) is used for the prediction step at the next 

stage. 

To define a Bayesian filter, one needs to define the hidden and visible variables and to 

assign initial 𝑝(𝑋1|𝑍1), prior 𝑝(𝑍𝑘|𝑋𝑘) and transitional 𝑝(𝑋𝑘|𝑋𝑘−1) probabilities. Each of the 

visible variables in the proposed model is the measurement vectors set (i.e. co-ordinates and 

velocities of the objects). The hidden variables are the parameters of the Gaussian components 

within the Gaussian mixture (namely centre and covariance for each of the components, as well 
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as their weights). More formally, the object features set 𝑍𝑘 = {𝒛1
𝑘, 𝒛2

𝑘 …𝒛𝑛𝑘
𝑘 } is considered as 

the visible variables, and the parameters of the Gaussians within the Gaussian mixture: 

means 𝝁𝑘 = {𝝁1
𝑘, 𝝁2

𝑘…𝝁𝐾
𝑘 }, covariance matrices Σ𝑘 = {Σ1

𝑘, Σ2
𝑘…Σ𝐾

𝑘}, and weights 𝜋𝑘 =

{𝜋1
𝑘 , π2

𝑘 …π𝐾
𝑘 } are hidden variables. The problem, as with any Bayesian filter, is to define the 

most probable hidden configuration for the given measurements. The assignment of the initial, 

prior and transitional probabilities for maintaining the parameters of the Gaussian mixtures in 

a time-consistent way in a Bayesian filter framework is described in the following subsections. 

The initial probability assignment is discussed in section 3.2.1, the prior probabilities are 

described in section 3.2.2, and the transitional probabilities are discussed in section 3.2.3. The 

Bayesian filter recursion solution for the update step is described in section 3.2.4. 

3.2.1 System initialisation 

In this section, the Bayesian recursion initialisation is described. The plain Gaussian 

Mixture EM algorithm is performed just as it is described in the section 2.2.6.1 to get the 

parameters 𝜋𝑖
1, 𝝁𝑖

1, Σ𝑖
1, and as a result the initial probability is obtained in the form of mixture 

of Gaussians: 

𝑝(𝑧𝑖
1) =∑𝜋𝑖

1𝒩(𝑧𝑖
1|𝝁𝑖

1, Σ𝑖
1)

𝐾

𝑖=1

. (133) 

We assume the parameters to have the following distributions (and further in the text this 

distribution form will be preserved for all the subsequent states): 

𝝁𝑖
1 ∼ 𝒩(𝝁𝑖

1|𝑚𝑖
1, ξ𝑖

1),  

Λ𝑖
1 = [Σ𝑖

1]−1 ∼ 𝒲(Λ𝑖
1|𝑊𝑖

1, ν𝑖
1),  

𝜋1 ∼ Dir (𝜋1|𝜆1), 

𝑖 = 1…𝑁, 

(134) 

where 𝒲(⋅) stands for the Wishart distribution, and Dir(⋅) stands for the Dirichlet distribution. 

At the first step, ξ𝑖
1 are initialised to some pre-defined value (e.g. proportional to the identity 

matrix), and 𝜆1 (and, as it can be seen further in the text, 𝜆𝑘, 𝑘 ≥ 1 for the subsequent stages) 

are set to high values in order to make Dirichlet distribution variance for each of the weights 

lower.  

3.2.2 Prediction 

In this section, the description of the proposed prediction model is described [15]. The 

prediction step exploits the information of the feature points’ movement w.r.t. the previous 
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frame. In this part of the algorithm, the aim is to estimate the prediction 𝑝(𝑋𝑘|𝑍1…𝑍𝑘−1). The 

equation (132) is parameterised in following way: 

𝑝(𝑋𝑘|𝑍1…𝑍𝑘−1) = 

= ∫ 𝑝(𝝁𝑘, Λ𝑘, 𝜋𝑘|𝜇𝑘−1, Λ𝑘−1, 𝜋𝑘−1)𝑝(𝝁𝑘−1, Λ𝑘−1, 𝜋𝑘−1|𝑍1…𝑍𝑘−1)𝑑𝝁
𝑘−1𝑑Λ𝑘−1𝑑𝜋𝑘−1, 

(135) 

where  Λ𝑖
𝑘 = [Σ𝑖

𝑘]
−1
. 

The distribution 𝑝(𝑋𝑘−1|𝑍1…𝑍𝑘−1) is built on the assumption that it is factorised by 

each of the Gaussian distribution parameters (that is true for the first stage and it also assumed 

for the results from the update stage in section 3.2.3) and hence can be represented as follows: 

𝑝(𝑋𝑘|𝑍1…𝑍𝑘−1) = 

= [∏(𝑝(𝝁𝑖
𝑘|𝑍1…𝑍𝑘−1)𝑝(Λ𝑖

𝑘|𝑍1…𝑍𝑘−1))

𝐾

𝑖=1

] 𝑝(𝜋𝑘|𝑍1…𝑍𝑘−1). 
(136) 

Then [15] 

𝑝(𝝁𝑖
𝑘|𝑍1…𝑍𝑘−1) = ∫ 𝑝(𝝁𝑖

𝑘|𝜇𝑖
𝑘−1)𝑝(𝝁𝑖

𝑘−1|𝑍1…𝑍𝑘−1)𝑑𝜇𝑖
𝑘−1, (137) 

𝑝(Λ𝑖
𝑘|𝑍1…𝑍𝑘−1) = ∫ 𝑝(Λ𝑖

𝑘|Λ𝑖
𝑘−1)𝑝(Λ𝑖

𝑘−1|𝑍1…𝑍𝑘−1)𝑑Λ𝑖
𝑘−1, (138) 

𝑝(𝜋𝑘|𝑍1…𝑍𝑘−1) = ∫ 𝑝(𝜋
𝑘|𝜋𝑘−1)𝑝(𝜋𝑘−1|𝑍1…𝑍𝑘−1)𝑑𝜋

𝑘−1, (139) 

For the mean, it is possible to assume 

𝑝(𝝁𝑖
𝑘|𝝁𝑖

𝑘−1) = 𝒩(𝝁𝑖
𝑘|�̃�𝑖

𝑘, Γ̃𝑖
𝑘). (140) 

can be interpreted as a new object position estimation, based on the affine transformation of 

the previous value 𝝁𝑖
𝑘−1 using the rotation matrix 𝑅𝑘, and translation vector 𝑇𝑘, estimated 

between the previous and the new measurement sets, and Γ̃𝑖
𝑘 is the covariance matrix for the 

new model position estimation. Here, the predictive distribution parameters are determined by 

the linear model, exploiting the results from the Kalman filter:  

𝑝(𝝁𝑖
𝑘|𝑍1…𝑍𝑘−1) ∼ 𝒩(𝝁𝑖

𝑘|�̃�𝑖
𝑘, ξ̃𝑖

𝑘), (141) 

�̃�𝑖
𝑘 = 𝑅𝑘𝝁𝑖

𝑘−1 + 𝑇𝑘, (142) 

ξ̃𝑖
𝑘 = 𝑅𝑘ξ𝑖

𝑘−1[𝑅𝑘]𝑇 + Γ̃𝑖
𝑘. (143) 

The parameter 𝑅𝑘 and 𝑇𝑘 are determined from the following least squares method equations: 

tr (𝑅𝑘𝑍𝑘−1 + (𝑇
𝑘…𝑇𝑘)𝑛𝑘 − 𝑍𝑘)

𝑇
(𝑅𝑘𝑍𝑘−1 + (𝑇

𝑘…𝑇𝑘)𝑛𝑘 − 𝑍𝑘) → min
𝑅𝑘,𝑇𝑘

, (144) 

where 𝑍𝑘 are represented as measurement matrices, where the columns correspond to the 

elements of the measurements set, and the rows to the vectors, describing these measurements. 
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It can be seen from here that 𝑅𝑘 is a square orthogonal matrix (i.e. [𝑅𝑘]𝑇 = [𝑅𝑘]−1) , and 𝑇𝑘 

is a translation matrix with the same size as a feature set dimensionality 

Γ̃𝑖
𝑘 = cov [𝑅𝑘𝑍𝑘−1 + (𝑇

𝑘…𝑇𝑘)𝑛𝑘 − 𝑍𝑘]. (145) 

For other parts of the prediction step, as it involved the Wishart and Dirichlet distributions, in 

order to obtain a closed form, the separate assignments of the transition probabilities were 

replaced by the following predictions: 

 𝑝(Λ𝑖
𝑘|𝑍1…𝑍𝑘−1) ∼ 𝒲(Λ𝑖

𝑘|𝑊𝑖
𝑘, ν𝑖

𝑘), (146) 

𝑝(𝜋𝑘|𝑍1…𝑍𝑘−1) ∼ Dir (𝜋
𝑘|𝜆𝑘), (147) 

Here for the inverse covariance matrix 𝑊𝑖
𝑘 = 𝑊𝑖

𝑘−1, ν𝑖
𝑘 = ν𝑖

𝑘−1. For Dir (𝜋𝑘|𝜆𝑘) the 

parameters 𝜆𝑘 = (𝜆1
𝑘…𝜆𝐾

𝑘 ) are chosen high enough to effectively equalise the priors for the 

weight parameters 𝜋𝑘  to the values 𝜋𝑘−1 as it were in the previous stage. 

3.2.3 Update 

In this section, the update equations are defined. Once 𝑝(𝑋𝑘|𝑍1…𝑍𝑘−1) is derived, one 

can obtain expressions for 𝑝(𝑍𝑘|𝑋𝑘). Using the formula (131), it is possible to find 

𝑝(𝑋𝑘|𝑍1…𝑍𝑘) =  𝑝(𝑍𝑘|𝑋𝑘)𝑝(𝑋𝑘|𝑍1…𝑍𝑘−1)  using the maximum likelihood criterion. 

First, 𝑝(𝑍𝑘|𝑋𝑘)  needs to be defined. It is given by the following factorisation over the 

elements of the measurement set, where for each data sample the distribution is defined as a 

Gaussian mixture: 

𝑝(𝑍𝑘|𝑋𝑘) =∏𝑝(𝒛𝑖
𝑘|𝑋𝑘)

𝑛𝑘

𝑖=1

, (148) 

𝑝(𝒛𝑖
𝑘|𝑋𝑘) =∑𝜋𝑗

𝑘𝒩(𝒛𝑖
𝑘|𝝁𝑗

𝑘, [Λ𝑗
𝑘]
−1
)

𝐾

𝑗=1

. (149) 

Then one can write the complete-data likelihood as 

𝑝(𝑋𝑘|𝑍1…𝑍𝑘) = 

=∏[∑𝜋𝑗
𝑘𝒩(𝑧𝑖

𝑘|𝝁𝑗
𝑘, [Λ𝑗

𝑘]
−1
)

𝐾

𝑗=1

]

𝑛𝑘

𝑖=1

∏[𝒩(𝝁𝑖
𝑘|�̃�𝑖

𝑘, ξ̃𝑖
𝑘) 𝒲(Λ𝑖

𝑘|𝑊𝑖
𝑘 , ν𝑖

𝑘)]

𝐾

𝑖=1

. 
(150) 

Here, the Dirichlet distribution is approximated over 𝜋𝑘 by a 𝛿-function, using the assumption 

of the large values of Dirichlet distribution parameters given in section 3.2.2. 

Then one can write the log-likelihood and state the following optimisation problem: 
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log 𝑝(𝑋𝑘|𝑍1…𝑍𝑘) =∑log [∑𝜋𝑗
𝑘𝒩(𝑧𝑖

𝑘|𝝁𝑗
𝑘, [Λ𝑗

𝑘]
−1
)

𝐾

𝑗=1

]

𝑛𝑘

𝑖=1

+ 

+∑[log𝒩(𝝁𝑖
𝑘|�̃�𝑖

𝑘, ξ̃𝑖
𝑘) + log𝒲(Λ𝑖

𝑘|𝑊𝑖
𝑘, ν𝑖

𝑘)]

𝐾

𝑖=1

→ max
𝜇𝑘,Λ𝑘,𝜋𝑘 

,   

(151) 

∑𝜋𝑗
𝑘

𝐾

𝑗=1

= 1. (152) 

The optimisation of this function is carried out by the EM algorithm, briefly described in 

section 2.2.6.1. However, as it is seen from the section 3.2.4, where the derivation of the EM 

algorithm for this particular case is given, the posterior distribution form deviates from that 

given by the Gaussian mixture model (GMM). Therefore, the new posterior distribution 

parameters should be calculated by some approximation. In the proposed Bayesian algorithm 

implementation Laplace approximation is used for such approximation. 

This approximation preserves the mean of the distribution 𝒎𝑖
𝑘 = 𝝁𝑖

𝑘, 𝑖 = 1…𝐾, as it is 

assigned to the mode, and the covariance is expressed as a negative inverse Gaussian of the 

maximum posterior likelihood: 

𝛯𝑖
𝑘 = −[∇

𝑚𝑖
𝑘∇𝑚𝑖

𝑘 log(log 𝑝(𝝁𝑘, Λ𝑘, 𝜋𝑘|𝑍1…𝑍𝑘))]
−1

. (153) 

Here, the sign [⋅]∗ stands for the optimal solution for the optimisation problem (151)-

(152). The value of the weights 𝜋𝑖
𝑘 are transferred to the posterior without any modifications.  

3.2.4 EM algorithm for the proposed model 

As it was stated before, the maximum likelihood optimisation cannot be performed 

analytically, hence the approximation scheme is to be provided. The proposed maximum 

likelihood scheme is based on the Expectation-Maximisation (EM) algorithm described in 

section 2.2.6.1. For this purpose, the likelihood is iteratively approximated by easy to optimise 

mean complete data likelihood, as it was described in section 2.2.6.1: 

log 𝑝(𝑋𝑘, 𝑍𝑘|𝑍1…𝑍𝑘−1) = 

=∑[∑�̂�(𝑥𝑗
𝑘|𝒛𝑖

𝑘) (log 𝜋𝑗
𝑘 + log𝒩 (𝒛𝑖

𝑘|𝝁𝑗
𝑘, [Λ𝑗

𝑘]
−1
))

𝐾

𝑗=1

]

𝑛𝑘

𝑖=1

+ 

+∑[log𝒩(𝝁𝑖
𝑘|�̃�𝑖

𝑘, ξ̃𝑖
𝑘) + log𝒲(Λ𝑖

𝑘|𝑊𝑖
𝑘, ν𝑖

𝑘)]

𝐾

𝑖=1

→ max
𝜇𝑘,Λ𝑘,𝜋𝑘 

 , 

(154) 

w.r.t. the constraint imposed on 𝜋𝑘: 
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∑𝜋𝑗
𝑘

𝐾

𝑗=1

= 1. (155) 

Here �̂�(𝑥𝑗|𝒛𝑖) is the posterior estimation derived from the 𝐸-step of the EM algorithm. After 

differentiation of the Lagrangian 

𝔏(𝑋𝑘, 𝑍𝑘|𝑍1…𝑍𝑘−1) =∑[∑�̂�(𝑥𝑗
𝑘|𝒛𝑖

𝑘) (log 𝜋𝑘 + log𝒩 (𝒛𝑖
𝑘|𝝁𝑗

𝑘, [Λ𝑗
𝑘]
−1
))

𝐾

𝑗=1

]

𝑛𝑘

𝑖=1

+ 

+∑[log𝒩(𝝁𝑖
𝑘|�̃�𝑖

𝑘, ξ̃𝑖
𝑘) + log𝒲(Λ𝑖

𝑘|𝑊𝑖
𝑘, ν𝑖

𝑘)]

𝐾

𝑖=1

− 𝜆(∑𝜋𝑘
𝐾

𝑗=1

− 1), 

(156) 

obtained from the likelihood function and the constraint, local extremum values �̂�𝑘, Λ̂𝑘, �̂�𝑘 (𝑀-

step) are calculated, given the values of the posterior distribution estimation �̂�(𝑥𝑗|𝑧𝑖), obtained 

on the 𝐸-step.  

The mean, covariance and weights are initialised for the first stage of the EM algorithm 

by the prediction step mean values: 

𝝁𝑗
𝑘 = �̃�𝑗

𝑘, (157) 

Λ𝑗
𝑘 = ν𝑗

𝑘𝑊𝑗
𝑘 , (158) 

𝜋𝑗
𝑘 =

𝜆𝑗
𝑘

∑ 𝜆𝑖
𝑘𝐾

𝑖=1

. (159) 

The 𝐸-step expressions are obtained using the Bayes’ theorem: 

�̂�(𝑥𝑗
𝑘|𝑧𝑖

𝑘) =
𝜋𝑗
𝑘𝒩(𝒛𝑖

𝑘|𝝁𝑗
𝑘, Σ𝑗

𝑘)

∑ 𝜋𝑚
𝑘𝒩(𝑧𝑖

𝑘|𝝁𝑚
𝑘 , Σ𝑚

𝑘 )𝐾
𝑚=1

. (160) 

𝑥𝑗
𝑘 = {𝝁𝑗

𝑘, Λ𝑗
𝑘, 𝜋𝑗

𝑘} (161) 

To obtain the 𝑀-step expressions, one can write the derivatives for the Lagrangian with respect 

to all the parameters: 

𝜕 𝔏(𝑋𝑘, 𝑍𝑘|𝑍1…𝑍𝑘−1)

𝜕𝝁𝑗
𝑘 =∑

𝜕

𝜕𝝁𝑗
𝑘 [�̂�(𝑥𝑗

𝑘|𝒛𝑖
𝑘) log𝒩 (𝑧𝑖

𝑘|𝝁𝑗
𝑘, [Λ𝑗

𝑘]
−1
)]

𝑛𝑘

𝑖=1

+ 

+
𝜕

𝜕𝜇𝑗
𝑘 log[𝒩(𝝁𝑗

𝑘|�̃�𝑗
𝑘, ξ̃𝑗

𝑘)], 

(162) 

𝜕𝔏(𝑋𝑘, 𝑍𝑘|𝑍1…𝑍𝑘−1)

𝜕Λ𝑗
𝑘 =∑

𝜕

𝜕Λ𝑗
𝑘 [�̂�(𝑥𝑗

𝑘|𝒛𝑖
𝑘) log𝒩 (𝑧𝑖

𝑘|𝝁𝑗
𝑘, [Λ𝑗

𝑘]
−1
)]

𝑛𝑘

𝑖=1

+ (163) 
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+
𝜕

𝜕Λ𝑗
𝑘 log[𝒲(Λ𝑗

𝑘|𝑊𝑗
𝑘 , ν𝑗

𝑘)], 

𝜕𝔏(𝑋𝑘, 𝑍𝑘|𝑍1…𝑍𝑘−1)

𝜕𝜋𝑗
𝑘 =

𝜕

𝜕𝜋𝑗
𝑘 [∑�̂�(𝑥𝑗

𝑘|𝒛𝑖
𝑘) log 𝜋𝑗

𝑘

𝑛𝑘

𝑖=1

] − 𝜆. (164) 

To analytically optimise this function, we need to meet the following extremum 

conditions: 

𝜕 log 𝑝(𝑋𝑘, 𝑍𝑘|𝑍1…𝑍𝑘−1)

𝜕𝝁𝑗
𝑘 = 𝟎, (165) 

𝜕 log 𝑝(𝑋𝑘, 𝑍𝑘|𝑍1…𝑍𝑘−1)

𝜕Λ𝑗
𝑘 = 0, (166) 

𝜕 log 𝑝(𝑋𝑘, 𝑍𝑘|𝑍1…𝑍𝑘−1)

𝜕𝜋𝑗
𝑘 = 0. (167) 

Then the normal and Wishart derivatives are estimated and substituted into the equation:  

𝜕

𝜕𝝁𝑗
𝑘 {log [𝒩 (𝒛𝑖

𝑘|𝝁𝑗
𝑘, [Λ𝑗

𝑘]
−1
)]} = −

1

2
Λ𝑗
𝑘(𝝁𝑗

𝑘 − 𝒛𝑖
𝑘); (168) 

𝜕

𝜕Λ𝑗
𝑘 {log [𝒩 (𝒛𝑖

𝑘|𝝁𝑗
𝑘, [Λ𝑗

𝑘]
−1
)]} = 

= −
1

2

𝜕

𝜕Λ𝑗
𝑘 {log|Λ𝑗

𝑘|} −
1

2

𝜕

𝜕Λ𝑗
𝑘 [(𝒛𝑖

𝑘 − 𝝁𝑗
𝑘)
𝑇
Λ𝑗
𝑘(𝒛𝑖

𝑘 − 𝝁𝑗
𝑘)] = 

= −
1

2
[Λ𝑗
𝑘]
−1
+ (𝒛𝑖

𝑘 − 𝝁𝑗
𝑘)(𝒛𝑖

𝑘 − 𝝁𝑗
𝑘)
𝑇
. 

(169) 

𝜕

𝜕Λ𝑗
𝑘 {log[𝒲(Λ𝑗

𝑘|𝑊𝑗
𝑘, ν𝑗

𝑘)]} = 

=
𝜕

𝜕Λ𝑗
𝑘 {
(𝜈𝑗

𝑘 − 𝑙 − 1)

2
log|Λ𝑗

𝑘| −
1

2
tr ([Wj

k]
−1
Λ𝑗
𝑘)} = 

=
(𝜈𝑗

𝑘 − 𝑙 − 1)

2
[Λ𝑗
𝑘]
−1
−
1

2
[𝑊𝑗

𝑘]
−1
. 

(170) 

𝜕

𝜕𝝁𝑗
𝑘 {log[𝒩(𝝁𝑗

𝑘|�̃�𝑗
𝑘, ξ̃𝑗

𝑘)]} = −
1

2
[ξ̃𝑗
𝑘]
−1
(𝝁𝑗

𝑘 − �̃�𝑗
𝑘). (171) 

Here 𝑙 is the dimensionality of the visible variables’ feature space.  

The final equations for the M-step after the solution of the equations (165), (166), (167) 

are calculated as follows: 
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Figure 7 Bayesian recursion for the proposed tracking algorithm 

  

𝑘 = 1, Initialisation by the mixture of Gaussians (133) with priors (134). 

Prediction step: calculation of 𝜇𝑗
𝑘, Λ𝑗

𝑘, 𝜋𝑘 according to formulae (141), 

(146), (147) correspondingly 

𝑘 = 𝑘 + 1. 

Update step: EM algorithm application for posterior distribution estimation 

for the optimisation problem (151), (152). 

EM algorithm for the posterior distribution estimation 

Initialise the parameters according to the formulae  (157), (158), (159) 

𝐸-step: calculate posterior probabilities by the formula (160) 

𝑀-step: calculate new parameters according to the formulae (172), (173), (174), 

(175) 

Are the convergence criteria (closeness of the previous and the new 

parameters by metric) for the EM algorithm fulfilled? 

Yes 

Bayesian filter based model for time consistent clustering 

No 



71 

 

𝝁𝑗
𝑘 = {�̂�(𝑥𝑗

𝑘|𝒛𝑖
𝑘) [∑Λ𝑗

𝑘

𝑛𝑘

𝑖=1

 ] + [𝜉𝑗
𝑘]
−1
}

−1

{�̂�(𝑥𝑗
𝑘|𝒛𝑖

𝑘) [∑Λ𝑗
𝑘𝑧𝑖

𝑘

𝑛𝑘

𝑖=1

  ] + [𝜉𝑗
𝑘]
−1
�̃�𝑗
𝑘}, (172) 

[Λ𝑗
𝑘]
−1
=
([Wj

k]
−1
− 2∑ �̂�(𝑥𝑗

𝑘|𝒛𝑖
𝑘)(𝒛𝑖

𝑘 − 𝝁𝑗
𝑘)(𝒛𝑖

𝑘 − 𝝁𝑗
𝑘)
𝑇𝑛𝑘

𝑖=1 )

𝑛𝑗 + 𝜈𝑗
𝑘 − 𝑙 − 1

, (173) 

𝜋𝑗
𝑘 =

𝑛𝑗
𝑘

∑ 𝑛𝑖
𝑘𝐾

𝑖=1

. (174) 

𝑛𝑗
𝑘 =∑�̂�(𝑥𝑗

𝑘|𝒛𝑖
𝑘)

𝑛𝑘

𝑖=1

. (175) 

The derived algorithm is summarised in Figure 7. 

3.3 Bayesian filter based algorithm with variational inference 
An alternative Bayesian filter implementation, proposed in section 3.2, uses variational 

approximate inference, adapted from the method [154] instead of the EM algorithm with 

subsequent Laplacian approximation. In the proposed method, the posterior probability is 

approximated by the mixture of Gaussians using variational inference. 

The description starts from the variational inference algorithm description, which was 

adapted from [154]. After that its incorporation into the Bayesian filter is shown, with the 

reasoning to separate the original Bayesian filter model from the previously known variational 

inference approximation for Gaussian mixtures. 

3.3.1 Variational inference for the Bayesian filter approximation 

The variational inference model derivation is described using the model from [154], with 

the difference that in this research the original parameters for the clusters are non-symmetric 

as they should use the information from the prediction step.  

First, the general variational approximation approach based on the likelihood 

optimisation is considered [154]. Starting from the joint distribution 𝑝(𝑍, 𝑋), where  𝑍  are 

visible variables, and 𝑋 are latent, the aim is to approximate the posterior distribution 𝑝(𝑋|𝑍) 

in the factorised form  

𝑝(𝑋) =∏𝑝𝑖(𝑋𝑖),

𝑁

𝑖=1

 (176) 

where 𝑋 = {𝑋1…𝑋𝑁}, using the lower bound maximisation criteria (see section 2.2.6.1): 



72 

 

𝐿(𝑝) = ∫∏𝑝𝑖

𝑁

𝑖=1

ln
𝑝(𝑍, 𝑋)

∏ 𝑝𝑖
𝑁
𝑖=1

 𝑑𝑋 → max
�̃�
, (177) 

where 𝑝𝑖, 𝑝 are short notations for 𝑝𝑖(𝑋𝑖), 𝑝(𝑋). 

Given fixed 𝑝𝑖 ∀ 𝑖 = [1…𝑁] ∖ 𝑗, 𝑗 ∈ [1…𝑁], the following expressions can be written: 

𝐿(�̃�) = ∫∏𝑝𝑖

𝑁

𝑖=1

(ln 𝑝(𝑍, 𝑋) −∑ln𝑝𝑖

𝑁

𝑖=1

)  𝑑𝑋 = 

= ∫𝑝𝑗

(

 ln𝑝(𝑍, 𝑋)∏𝑑𝑋𝑗

𝑁

𝑖=1,
𝑖≠𝑗 )

 −∫𝑝𝑗 ln 𝑝𝑗 𝑑𝑋𝑗 + const. 

(178) 

Then the functional 𝐿(𝑝) can be maximised with respect to all possible forms of 𝑝𝑖(𝑋𝑖). One 

can notice that this formula represents a negative Kullback-Leibler divergence. Hence the 

optimisation problem (177) can be proven to be a Kulback-Leibler divergence minimisation 

problem, which gives the following solution: 

ln 𝑝𝑗(𝑋𝑖) = 𝔼𝑖≠𝑗 ln 𝑝(𝑍, 𝑋) + const. (179) 

Here, the constant term is determined by the probability normalisation condition. Finally one 

can obtain  

𝔼𝑖≠𝑗 ln 𝑝(𝑍, 𝑋) = ∫ ln 𝑝(𝑍, 𝑋)∏𝑑𝑋𝑗

𝑁

𝑖=1,
𝑖≠𝑗

. (180) 

This general result can be used to obtain the particular solution for the stated variational 

approximation problem described below. Define a set of visible variables 𝒁𝑘 = {𝒛1
𝑘, 𝒛2

𝑘…𝒛𝑛𝑘
𝑘 }  

with the following parameters of the Gaussian mixtures: means 𝝁𝑘 = {𝝁1
𝑘, 𝝁2

𝑘 …𝝁𝐾
𝑘 }, 

covariance matrices Σ𝑘 = {Σ1
𝑘, Σ2

𝑘 …Σ𝐾
𝑘}, and weights 𝜋𝑘 = {𝜋1

𝑘, π2
𝑘 …π𝐾

𝑘 }. The belonging to 

each of the Gaussians is described by the 𝐾-dimensional vectors of the weights {0, 1} for each 

of the Gaussians, 𝑽𝑘 = {𝒗1
𝑘, 𝒗2

𝑘 …𝒗𝑛𝑘
𝑘 }.  All these variables  {𝝁𝑘, Σ𝑘, 𝜋𝑘 , 𝑽𝑘} = 𝑋𝑘 are 

considered as hidden variables altogether. The time index 𝑘 for the Gaussian mixture is omitted 

further in this section to make the variational approximation concept clearer.  

The overall model for the Gaussian mixture is described by the following joint 

distribution: 

𝑝(𝒁, 𝑽, 𝜋, 𝝁, Λ) = 𝑝(𝒁|𝑽, 𝝁, Λ)𝑝(𝑽|𝜋)𝑝(𝜋)𝑝(𝝁|Λ)𝑝(Λ), (181) 

where 
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𝑝(𝒁|𝑽, 𝝁, Λ) =∏∏𝒩(𝒛𝑛|𝝁𝑗, Λ𝑗
−1),

𝐾

𝑗=1

𝑛

𝑖=1

   (182) 

𝑝(𝑽|𝜋) =∏∏𝜋
𝑗

𝑥1𝑗  ,

𝐾

𝑗=1

𝑛

𝑖=1

   (183) 

𝑝(𝜋) = Dir (𝜋|𝛼0) = 𝐶(𝛼0)∏𝜋𝑗
𝛼𝑘
0−1

𝐾

𝑗=1

, (184) 

and 𝛼0 = (
𝛼1
0

…
𝛼𝐾
0
) is the parameters vector for the Dirichlet distribution. 

𝑝(𝝁, Λ) =∏𝒩(𝝁𝑗|𝒎𝑗
0, (𝛽𝑗

0Λ𝑗)
−1
)𝒲(Λ𝑗|𝑊𝑗

0, 𝜈𝑗
0),

𝐾

𝑗=1

 (185) 

where 𝒎𝑗
0, 𝛽𝑗

0,𝑊𝑗
0, 𝜈𝑗

0 are the initial parameters of the distributions. Here, following [154], the 

following 1-of-𝐾 notation is used: 

𝒗𝑖𝑘 = {
1, 𝒛𝑖 was sampled from the 𝑘 − 𝑡h Gausian,

0, else.
 (186) 

The analytical forms of the distributions on the parameters are determined by the requirements 

for the conjugate priors.  

The aim is to approximate the posterior distribution 𝑝(𝒁, 𝜋, 𝜇, Λ) by factorisation onto 

the parameters probabilities and the posterior probability in the following way: 

𝑝(𝑽, 𝜋, 𝝁, Λ) = 𝑝(𝑽)�̃�(𝜋, 𝝁, Λ). (187) 

Then the factors 𝑝(𝑽) and 𝑝(𝜋, 𝝁, Λ) can be estimated 

ln 𝑝(𝑽) = 𝔼𝜋,𝜇,Λ ln 𝑝(𝒁, 𝑽, 𝜋, 𝝁, Λ) + const, (188) 

ln 𝑝(𝜋, 𝝁, Λ) = 𝔼𝑋 ln 𝑝(𝒁, 𝑽, 𝜋, 𝝁, Λ) + const. (189) 

Let us first consider the expression (188). One can notice that 

ln 𝑝(𝑽) = 𝔼𝝁,Λ ln 𝑝(𝒁|𝑽, 𝜇, Λ) + 𝔼𝜋 ln 𝑝(𝑽|𝜋) + const. (190) 

Then both the terms can be considered separately: 

𝔼𝜋 ln 𝑝(𝒁|𝑽, 𝜇, Λ ) = 𝔼𝜋 ln∏∏𝜋𝑘
𝒗𝑖𝑘

𝐾

𝑘=1

𝑁

𝑖=1

=∑∑𝒗𝑖𝑘𝔼𝜋𝑘[ln 𝜋𝑘]

𝐾

𝑘=1

𝑁

𝑖=1

 (191) 

and  
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𝔼𝜇,Λ ln 𝑝(𝑍|𝑽, 𝜇, Λ ) = 𝔼𝜇,Λ ln∏∏[𝒩(𝒛𝑖|𝝁𝑘, Λ𝑘
−1)]𝒘𝑖𝑘

𝐾

𝑘=1

𝑁

𝑖=1

=

=∑∑𝒙𝑖𝑘𝔼𝜇𝑘,Λk ln[𝒩(𝒛𝑖|𝝁𝑘, Λ𝑘
−1)]

𝐾

𝑘=1

𝑁

𝑖=1

= 

=∑𝒙𝑖𝑘 (−
𝑙

2
ln 2𝜋 +

1

2
𝔼Λk ln det Λ𝑘 −

1

2
𝔼𝝁𝑘,Λk[(𝒙𝑖 − 𝝁𝑘)

𝑇Λ𝑘
−1(𝒙𝑖 − 𝝁𝑘)])

𝑁,𝐾

𝑖=1,
𝑘=1

, 

(192) 

where, as in the previous sections, 𝑙 is the dimensionality of the covariance matrices. After 

combining summands one can obtain the following equation: 

ln 𝑝(𝑽) =∏∏𝑟𝑖𝑘
𝒘𝑖𝑘 ,

𝐾

𝑘=1

𝑁

𝑖=1

 (193) 

where 

ln 𝑟𝑖𝑘 = −
𝑙

2
ln[2𝜋] +

1

2
𝔼Λk ln det Λ𝑘 − 

−
1

2
𝔼𝜇𝑘,Λk[(𝒛𝑖 − 𝝁𝑘)

𝑇Λ𝑘
−1(𝒛𝑖 − 𝝁𝑘)] + 𝔼𝜋𝑘[ln 𝜋𝑘]. 

(194) 

Then, using the normalisation condition, one can obtain  

𝑝(𝑽) =∏∏𝛾𝑖𝑘
𝑣𝑖𝑘 ,

𝐾

𝑘=1

𝑁

𝑖=1

 (195) 

where 

𝛾𝑖𝑘 =
𝑟𝑖𝑘

∑ 𝑟𝑖𝑗
𝐾
𝑗=1

. (196) 

Formula (189) can be represented as 

ln 𝑝(𝜋, 𝝁, Λ) = 𝔼𝑽 ln 𝑝(𝒁, 𝑽, 𝜋, 𝝁, Λ) + const = 

= 𝔼𝑽[ln 𝑝(𝒁|𝑽, 𝜇, Λ) + ln 𝑝(𝑽|𝜋)] + ln 𝑝(𝜋) + ln[𝑝(𝝁|Λ)𝑝(Λ)] + const = 

=∑∑𝔼𝑽[𝑣𝑖𝑘]ln[𝒩(𝒛𝑖|𝝁𝑘, Λ𝑘
−1)]

𝐾

𝑘=1

𝑁

𝑖=1

+ 𝔼𝑽 ln 𝑝(𝑽|𝜋) + 

+ ln𝑝(𝜋) + ln 𝑝(𝝁|Λ) + ln 𝑝(Λ) + const. 

(197) 

One can see that  

𝑝(𝜋, 𝝁, Λ) = 𝑝(𝜋)∏𝑝(𝝁𝑘, Λk)

𝐾

𝑘=1

. (198) 
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Then, after considering the components of this product, one can see that 

𝑝(𝜋) = 𝔼𝑋 ln 𝑝(𝑽|𝜋) + ln 𝑝(𝜋) + const, (199) 

𝑝( 𝝁, Λ) =∑∑𝔼𝑽[𝑤𝑖𝑘]ln[𝒩(𝒛𝑖|𝝁𝑘, Λ𝑘
−1)]

𝐾

𝑘=1

𝑁

𝑖=1

+ 

+∑ln𝑝(𝝁𝑘|Λ𝑘)

𝐾

𝑘=1

+∑ln𝑝(Λk)

𝐾

𝑘=1

+ const. 

(200) 

Then, consider these approximated distributions and obtain 

𝔼𝑽 ln 𝑝(𝑽|𝜋) =∑∑𝔼𝑽[𝑤𝑖𝑘] ln 𝜋𝑘

𝐾

𝑘=1

𝑁

𝑖=1

=∑∑𝛾𝑖𝑘 ln 𝜋𝑘

𝐾

𝑘=1

𝑁

𝑖=1

. (201) 

ln 𝑝 (𝜋) = ln 𝐶(𝜶0) +∑(𝜶𝑘
0 − 1) ln 𝜋𝑘

𝐾

𝑘=1

, (202) 

where 𝜶0 = (
𝛼1
0

…
𝛼𝐾
0
) are the parameters of the Dirichlet distribution. 

After substitution, the resulting equations for 𝑝(𝜋) are given as: 

𝑝(𝜋) = ln𝐶(𝜶0) +∑ ln𝜋𝑘 ((𝜶0 − 1) +∑𝛾𝑖𝑘

𝑁

𝑖=1

)

𝐾

𝑘=1

+ const = 

= ln 𝐶(𝜶0) +∑ ln𝜋𝑘 ((𝜶0 − 1) + 𝑛𝑘)

𝐾

𝑘=1

+ const,  

(203) 

where 

𝑛𝑘 =∑𝛾𝑖𝑘

𝑁

𝑖=1

.  (204) 

Then, one can see that after normalisation  

𝑝(𝜋) = Dir (𝜋|𝜶), (205) 

where 𝜶 = (

𝛼1
…
𝛼𝐾
) = (

𝛼1
0 + 𝑛𝑘
…

𝛼𝐾
0 + 𝑛𝑘

).  

Then we calculate  

𝑝(𝝁, Λ) =∏𝒩(𝝁𝑗|𝒎𝑗 , (𝛽𝑗Λ𝑗)
−1
)𝒲(Λ𝑗|𝑊𝑗 , 𝜈𝑗).

𝐾

𝑗=1

 (206) 
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𝑝( 𝝁, Λ) = 

=∑∑𝛾𝑖𝑘 ln[𝒩(𝒛𝑖|𝝁𝑘, Λ𝑘
−1)]

𝐾

𝑘=1

𝑁

𝑖=1

+∑ln𝑝(𝝁𝑘|Λ𝑘)

𝐾

𝑘=1

+∑ln𝑝(Λk)

𝐾

𝑘=1

+ const = 

=∑[∑𝛾𝑖𝑘 ln𝒩(𝒛𝑖|𝝁𝑘, Λ𝑘
−1)

𝑁

𝑖=1

+ ln𝒩 (𝝁𝑘|𝒎𝑘
0 ,
Λ𝑘

−1

𝛽𝑘
0 )𝒲(Λ𝑘|𝑊𝑘

0, 𝜈𝑘
0)] +

𝐾

𝑘=1

 

+const. 

(207) 

It can be proven that [154] 

𝑝( 𝝁, Λ) = 𝒩(𝝁𝑘|𝒎𝑘, (𝛽𝑘Λ𝑘)
−1)𝒲(Λ𝑘|𝑊𝑘, 𝜈𝑘), (208) 

where  

𝛽𝑘 = 𝛽𝑘
0 + 𝑛𝑘 ,  (209) 

𝒎𝑘 =
(𝛽𝑘

0𝒎𝑘
0 + 𝑛𝑘�̅�𝑘)

𝛽𝑘
,  (210) 

�̅�𝑘 =
∑ 𝛾𝑖𝑘𝒛𝑖
𝑁
𝑖=1

𝑛𝑘
, (211) 

𝑊𝑘
−1 = [𝑊𝑘

0]−1 + 𝑛𝑘Σ̅𝑘 +
𝛽𝑘
0𝑛𝑘

𝛽𝑘
0 + 𝑛𝑘

(�̅�𝑘 −𝒎𝑘
0)(�̅�𝑘 −𝒎𝑘

0)𝑇, (212) 

𝜈𝑘 = 𝜈𝑘
0 + 𝛾𝑘 + 1. (213) 

One can see that there is an interdependence between the 𝛾𝑖𝑘 weights for each of the 

distributions and the parameters of the Gaussian mixture [154]. Therefore, we should find  

ln 𝑟𝑖𝑘 and then 𝛾𝑖𝑘 by the normalisation of 𝑟𝑖𝑘 [154]: 

ln 𝑟𝑖𝑘 = −
𝑙

2
ln[2𝜋] +

1

2
𝔼Λk ln det Λ𝑘 − 

−
1

2
𝔼𝝁𝑘,Λk[(𝒛𝑖 − 𝝁𝑘)

𝑇Λ𝑘
−1(𝒛𝑖 − 𝝁𝑘)] + 𝔼𝜋𝑘[ln 𝜋𝑘], 

(214) 

𝔼Λk ln det Λ𝑘 =∑𝜓(
𝜈𝑘 + 1 − 𝑖

2
)

𝑙

𝑖=1

+ 𝑙 ln 2 + ln det𝑊𝑘, (215) 

𝔼𝜇𝑘,Λk[(𝒙𝑖 − 𝝁𝑘)
𝑇Λ𝑘

−1(𝒙𝑖 − 𝝁𝑘)] = 𝑙𝛽𝑘
−1 + 𝜈𝑘(𝒙𝑖 − 𝝁𝑘)

𝑇𝑊𝑘(𝒙𝑖 − 𝝁𝑘), (216) 

𝔼𝜋𝑘[ln 𝜋𝑘] = 𝜓(𝛼𝑘) − 𝜓(∑𝛼𝑘

𝐾

𝑖=1

), (217) 

where 𝜓 is the digamma function defined as 
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𝜓(𝛼) =
d ln Γ(𝛼)

d𝑎
 , (218) 

Γ(𝛼) is the gamma function [194], which is an extension of factorial function (𝛼 − 1)! to real 

and complex numbers.   

Substituting it into the equation for 𝑟𝑖𝑘, we finally obtain: 

ln 𝑟𝑖𝑘 = −
𝑙

2
ln[2𝜋] +

1

2
(∑𝜓(

𝜈𝑘 + 1 − 𝑖

2
)

𝑙

𝑖=1

+ 𝑙 ln 2 + ln det𝑊𝑘) − 

−
1

2
(𝑙𝛽𝑘

−1 + 𝜈𝑘(𝒙𝑖 − 𝝁𝑘)
𝑇𝑊𝑘(𝒙𝑖 − 𝝁𝑘)) + 𝜓(𝛼𝑘) − 𝜓(∑𝛼𝑘

𝐾

𝑖=1

) + const. 

(219) 

Using these formulae, one can formulate a procedure, resembling EM algorithm, capable 

of iterative optimisation of the maximum likelihood (see Figure 8).  

 

 

Figure 8 The scheme of the variational approximation algorithm based on [154] 

3.4 Feature points detection and tracking 
In order to define the video tracking algorithm, it is necessary to define the feature space 

which is used in the video analysis algorithm. For this purpose, the following procedure is 

proposed: 

- detect the fixed number of object points from the image using non-maximum 

suppression on the Harris corner map [191]; 

- track them using the Lucas-Kanade algorithm [56], for those which cannot be reliably 

tracked, search for the replacement using the Harris corner map; 

Initialisation:  

Select the initial values of the distribution parameters 𝛽𝑘 = 𝛽𝑘
0, 𝑚𝑘 =

𝑚𝑘
0,𝑊𝑘 = 𝑊𝑘

0, 𝜈𝑘 = 𝜈𝑘
0 

 

Weights estimation using formula (219) 

Parameters estimation using formulae (209),(210),(211),(212),(213) 

Repeat until the convergence criteria (e.g. norms of the parameters 

difference on the subsequent steps) fulfil. 
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- for each of the points 𝑝, which has been tracked for 𝑁𝑇 frames,  apply the Kabsch 

algorithm [155] between the current frame and the pre-defined number of frames 𝑁𝑇 

before as it is described in section 3.2.2 and calculate the velocities from it; 

- for each of the points, which has been tracked for 𝑁𝑇 frames, create the feature vector 

𝒛 = {𝓍,𝓎, 𝓋𝓍 , 𝓋𝓎}, where 𝓍 and 𝓎 are the point’s screen co-ordinates, and 𝓋𝓍 and 𝓋𝓎 

are the point’s velocity projections for 𝓍 and 𝓎 respectively. 

The vector 𝒛 is used as a visible variable within both implementations of the Bayesian 

filters. 

3.5 Object detection 
The objects and the background are distinguished using the following procedure. First, 

the rotation matrix and translation vector are estimated using Kabsch algorithm [155] (see 

section 3.2.2). Then the following heuristic procedure is used for the threshold estimation [15]. 

First, all points 𝒛𝑖 are sorted by their Kabsch algorithm 𝐿2 errors |𝒛𝑖
𝑘 − 𝑅𝒛𝑖

𝑘−1 − 𝑇|
𝐿2

, then the 

standard deviation 𝑆 for the Kabsch algorithm errors is estimated. The threshold is defined as 

a mean between the neighbouring (in sense of 𝐿2 metric) velocity vectors, for which the 

difference is more than 𝜏𝑆, where 𝜏 is some pre-defined constant (normally 3 ≤ 𝜏 ≤ 20). To 

exclude ambiguous thresholds, such points with the least errors according to 𝐿2 metric are 

selected (see Figure 9).  

 

Figure 9. Data thresholding [15]. The red points on the line are the points from 𝐺𝑘.  

Then, each cluster, obtained after the tracking stage, is treated by the thresholding with 

some pre-defined threshold 𝑇. Then, all the clusters having more than half of the points with a 

speed, larger than the threshold 𝑇, are selected as the clusters belonging to the OoI.  

3.6 Object co-ordinates estimation combined with Bayesian filter based algorithm 

The next problem solved during this research is the combination of the distance 

estimation method with the proposed Bayesian filter implementation [15]. Here, the proposed 

geographical co-ordinates estimation approach is described [15]. It uses the fusion between the 

video footage and the synchronised inertial sensors data.  
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Figure 10. The geometrical description for the proposed method [15]  

In the scheme, depicted in figure 10, one can see the surface which is assumed to be ideal 

horizontal plane. At each moment, the elevation of the camera above the object plane that is 

above the object, as well as a screen plane inclination, fully described by Euler angles [156], 

and geographical co-ordinates are known from the inertial sensor measurements. The central 

projection model is used for the camera to estimate the distances to the object given all these 

assumptions.  

Then, the following algorithm is proposed for the distance and direction estimation for 

the vector from the camera to the object, as well as real-world co-ordinates (latitude and 

longitude) object position. Given the point (𝑥, 𝑦) in the video frame 𝐼𝑘 with sizes 𝑤 × ℎ, one 

can obtain centred screen point position 

�̂� = 𝑥 –
𝑤

2
, �̂� =

ℎ

2
− 𝑦. (220) 

Then one can estimate the camera direction in the globally tethered North-East-Down (NED) 

co-ordinate system: 

𝒏 = (�̃�, �̃�, �̃�) =  ℛ (
2 tan (

𝛽ℎ
2 ) �̂�

ℎ

2 tan (
𝛽𝑣
2 ) �̂�

𝑤
1
)

𝑇

  , (221) 

where ℛ is the world rotation matrix composed from the Euler angles [156], and 𝛽ℎ, 𝛽𝑣 are the 

horizontal and vertical angles of view.  

The distance to the object is determined as |
H

𝑧
𝑛|, and, after the re-scaling, the Vincenty 

formulae [158] can be applied to estimate the real-world co-ordinates. The algorithm is 

summarised in Figure 11. 
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Figure 11 Geo-position estimation, assuming the plain terrain 

3.7 Final formulation of the proposed tracking algorithm 

 

Figure 12 Summary of the proposed tracking algorithm 

  

Normalise the co-ordinates using the formulae (220) 

Input: screen co-ordinates 𝑥, 𝑦, rotation matrix 𝑅, composed from the Euler angles, 

and horizontal and vertical angles of view, 𝛽ℎ, 𝛽𝑣 respectively 

Estimate the direction vector in the global co-ordinate system using formula (221) 

Rescale the vector by −
H

𝑧
 using the plain terrain assumption 

Apply Vincenty formulae for object co-ordinate estimation 

Input: the sequence of images 𝐼𝑘, 𝑘 > 1, also Euler angles and the camera altitude. 

Detect and track the feature points on the image (see section 3.4) 

Perform prediction and update for the Bayesian filter (see sections 3.2 and 3.3) 

Detect the objects according to the object detection criteria  (see section 3.5) 

For each object estimate the distance and geographical co-ordinates (see section 3.6) 
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The assumption about the possibility of application of the proposed time-consistent 

Gaussian mixtures clustering method to the video object tracking problem needs to be 

discussed. More precisely, the correctness of the Gaussian mixtures model application is 

justified by the following practical considerations: 

- it is assumed that each object generates a number of points (in a joint position and 

velocity space) that are close enough and concentrated near the object centre that can 

be approximated by a Gaussian distribution, 

- feature points, in a joint position and velocity space, are scattered densely near objects 

(either background or moving objects), and sparsely in between that allows to build up 

a mixture model, and 

- while other density models could be considered, e.g. based on particle filters, the 

advantage of Gaussian model is in its computational simplicity that paves the way for 

real time applications. 

The experiments, given further in this thesis in section 5.1, show the evidence of viability of 

the assumptions. 

The final algorithm is obtained as a combination of the methods, described in the 

previous sections, and is shown in Figure 12. From these stages one can see that the algorithm 

is actually composed from three parts: 

a) a part, specific for the video (detection and tracking of the feature points, object 

detection based on pre-defined criteria);  

b) a general part which contains Bayesian filtering; 

c) the distance estimation and geographical co-ordinates estimation. 

Therefore, it is clearly visible that the general and domain-specific parts, related to video 

and geographical positioning, can be separated from each other.  

3.8 Conclusion 
One of the most critical problems of video surveillance is tracking. In this section, two 

versions of the algorithm have been proposed, both relying on the concept of time-consistent 

clustering and implementing it. The methods have been first formulated in sections 3.2 and 3.3, 

for Laplacian and variational update step approximations correspondingly. Their formulation 

is general that ensures the applications of the filter to problems far beyond the scope of video 

analytics, in a time-consistent clustering of the dataset, evolving in time. The Laplacian update 

step approximation is based on the well-known EM algorithm, which has been reviewed in 

section 2.2.6.1. The variational update step is based on the variational approximation [154].  
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The rest of the chapter describes an application of the method to the domain of video 

analytics, showing its applicability for real time moving objects detection for a moving camera.  

However, the detection can be alternatively implemented using classification and clustering 

methods, including those presented in chapter 4. The object co-ordinates estimation algorithm 

for the plain terrain assumption is presented in section 3.6. The chapter is finished with the 

formulation of the proposed algorithm for object detection and tracking, combining the 

proposed methods.  
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4 Proposed object detection and recognition techniques 

The object tracking, detection and recognition models are often a part of the solution of 

the wider problem of image understanding. Therefore, tracking models, like those described in 

chapter 3, can be combined with object detection and recognition models, which are described 

in this section.   

Nowadays, there are plenty of algorithms for object detection and recognition; some of 

them, which are relevant to the proposed methods, are briefly described in section 2.2. As it 

was shown in the state-of-the-art review, these methods are based on diverse techniques. In 

this section, we describe those of them that fulfil several special criteria, which can be required 

for many practical problems [19]: 

 ability of incremental learning: the classifier should not repeat all the whole procedure 

of the classifier learning or parameters adjustment when adding new sample vectors 

into the training set; 

 online design: the system should not require holding of all data in the memory when 

learning incrementally; 

 evolving structure: the algorithm should be capable to enforce the new samples from 

the training set when learning incrementally and forget old and outlier samples.  

The algorithms, described here, except Chan-Vese algorithm modifications, described in  

section 4.4, aim to fulfil these requirements and can be used for detection and recognition as a 

part of the object detection and tracking frameworks. The image segmentation method, 

described in section 4.4, uses a novel optimisation method for the Chan-Vese functional as well 

as it improves the functional itself, making it, in contrast to the original technique, non-

parametric. 

The rest of the chapter is organised as follows. The clustering techniques, based on 

TEDA, are described in section 4.1. The classification techniques, based on TEDA, are 

described in section 4.2. The SVM incremental training procedure with trainable kernels is 

described in section 4.3. The image segmentation algorithms, based on Chan-Vese functional 

modifications, are described in section 4.4. 

4.1 Clustering techniques 

This section reviews the clustering techniques based on the TEDA approach. First the 

brief review of the Typicality and Eccentricity Data Analysis (TEDA) framework proposed in 

[159] is carried out in section 4.1.1 as a basis for the proposed algorithms. After that, the 
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recursive calculation of TEDA quantities for certain types of distances are described in section 

4.1.2. The specific problem of recursive covariance matrix update is discussed in section 4.1.3. 

The TEDACluster algorithm is described in section 4.1.4, while the version of this algorithm 

for big data applications in described in section 4.5.1. 

4.1.1 TEDA approach overview 

The main idea of the TEDA framework [159] is to use the data typicality and eccentricity 

scores for the data set for the analysis of the statistical properties of data, using the ratios of 

between-point distances.  

The TEDA approach is stated as follows [159]. Define a set of objects described by the 

features from some feature space 𝔛.  For simplicity, the features 𝒙 ∈ 𝔛  for some particular 

object are referred as ‘data samples’. Some between sample distance or similarity 𝑑(𝒙, 𝒚): 𝔛 →

ℝ, 𝒙, 𝒚 ∈ 𝔛, is defined then within the feature space. Then one can have the data sample set 

𝑆 = {𝒙1, 𝒙2, … , 𝒙𝑘}, 𝒙𝑖 ∈ 𝔛. The sum distance to any particular data sample 𝒚 ∈ 𝔛  (inside or 

outside the data sample set 𝑆) is defined as [159]: 

𝜋𝑘(𝒚) =∑𝑑(𝒚, 𝒙𝑖)

𝑘

𝑖=1

, 𝑘 ≥ 1. (222) 

The data sample eccentricity is defined as [159]: 

𝜉𝑘(𝒚) =
2𝜋𝑘(𝒚)

∑ 𝜋𝑘(𝒚)𝑘
𝑖=1

= 2
∑ 𝑑(𝒚, 𝒙𝑖)
𝑘
𝑖=1

∑ ∑ 𝑑(𝒙𝑖, 𝒙𝑗)
𝑘
𝑗=1

𝑘
𝑖=1

. (223) 

Here “2” stands as the distance between 𝒙𝑖, 𝒙𝑗 is presented two times in the sum in the 

denominator, as 𝑑(𝒙𝑖, 𝒙𝑗) and as 𝑑(𝒙𝑗, 𝒙𝑖). As a complement of the data eccentricity, a data 

typicality is defined as [159]: 

𝜏𝑘(𝒚) = 1 − 𝜉𝑘(𝒚). (224) 

In all these cases, the data typicality can be calculated recursively (with special simple 

equations for the case of Euclidean and Mahalanobis distances), therefore the index 𝑘 stands 

in the notation for 𝜉𝑘(𝒚), 𝜏𝑘(𝒚), 𝜋𝑘(𝒚). Both the quantities, typicality and eccentricity, can be 

summed up to constant [159]: 

∑ 𝜉𝑘(𝒙𝑗)
𝑘
𝑗=1 = 2, ∑ 𝜏𝑘(𝒙𝑗)

𝑘
𝑗=1 = 𝑘 − 2, (225) 

therefore, they can be normalised[159]: 

𝜁𝑘(𝒙) =
𝜉𝑘(𝒙)

2
,∑𝜁𝑘(𝒙𝑖)

𝑘

𝑖=1

= 1, 𝑘 ≥ 2, (226) 
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𝑡𝑘(𝒙) =
𝜏𝑘(𝒙)

𝑘 − 2
,∑𝑡𝑘(𝒙𝑖)

𝑘

𝑖=1

= 1, 𝑘 > 2. (227) 

The quantities above are referred to as normalised typicality and eccentricity, respectively. 

4.1.2 Recursive calculation of typicality and eccentricity 

Generally the incremental equations for TEDA are given as follows: 

𝜋𝑘(𝒚) = 𝜋𝑘−1(𝒚) + 𝑑(𝒚, 𝒙𝑘) (228) 

that can be easily checked from formula (222). 

For some particular densities, like Euclidean and Mahalanobis, there exist more efficient 

update formulae than for the general case, helping to fulfil the evolving systems conditions 

described in the beginning of the chapter such as avoid the storage of all the data set and, thus, 

enable the online update. It turns out that for these distances TEDA scores can be expressed 

through mean, variance and covariance, each of which can be updated recursively [19]. 

 Euclidean case 

First, the case of Euclidean distance 𝑑(𝒙, 𝒚)  between two points 𝒙, 𝒚 in the data space 𝔛 

is considered. After substituting Euclidean distance expressions, the eccentricity is described 

as [19] 

𝜉𝑘(𝒙) = 2
∑ 𝑑(𝒙𝑖, 𝒙)
𝑘
𝑖=1

∑ ∑ 𝑑(𝒙𝑖, 𝒙𝑗)
𝑘
𝑗=1

𝑘
𝑖=1

= 2
∑ (𝒙𝑖 − 𝒙)

𝑇(𝒙𝑖 − 𝒙)
𝑘
𝑖=1

∑ ∑ (𝒙𝑖 − 𝒙𝑗)
𝑇
(𝒙𝑖 − 𝒙𝑗)

𝑘
𝑗=1

𝑘
𝑖=1  

= 

=

{
 
 

 
 

𝝁𝑥
𝑘 =∑

𝒙𝑖
𝑘

𝑘

𝑖=1

, 𝜇𝑥𝑇𝑥 =∑
𝒙𝑖
𝑇𝒙𝑖
𝑘

𝑘

𝑖=1

,

[𝜎𝑥
𝑘]2 =∑

(𝒙𝑖 − 𝝁𝑥
𝑘)𝑇(𝒙𝑖 − 𝝁𝑥

𝑘) 

𝑘

𝑘

𝑖=1

  
}
 
 

 
 

=
2𝑘(𝜇

𝑥𝑇𝑥
𝑘 − 2[𝝁𝑥

𝑘]𝑇𝒙 + 𝒙𝑇𝒙)

𝑘2 (2𝜇𝑥𝑇𝑥
𝑘 − 2𝝁𝑥

𝑘𝑇𝝁𝑥
𝑘)

= 

= {using  variance properties} =
2𝑘(𝜇

𝑥𝑇𝑥
𝑘 − 2[𝝁𝑥

𝑘]𝑇𝒙 + 𝒙𝑇𝒙)

2𝑘2[𝜎𝑥
𝑘]2

= 

=
[𝜎𝑥

𝑘]2 + [𝝁𝑥
𝑘]𝑇𝝁𝑥 − 2[𝝁𝑥

𝑘]𝑇𝒙 + 𝒙𝑇𝒙

𝑘[𝜎𝑥
𝑘]2

=
[𝜎𝑥

𝑘]2 + (𝝁𝑥
𝑘 − 𝒙)𝑇(𝝁𝑥

𝑘 − 𝒙)

𝑘[𝜎𝑥
𝑘]2

= 

=
[𝜎𝑥

𝑘]2 + (𝝁𝑥
𝑘 − 𝒙)𝑇(𝝁𝑥

𝑘 − 𝒙)

𝑘[𝜎𝑥
𝑘]2

=
1

𝑘
+
(𝝁𝑥

𝑘 − 𝒙)𝑇(𝝁𝑥
𝑘 − 𝒙)

𝑘[𝜎𝑥
𝑘]2

. 

(229) 

The final eccentricity equation is 



86 

 

𝜉𝑘(𝒙) =
1

𝑘
+
(𝝁𝑥

𝑘 − 𝒙)𝑇(𝝁𝑥
𝑘 − 𝒙)

𝑘[𝜎𝑥
𝑘]2

. (230) 

One can notice that the quantities 𝝁𝑥
𝑘 and 𝜎𝑥

𝑘 can be calculated recursively using the following 

formulae [19]: 

𝝁𝑥
𝑘 =

𝑘 − 1

𝑘
𝝁𝑥
𝑘−1 +

𝒙𝑘
𝑘
, 𝝁𝑥

0 = 𝟎. (231) 

𝜇
𝑥𝑇𝑥
𝑘 =

(𝑘 − 1)𝜇
𝑥𝑇𝑥
𝑘−1

𝑘
+
𝒙𝑘
𝑇𝒙𝑘
𝑘

, 𝑘 ≥ 1, 𝜇
𝑥𝑇𝑥
0 = 0,  (232) 

[𝜎𝑥
𝑘]2 = 𝜇

𝑥𝑇𝑥
𝑘 − [𝝁𝑥

𝑘]𝑇𝝁𝑥. (233) 

One can see from these equations that it is possible to update the mean and variance expressions 

and then recalculate eccentricity using the update values of the mean and variance. 

The typicality can be represented using the formulae (224) and (230) as [213] 

𝜏𝑘(𝑥) = 1 − 𝜉𝑘(𝑥) =
𝑘 − 1

𝑘
−
(𝝁𝑥

𝑘 − 𝒙)𝑇(𝝁𝑥
𝑘 − 𝒙)

𝑘[𝜎𝑥
𝑘]2

. (234) 

It gives an interpretation of the TEDA quantities in the case of Euclidean distances that relates 

it to the well-known Chebyshev inequality [160], [161]. Actually, 

𝑡𝑘(𝑥) =
1

𝑘 − 2
−

1

𝑘(𝑘 − 2)
−
(𝝁𝑥

𝑘 − 𝒙)𝑇(𝝁𝑥
𝑘 − 𝒙)

𝑘(𝑘 − 2)[𝜎𝑥
𝑘]2

>
1

𝑘
, 

𝑘 − 1

𝑘(𝑘 − 2)
−
(𝝁𝑥

𝑘 − 𝒙)𝑇(𝝁𝑥
𝑘 − 𝒙)

𝑘(𝑘 − 2)[𝜎𝑥
𝑘]2

>
1

𝑘
, 

1

𝑘
+

1

𝑘(𝑘 − 2)
−
(𝝁𝑥

𝑘 − 𝒙)𝑇(𝝁𝑥
𝑘 − 𝒙)

𝑘(𝑘 − 2)[𝜎𝑥
𝑘]2

>
1

𝑘
, 

1

𝑘(𝑘 − 2)
>
(𝝁𝑥

𝑘 − 𝒙)𝑇(𝝁𝑥
𝑘 − 𝒙)

𝑘(𝑘 − 2)[𝜎𝑥
𝑘]2

, 

(𝝁𝑥
𝑘 − 𝒙)𝑇(𝝁𝑥

𝑘 − 𝒙) < [𝜎𝑥
𝑘]2. 

(235) 

Expanding for "𝑚σ" rule gives the equation 

𝑡𝑘(𝒙) =
1

𝑘 − 2
−

1

𝑘(𝑘 − 2)
−
(𝝁𝑥

𝑘 − 𝒙)𝑇(𝝁𝑥
𝑘 − 𝒙)

𝑘(𝑘 − 2)[𝜎𝑥
𝑘]2

>
−𝑚2 + 𝑘 − 1

𝑘(𝑘 − 2)
= 𝑇(𝑘), (236) 

For the normalised eccentricity similar equations can be obtained [19]: 
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(𝝁𝑥
𝑘 − 𝒙)𝑇(𝝁𝑥

𝑘 − 𝒙) < 𝑚2[𝜎𝑥
𝑘]2, 

(𝝁𝑥
𝑘 − 𝒙)𝑇(𝝁𝑥

𝑘 − 𝒙)

2𝑘[𝜎𝑥
𝑘]2

<
𝑚2

2𝑘
, 

𝜁𝑘(𝒙) =
1

2𝑘
+
(𝝁𝒙

𝒌 − 𝒙)
𝑻
(𝝁𝒙

𝒌 − 𝒙)

2𝑘[𝜎𝑥
𝑘]2

<
𝑚2 + 1

2𝑘
. 

(237) 

 Mahalanobis case 

Similar results [19] as for the Euclidean distance can be obtained also for the case when 

Mahalanobis distance is used [162] but here we also need to update the covariance matrix. For 

some problems, Euclidean distance solution can result in a low accuracy as it does not take into 

account the disparity between different components. That is why more complex distances are 

to be considered. The Mahalanobis distance is an obvious option because it can be considered 

as a generalisation of the Euclidean distance incorporating covariance matrix [162]. In [19]  the 

method was described, capable of incremental TEDA update with Mahalanobis distance. 

𝜉𝑘(𝒙) = 2
∑ 𝑑(𝒙𝑖, 𝒙)
𝑘
𝑖=1

∑ ∑ 𝑑(𝒙𝑖, 𝒙𝑗)
𝑘
𝑗=1

𝑘
𝑖=1

= 2
∑ (𝒙 − 𝒙𝑖)

𝑇 [Σ𝑥
𝑘]−1(𝒙 − 𝒙𝑖) 

𝑘
𝑖=1

∑ ∑ (𝒙𝑖 − 𝒙𝑗)
𝑇
 [Σ𝑥

𝑘]−1(𝒙𝑖 − 𝒙𝑗)
𝑘
𝑗=1

𝑘
𝑖=1

, (238) 

where Σ𝑥
𝑘 is a covariance matrix defined as 

[Σ𝑥
𝑘] =

1

𝑘
∑(𝒙𝑚 − 𝝁𝑥

𝑘)(𝒙𝑚 − 𝝁𝑥
𝑘)𝑇.

𝑘

𝑚=1

 (239) 

Then the typicality’s denominator is expressed as 

∑∑𝑑(𝒙𝑖, 𝒙𝑗)

𝑘

𝑗=1

𝑘

𝑖=1

= ∑(𝒙𝑖 − 𝒙𝑗)
𝑇
 [Σ𝑥

𝑘]−1(𝒙𝑖 − 𝒙𝑗)

𝑘

𝑖=1,
 𝑗=1

. (240) 

Then 

𝑑(𝒙𝑖, 𝒙𝑗) =  ∑∑(𝒙𝑖 − 𝒙𝑗)
𝑇
 [Σ𝑥

𝑘]−1(𝒙𝑖 − 𝒙𝑗)

𝑘

𝑗=1

𝑘

𝑖=1

= 2∑∑𝒙𝑖
𝑇[Σ𝑥

𝑘]−1𝒙𝑖

𝑘

𝑗=1

𝑘

𝑖=1

− 

−2∑∑𝒙𝑖
𝑇[Σ𝑥

𝑘]−1𝒙𝑗

𝑘

𝑗=1

𝑘

𝑖=1

= [2𝑘∑𝒙𝑖
𝑇[Σ𝑥

𝑘]−1𝒙𝑖

𝑘

𝑖=1

] − 2𝑘2[𝝁𝑥
𝑘]𝑇[Σ𝑥

𝑘]−1[𝝁𝑥
𝑘] = 

(241) 



88 

 

= [2𝑘∑𝒙𝑖
𝑇 [
1

𝑘
∑𝒙𝑗𝒙𝑗

𝑇

𝑘

𝑗=1

− [𝝁𝑥
𝑘][𝝁𝑥

𝑘]𝑇]

−1

𝒙𝑖

𝑘

𝑖=1

] − 

−2𝑘2[𝝁𝑥
𝑘]𝑇 [

1

𝑘
∑𝒙𝑗𝒙𝑗

𝑇

𝑘

𝑗=1

− [𝝁𝑥
𝑘][𝝁𝑥

𝑘]𝑇]

−1

[𝝁𝑥
𝑘] = 

=∑[2𝑘 [∑𝒙𝑖𝒙𝑖
𝑇

𝑘

𝑖=1

] ⊗ [
1

𝑘
∑𝒙𝑗𝒙𝑗

𝑇

𝑘

𝑗=1

− [𝝁𝑥
𝑘][𝝁𝑥

𝑘]𝑇]

−1

] − 

−∑[2𝑘2[[𝝁𝑥
𝑘][𝝁𝑥

𝑘]𝑇]⨂ [
1

𝑘
∑𝒙𝑗𝒙𝑗

𝑇

𝑘

𝑗=1

− [𝝁𝑥
𝑘][𝝁𝑥

𝑘]𝑇]

−1

] = 

= {𝜇𝒙𝒙𝑻 = 
1

𝑘
∑𝒙𝑗𝒙𝑗

𝑇

𝑘

𝑗=1

} = 

= 2𝑘2  ∑([𝜇𝒙𝒙𝑻 − 𝝁𝑥
𝑘[𝝁𝑥

𝑘]𝑇]⨂[𝜇𝑥𝑥𝑇 − 𝝁𝑥
𝑘[𝝁𝑥

𝑘]𝑇]
−1
) = 

= {

using 
covariance matrix
symmetricity

} = 

= 2𝑘2∑[𝜇𝒙𝒙𝑻 − 𝝁𝑥
𝑘[𝝁𝑥

𝑘]𝑇][𝜇𝑥𝑥𝑇 − 𝝁𝑥
𝑘[𝝁𝑥

𝑘]𝑇]
−1
⨂𝐼𝑛×𝑛 = 

= 2𝑘2 tr(𝐼𝑛×𝑛) = 2𝑘
2𝑛, 

where ⨂ denotes an element-wise matrix multilication operator, and ∑[ ] is a sum over all 

matrix elements.  

It shows that the denominator is dependent only of the sample set size 𝑘 that significantly 

simplifies the problem. It leads to the interpretation of the eccentricity as a quantity 

proportional to the sum of the Mahalanobis distances. The equation for typicality is then written 

as 

𝜉𝑘(𝒙) =
∑ (𝒙 − 𝒙𝑖)

𝑇 [Σ𝑥
𝑘]−1(𝒙 − 𝒙𝑖) 

𝑘
𝑖=1

𝑘2𝑛
= 

=
𝒙𝑇 [Σ𝑥

𝑘]−1𝒙 − 2[𝝁𝑥
𝑘]𝑇 [Σ𝑥

𝑘]−1𝒙 + [𝝁𝑥
𝑘]𝑇 [Σ𝑥

𝑘]−1𝝁𝑥
𝑘

𝑘𝑛
+   

(242) 
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+
∑ [𝒙𝑖]

𝑇[Σ𝑥
𝑘]−1𝒙𝑖

𝑘
𝑖=1 − 𝑘[𝝁𝑥

𝑘]𝑇 [Σ𝑥
𝑘]−1𝝁𝑥

𝑘

𝑘2𝑛
 = 

=
𝒙𝑇 [Σ𝑥

𝑘]−1𝒙 − 2[𝝁𝑥
𝑘]𝑇[Σ𝑥

𝑘]−1𝒙 + [𝝁𝑥
𝑘]𝑇[Σ𝑥

𝑘]−1𝝁𝑥
𝑘

𝑘𝑛
+
1

𝑘
= 

=
(𝒙 − 𝝁𝑥

𝑘)𝑇 [Σ𝑥
𝑘]−1(𝒙 − 𝝁𝑥

𝑘)

𝑘𝑛
+
1

𝑘
. 

Then the conditions, imposed on the typicality, corresponding to Chebyshev inequality 

can be described as:  

(𝒙 − 𝝁𝑥
𝑘)𝑇[Σ𝑥

𝑘]−1(𝒙 − 𝝁𝑥
𝑘) < 𝑚2, (243) 

where 𝑚 is a threshold. The normalised eccentricity can be expressed as 

𝜁𝑘(𝒙) =
(𝒙 − 𝝁𝑥

𝑘)𝑇[Σ𝑥
𝑘]−1(𝒙 − 𝝁𝑥

𝑘)

2𝑘𝑛
+
1

2𝑘
<
𝑚2 + 𝑛

2𝑘𝑛
, (244) 

𝜁𝑘(𝒙) <
𝑚2 + 𝑛

2𝑘𝑛
. (245) 

The analogous equations can be given for typicality [19]: 

𝑡𝑘(𝒙) =
1

𝑘 − 1
−
(𝒙 − 𝝁𝑥

𝑘)𝑇[Σ𝑥
𝑘]−1(𝒙 − 𝝁𝑥

𝑘)

𝑘𝑛(𝑘 − 1)
−

1

𝑘𝑛(𝑘 − 1)
> 

>
1

𝑘 − 1
−

𝑚2 + 𝑛

𝑘𝑛(𝑘 − 1)
= 𝑇(𝑘). 

(246) 

4.1.3 Covariance matrix update 

In this section, the recursive update formulae for the covariance matrices are given. The 

distance on the 𝑘-th step is defined as a scalar by the formula 

𝑑𝑘(𝒙) = (𝒙 − 𝝁𝑥)
𝑇[Σ𝑥

𝑘]−1(𝒙 − 𝝁𝑥). (247) 

The covariance matrix is expressed as 

Σ𝑥
𝑘 =

1

𝑘
∑(𝒙𝑖 − 𝝁𝑥

𝑘)(𝒙𝑖 − 𝝁𝑥
𝑘)𝑇

𝑘

𝑖=1

=
1

𝑘
∑𝒙𝑖𝒙𝑖

𝑇

𝑘

𝑖=1

−
1

𝑘
∑𝝁𝑥

𝑘[𝝁𝑥
𝑘]𝑇

𝑘

𝑖=1

= 

=
1

𝑘
∑𝒙𝑖𝒙𝑖

𝑇

𝑘

𝑖=1

− 𝝁𝑥
𝑘𝝁𝑥

𝑘𝑇 . 

(248) 

Further in this section, the first term of the covariance matrix expression is denoted as   
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𝜇
𝑥𝑥𝑇
𝑘 =

1

𝑘
∑𝒙𝑗𝒙𝑗

𝑇

𝑘

𝑗=1

. (249) 

The mean value is updated from the step (𝑘 − 1) to the step 𝑘: 

𝝁𝑥
𝑘 =

𝑘 − 1

𝑘
𝝁𝑥
𝑘−1 +

𝒙𝑘
𝑘
, 𝝁𝑥

0 = 𝟎. (250) 

The similar update procedure can be provided for 𝜇
𝑥𝑥𝑇
𝑘 : 

𝜇
𝑥𝑥𝑇
𝑘 =

𝑘 − 1

𝑘
𝜇
𝑥𝑥𝑇
𝑘−1 +

1

𝑘
𝒙𝑘𝒙𝑘

𝑇 , (251) 

Then the final expression for the covariance matrix update is 

Σ𝑥
𝑘 =

𝑘 − 1

𝑘
𝝁
𝑥𝑥𝑇
𝑘−1 +

𝒙𝑘𝒙𝑘
𝑇

𝑘
− (

𝑘 − 1

𝑘
𝝁𝑥
𝑘−1 +

𝒙𝑘
𝑘
) (
𝑘 − 1

𝑘
𝝁𝑥
𝑘−1 +

𝒙𝑘
𝑘
)
𝑇

= 

=
𝑘 − 1

𝑘
Σ𝑥
𝑘−1 + 

𝑘2 − 1

𝑘2
 𝒙𝑘𝒙𝑘

𝑇 +
𝑘 − 1

𝑘2
𝝁𝑥
𝑘−1([𝝁𝑥

𝑘−1] − 2𝒙𝑘)
𝑇 . 

(252) 

To make such update computationally efficient, matrix inversions are to be avoided for every 

new data sample. Fortunately, there is a way to perform the inverse covariance matrix update. 

It is based on well-known Woodbury formula [163]: 

(𝐴 + 𝑈𝐵𝑉)−1 = 𝐴−1 − 𝐴−1𝑈(𝐵−1 + 𝑉𝐴−1𝑈)−1𝑉𝐴−1, (253) 

where 𝐴, 𝐵, 𝑈, 𝑉 are the matrices with sizes compatible for matrix multiplication and sum, and 

𝐴 is an invertible square matrix. To perform the inference, this formula should be applied twice: 

at the first stage, for the first and the second terms of the recursive expression (252), and, after 

that, for the sum of the first and the second terms, and the third term.  

First, 𝑝 is introduced as 

𝑝 =
𝑘 − 1

𝑘
Σx
𝑘−1 + 

𝑘2 − 1

𝑘2
 𝒙𝑘𝒙𝑘

𝑇 . (254) 

Then the following matrices are substituted into the Woodbury formula [163]: 

𝐴−1 =
𝑘

𝑘 − 1
[Σ𝑥
𝑘−1]−1, 𝐵 = 1, 𝑈 =

𝑘2 − 1

𝑘2
𝒙𝑘, 𝑉 = 𝒙𝑘+1

𝑇 . (255) 

Then 𝑝−1 can be expressed as 

𝑝−1 = 
𝑘[Σ𝑥

𝑘−1]−1

𝑘 − 1
+
𝑘[Σ𝑥

𝑘−1]−1

𝑘 − 1

𝑘 + 1

𝑘
𝒙𝑘 (1 +

𝑘 + 1

𝑘
𝒙𝑘
𝑇[Σ𝑥

𝑘−1]−1𝒙𝑘)
−1

× (256) 
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× 𝒙𝑘
𝑇[Σ𝑥

𝑘−1]−1 = 
𝑘

𝑘 − 1
[Σ𝑥
𝑘−1]−1 +

𝑘
𝑘 − 1

[Σ𝑥
𝑘−1]−1

𝑘 + 1
𝑘

𝒙𝑘𝒙𝑘
𝑇[Σ𝑥

𝑘−1]−1

1 +
𝑘 + 1
𝑘

𝒙𝑘
𝑇[Σ𝑥

𝑘−1]−1𝒙𝑘

, 

Σ𝑥
𝑘 = 𝑝 +

𝑘 − 1

𝑘2
𝝁𝑥
𝑘−1(𝝁𝑥

𝑘−1 − 2𝒙𝑘)
𝑇 . 

After the second substitution is made, so that 𝐴−1 = 𝑝−1, 𝐵 = 1, 𝑈 =
𝑘−1

𝑘2
𝝁𝑥
𝑘−1, 𝑉 =

(𝝁𝑥
𝑘−1 − 2𝒙𝑘)

𝑇. The incremental update of the covariance matrix is then made as follows: 

[Σ𝑥
𝑘]−1 = 𝑝−1 + 𝑝−1

(𝑘 − 1)𝝁𝑥
𝑘

𝑘2
(1 +

𝑘 − 1

𝑘2
(𝝁𝑥

𝑘−1 − 2𝒙𝑘)
𝑇𝑝−1𝝁𝑥

𝑘)
−1

× 

× (𝝁𝑥
𝑘−1 − 2𝒙𝑘)

𝑇𝑝−1 = 𝑝−1 +
𝑝−1

(𝑘 − 1)𝝁𝑥
𝑘−1

𝑘2
(𝝁𝑥

𝑘−1 − 2𝒙𝑘)
𝑇𝑝−1

1 +
(𝑘 − 1)
𝑘2

(𝝁𝑥
𝑘−1 − 2𝒙𝑘)

𝑇
𝑝−1𝝁𝑥

𝑘−1
. 

(257) 

The final exact incremental update formula is then [163] 

[Σ𝑥
𝑘]−1 = 𝑝−1 +

𝑝−1
(𝑘 − 1)𝝁

𝑥
𝑘−1

𝑘2
(𝝁

𝑥
𝑘−1 − 2𝒙𝑘)

𝑇
𝑝−1

1 +
(𝑘 − 1)

𝑘2
(𝝁

𝑥
𝑘−1 − 2𝒙𝑘)

𝑇
𝑝−1𝝁

𝑥
𝑘−1

. (258) 
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4.1.4 TEDACluster 

 

Figure 13 Main TEDACluster processing flow 

Based on the incremental update procedures, described in the previous sections, the novel 

clustering approach is proposed, based on TEDA and referred to as TEDACluster [19].  The 

outline of the algorithm is depicted in Figure 13. The approach is based on the AnYa fuzzy rule 

system [111], which deals with data clouds. Shapes and boundaries of data clouds are not pre-

defined but built based on data pattern alone. 

The AnYa fuzzy rule system 𝐹, composed of the fuzzy rules 𝑅𝑖 , 𝑖 = 1…  𝑁 ̅̅ ̅̅ ̅̅ ̅̅ ̅,  is defined 

for clustering as [111] 

𝐹 = {𝑅𝑖}, 𝑖 = 1,𝑁,̅̅ ̅̅ ̅̅

𝑅i(𝒙): 𝐼𝐹 (𝒙~𝒙𝑖
∗) 𝑇𝐻𝐸𝑁 𝑖.

 (259) 

 

While (data stream is working) 

Wait for the data sample 𝑥𝑘 from the stream 

Cluster_ID = “Assign Cloud” (𝑥𝑘, 𝐾); 

If ClusterID = ∅ 

Cluster_ID = “Add New Cloud” (𝑥𝑘 , 𝐾, distance); 

“Update Cloud” (𝑥𝑘 ,𝐾Cluster_ID); 

𝑘 = 𝑘 + 1 

Y 

N 

Initialisation: 𝑘 = 1,𝐾 = ∅, distance 

in {Mahalanobis, Euclidean, other} 



93 

 

 

Figure 14 Procedure “Assign Cloud” of TEDACluster algorithm 

Each fuzzy rule is interpreted, henceforth, as a cluster. Here, 𝒙, 𝒙𝑖
∗ ∈ 𝔛, 𝐹: 𝔛 → 𝐾,  𝔛 is a 

feature space, 𝐾 is the finite set of clusters, 𝒙𝑖
∗ is the cluster’s focal point, ~ is a like predicate, 

i.e. some closeness relation over the feature space. The new vectors are assigned to the clusters 

using their typicality with respect to each of the clouds (see Figure 14). We should mention 

here that the “like” predicate, “~”, still needs to be defined. Then, the way fuzzy rules are 

added or deleted, and the algorithms should be defined. The predicate “~” is defined as a firing 

strength for each rule, so that 

𝑤𝑖
𝑘(𝒙) =

𝑡𝑖
𝑘(𝒙)

∑ 𝑡𝑗
𝑘(𝒙)𝑁

𝑗=1

, (260) 

where 𝑡𝑖
𝑘(𝒙) is a normalised typicality of 𝒙 over all the data. After that, the rule addition and 

deletion procedures are to be defined for the fuzzy rule system. In this clustering technique no 

global statistical data characteristics are calculated, but each of the clusters have their own 

descriptors instead. It differs from the approach applied in eClass [114] and AutoClass [17].  

A new data cloud formation condition is given as follows:  

Cluster_ID = “Assign Cloud” (𝑥𝑘, 𝐾); 

 

If K ≠ ∅ 

Return ∅ 

For each of the clouds 𝑖 ∈ 𝐾 calculate typicality  𝜏𝑖
𝑘(𝒙𝑘) using 

formulae (227) and (246) for Mahalanobis distance, formula (234) for 

Euclidean distance and formulae (223) and (224) for others. 

Condition (261)? 

Return ∅ 

Return argmax 
i
𝜏𝑖
𝑘(𝒙𝑘) 

Y 

N 

Y 

N 
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∀ 𝑅𝑖 ∈ 𝐹 𝑡𝑖
𝑘(𝒙) < 𝑇(𝑘) ⟺ 𝔜(𝑘) = 1, (261) 

where 𝔜(𝑘) is a flag, showing that the new cloud should be created, 𝑇(𝑘) is a threshold 

depending of the data granularity given by the equations (236) and (246) for the Euclidean and 

Mahalanobis distances correspondingly. The algorithm for the cluster addition is formulated in 

Figure 15. 

After the addition of each new data cloud, all clouds are assessed in regards to whether 

they are close to each other. It means that if for any of the clouds exists such a cluster which 

typicality is greater than 𝜅𝑇(𝑘), 𝜅 > 0,  then it is assumed that the cluster needs to be merged 

into this cloud: 

𝑅𝑖: ∃ 𝑅𝑗 ∈ 𝐹: 𝑖 ≠ 𝑗, 𝑡𝑗
𝑘(𝝁𝒊) < 𝜅𝑇(𝑘) ⟺ merge(𝑅𝑖, 𝑅𝑗), (262) 

where merge(𝑅𝑖, 𝑅𝑗) is a data cloud merging operation. Removal does not mean that the cloud 

is deleted completely, but means instead that two or more clouds are merged and, as a result, 

one get a united cloud. During the merging stage, the mean is updated as 

𝝁𝑙
𝑘 =

Support(𝑅i)𝝁𝑖
𝑘

Support(𝑅i) + Support(𝑅j)
+

Support(𝑅j)𝝁𝑗
𝑘

Support(𝑅i) + Support(𝑅j)
, 𝑘 ≥ 1. (263) 

The function Support(𝑅i) denotes the cloud support, i.e. a number of the objects 

assigned to the clusters to contribute to its mean (see Figure 16). To update the variance, we 

need also another formula to update the mean squared scalar product: 

𝝁
𝑥𝑇𝑥,𝑙
𝑘 =

Support(𝑅i)𝝁𝑥𝑇𝑥,𝑖
𝑘

Support(𝑅i) + Support(𝑅j)
+

Support(𝑅j)𝝁𝑥𝑇𝑥,𝑗
𝑘

Support(𝑅i) + Support(𝑅j)
, 𝑘 ≥ 1. (264) 

The inverted covariance, in case of Mahalanobis distance, can be updated via the 

Woodbury’s formula [163].  

The experimental results for this method is given in section 5.2. 
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“Add New Cloud” (𝒙𝑘, 𝐾, distance) 

Distance = Mahalanobis? 

Return “Add New Cloud (Mahalanobis)” (𝒙𝑘, 𝐾) 

  

Distance =  Euclidean? 

Return “Add New Cloud (Euclidean)” (𝒙𝑘, 𝐾) 

  

Return “Add New Cloud (Other)” (𝒙𝑘, 𝐾) 

 

Y 

N 

Y 

N 

“Add New Cloud (Mahalanobis)” (𝒙𝑘, 𝐾)  

Expand the cloud set |𝐾| = |𝐾| + 1, 𝜇|𝐾|
𝑘 = 𝒙𝑘. 

|𝐾| = 1? 

Σ|𝐾|
𝑘 = 𝟏length (𝒙𝑘)×length (𝒙𝑘), where length (𝒙𝑘) is a feature vector 

size, 𝟏 is a diagonal matrix with diagonal elements set to 1. 

𝛴|𝐾|
𝑘 = mean𝑗=[1…(𝐾−1)] (𝛴𝑖

𝑘) 

𝐾|𝐾|: : BufferForValues (1)  =  𝒙𝑘; 𝐾|𝐾|: : Support =  1; 

Y 

N 
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Figure 15 Procedure “Add New Cloud” of TEDACluster algorithm 

“Add New Cloud (Euclidean)” (𝒙𝑘, 𝐾)  

Expand the cloud set |𝐾| = |𝐾| + 1,  𝜇|𝐾|
𝑘 = 𝒙𝑘. 

|𝐾| = 1? 

𝜎|𝐾|
𝑘 = 1 

Y 

N 

𝜎|𝐾|+1
𝑘 = mean𝑗=[1…(𝐾−1)] (𝜎𝑖

𝑘).  

𝐾𝑖: : BufferForValues (1)  =  𝒙𝑘, 

𝐾𝑖: : Support =  1; 

“Add New Cloud (Other)” (𝒙𝑘, 𝐾)  

Expand the cloud set |𝐾| = |𝐾| + 1,  𝜋𝑖
𝑘(𝒙) = 0. 

Expand the cloud set 𝐾𝑖: : Support =  1, 𝐾𝑖: : BufferForValues (1)  =  𝒙𝑘. 
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“Update Cloud” (𝒙𝑘, 𝐾𝑖)  

Distance = Mahalanobis? 

Return “Update Cloud (Mahalanobis)” (𝒙𝑘 ,  𝐾𝑖) 

Distance =  Euclidean? 

Return “Update Cloud (Euclidean)” (𝒙𝑘 ,  𝐾𝑖) 

Return “Update Cloud (Other)” (𝒙𝑘 ,  𝐾𝑖) 

Y 

N 

Y 

N 

“Update Cloud (Mahalanobis)” 

(𝒙𝑘,  𝐾𝑖) 

𝒙𝑘, 𝐾𝑖)
Update 𝝁𝑖

𝑘 according to the formula (250) 

𝐾𝑖: : Support > 2? 

Update the inverse covariance matrix Σ𝑖
𝑘 according to the formula (258) 

𝐾𝑖: : Support == 2? 

Σ𝑖
𝑘 = cov (𝐾𝑖: : BufferForValues); 𝐾𝑖: : BufferForValues = 𝟏0×0. 

Σ𝑖
𝑘 = 𝟏length (𝒙𝑘)×length (𝒙𝑘);   

𝐾𝑖: : BufferForValues (𝐾𝑖: : Support + 1)  =  𝒙𝑘 

𝐾𝑖: : Support =  𝐾𝑖: : Support + 1 

Y 

Y 

N 

N 
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Figure 16 Procedure “Update Cloud” 

  

Function “Update Cloud (Euclidean)” (𝒙𝑘, 𝐾𝑖) 

Update 𝝁𝑖
𝑘 according to the formula  (250) 

𝐾𝑖: : Support > 2? 

Update the variance 𝜎𝑖
𝑘 according to the formulae (232), (233) 

𝐾𝑖: : Support == 2? 

Calculate the variance 𝜎𝑖
𝑘 according to the formula (233) 

𝜎𝑖
𝑘 = 1; 𝐾𝑖: : BufferForValues (𝐾𝑖: : Support + 1)  =  𝒙𝑘 

𝐾𝑖: : Support =  𝐾𝑖: : Support + 1 

Y 

Y 

N 

N 

Function “Update Cloud (Any)” (𝒙𝑘, 𝐾𝑖) 

 

Update 𝜋𝑖
𝑘(𝑥𝑗) according to the formula (224) 

𝐾𝑖: : Support =  𝐾𝑖: : Support + 1 
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4.2 Classification and regression techniques 

4.2.1 TEDAClass 

Based on the TEDACluster algorithm, described in section 4.1, the TEDA classifier is 

proposed with attention to the important particular cases of Euclidean and Mahalanobis 

distances. As it was explained before, in section 4.1, these distances have attractive 

mathematical properties of the solution which enables an online update procedure.   

As it was discussed in section 2.2.5, AnYa fuzzy rule system was introduced first in 

[111]. Let 𝐹 be a fuzzy rule set, composed of 𝑁 rules 𝑅𝑖. The rule output set is denoted 𝐶, rule 

outputs 𝑦𝑖 ∈ 𝐶. Each rule is described by some representative point 𝒙𝑖
∗. Using this notation 

AnYa fuzzy rule set is defined as  

𝐹 = {𝑅𝑖}, 𝑖 = 1,𝑁,̅̅ ̅̅ ̅̅  (265) 

𝑅i(𝒙): 𝐼𝐹 (𝒙~𝒙𝑖
∗) 𝑇𝐻𝐸𝑁 𝑦𝑖 = �̅�𝑇𝛩𝑖. (266) 

where ~ is some similarity relation for the input to the representative point.  

For each sample vector, the fuzzy rule set is being changed in evolving way that means that 

we can merge existing or add new fuzzy rules. The training of TEDAClass is similar to the one 

of AutoClass [17] and eClass [115], but the fuzzy rules are based on TEDA instead. This 

impacts the definition of the similarity relation and new rules creation criteria. More precisely, 

we base the closeness to the rule on the typicality: the more typical is the point, the better is the 

vector 𝒙 described by this rule. The rule’s firing strength is defined given the normalised 

typicality 𝑡𝑖
𝑘  (𝒙)  within the 𝑖-th rule as [19], [20] 

𝑤𝑖
𝑘(𝒙) =

𝑡𝑖
𝑘(𝒙)

∑ 𝑡𝑗
𝑘(𝒙)𝑁

𝑗=1

. (267) 

The final result is given as a weighted sum of the results of each individual rule, weighed 

with the firing strengths.  

The rule creation criterion is given as follows. The new rule is created when the local 

typicality does not exceed the threshold given by the equation given by the equations (236) and 

(246) for the Euclidean and Mahalanobis distances correspondingly [19], [20]: 

∀ 𝑅𝑖 ∈ 𝐹 𝑡𝑖
𝑘(𝒙) < 𝑇(𝑘) ⟺ 𝔜(𝑘) = 1, (268) 

where 𝔜(𝑘) ∈ {0,1} is a flag, raised to 1 if the cluster should be created, and taking the zero 

value otherwise.  
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Figure 17 TEDAClass training algorithm 

 

Figure 18 TEDAClass recognition algorithm 

While (data stream is ongoing) 

Wait for the data sample 𝒙𝑘 from the stream 

Calculate local normalised typicality 𝑡𝑖
𝑘(�̂�𝑘), 𝑖 = [1. . 𝑁], where 𝑁 is the 

number of rules, by the formula (246) for the Mahalanobis distance, formula 

(236) for the Euclidean distance and (223), (224), (227) for other distances. 

𝑘 = 𝑘 + 1 

Initialisation: 𝐹 = ∅, 𝑘 = 1  

∀ 𝑅𝑖 ∈ 𝐹 𝑡𝑖
𝑘(𝒙) < 𝑇(𝑘) ⟺ add new fuzzy rule for 𝒙𝑘 ,initialise the cluster 

parameters 

 Calculate rules’ firing strength using formula (267) 

Select the rule with the largest firing strength, increment the support and update the 

parameters according to the formulae (250),(251), (258) (for the Mahalanobis distance) 

as well as regression parameters 𝛩𝑖 according to the formulae (270), (271) 

While (data stream is ongoing) 

Wait for the data sample 𝑥𝑘 from the stream 

Calculate local normalised typicality 𝑡𝑖
𝑘(�̂�𝑘), 𝑖 = [1. . 𝑁], where 𝑁 is the number 

of rules, by the formula (246) for the Mahalanobis distance, formula (236) for 

theEuclidean distance and (223), (224), (227) for other distances. 

Calculate fuzzy rule firing strengths by the formula (267) 

For each fuzzy rule calculate the linear regression �̂�𝑖 = �̂�
𝑘𝛩𝑖 , then the 

weighted sum equal to �̂� = 𝑤𝑖
𝑘(𝒙)�̂�𝑖 

Label the sample by a winning class for the weighted sum 
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One can note that the new rules are being created using only local quantities, unlike the 

approach adopted by the allied classifiers eClass [115] and AutoClass [17]. Local typicality is 

the typicality for the points-participants of a single data cloud. After the new rule is added, the 

similar rules closer than 𝑇(𝑘) are deleted. It means that the set of rules for deletion is [19],  [20] 

𝑅𝑑 = {𝑅𝑖 ∈ 𝐹: 𝑡𝑖
𝑘(𝒙𝑘) > 𝑇(𝑘)}. (269) 

The training algorithm is formalised into the scheme depicted in Figure 17, and the one for 

recognition is given in Figure 18. 

This design matrix for the regression is updated using the fuzzy weighted RLS algorithm as 

detailed in [207]: 

𝜃𝑖
𝑘 = 𝜃𝑖

𝑘−1 + 𝜔𝑖
𝑘𝜆𝑖𝒙𝑘̅̅ ̅ (𝑦

𝑘 − 𝒙𝑘̅̅ ̅
𝑇
𝜃𝑖
𝑘−1) , 𝜃𝑖

1 = 0, (270) 

𝜔𝑖
𝑘 = 𝜔𝑖

𝑘−1 −
𝜆𝑖𝜔𝑖

𝑘−1𝒙𝑘̅̅ ̅ 𝒙𝑘̅̅ ̅
𝑇
𝜔𝑖
𝑘−1𝑇

1 + 𝜆𝑖𝒙𝑘̅̅ ̅
𝑇
𝜔𝑖
𝑘−1𝒙𝑘̅̅ ̅

, 𝜔𝑖
1 = Ω𝐼, 𝑘 ∈ ℕ > 1, (271) 

where 𝜔𝑖
𝑘 is a supplementary matrix, Ω is a positive domain-independent constant (typical 

value is Ω = 50), 𝐼 is the identity matrix.  

The experimental results for this method are given in section 5.3.1. 

4.2.2 TEDAPredict 

The TEDAPredict structure is similar to that of TEDAClass, with the difference that it is 

being used for regression problems that actually means the real number of outcomes instead of 

the finite set members.  

The fuzzy rules for TEDAPredict are defined as AnYa-type rules [111] of the following 

form:  

𝐹 = {𝑅𝑖}, 𝑖 = 1,𝑁,̅̅ ̅̅ ̅̅  (272) 

𝑅i(𝒙): 𝐼𝐹 (𝒙~𝒙𝑖
∗) 𝑇𝐻𝐸𝑁 𝑦𝑖 = 𝒙

𝑇Θ𝑖, (273) 

i.e. the fuzzy rule system 𝐹 consists of 𝑁 rules 𝑅𝑖, 𝑖 is the rule index, 𝒙 is the data sample from 

the data sample set 𝔛, 𝐶 ⊂ ℝ𝑛, 𝐹: 𝔛 → C, Θ𝑖 is the design matrix for the linear regression, ~ is 

the like predicate which shows a degree of association of the point 𝒙 with the fuzzy rule. The 

summary of the algorithm is given in Figures 19 and 20. The experimental results for this 

method are given in section 5.3.2. 
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Figure 19 TEDAPredict training algorithm 

 

Figure 20 Regression calculation algorithm 

While (data stream is ongoing) 

Wait for the data sample 𝑥𝑘 from the stream 

Calculate local normalised typicality 𝑡𝑖
𝑘(�̂�𝑘), 𝑖 = [1. . 𝑁], where 𝑁 

is the number of rules, by the formula (246) for Mahalanobis, formula 

(236) for Euclidean and (223), (224), (227) for other distances. 

𝑘 = 𝑘 + 1 

Initialisation: 𝐹 = ∅, 𝑘 = 1  

∀ 𝑅𝑖 ∈ 𝐹 𝑡𝑖
𝑘(𝒙) < 𝑇(𝑘) ⟺ add new fuzzy rule for 𝒙𝑘 ,initialise the 

cluster parameters 

Calculate rules’ firing strength using formula (267) 

Select the rule with the largest firing strength, increment the support and update the 

parameters according to the formulae  (250),(251), (258) (for Mahalanobis distance)  

as well as regression parameters 𝛩𝑖 according to the formulae from (270), (271) 

While (data stream is ongoing) 

Wait for the data sample 𝑥𝑘 from the stream 

Calculate local normalised typicality 𝑡𝑖
𝑘(�̂�𝑘), 𝑖 = [1. . 𝑁], where 𝑁 is the 

number of rules, by the formula (246) for Mahalanobis, formula (236) for 

Euclidean and (223), (224), (227) for other distances. 

Calculate fuzzy rule firing strengths by the formula (267) 

For each fuzzy rule calculate the linear regression �̂�𝑖 = �̂�
𝑘𝛩𝑖 , then 

the weighted sum equal to �̂� = 𝑤𝑖
𝑘(𝒙)�̂�𝑖 

Label the sample by a winning class for the weighted sum 
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4.3 Incremental SVM classifier based on TEDA 

С and 𝜈-SVM problems, described in section 2.2.4, allow misclassification and define 

the upper bound of margin errors on the training set. However, the problem statement does not 

answer the question how to make these errors happen on less important part of the data set with 

importance described by some criteria, e.g. anomaly score. For many practical problems such 

discrimination, however, could be useful. For example, for the handwritten symbols there can 

be some roughly looking minority, which, by perception, should fall a victim of 

misclassification at the first stage. At the same time, one may not wish to misclassify accurately 

written symbols. To cope with such practical challenges, the SVM problem statement [18] is 

described here.  

The idea of the method is to automatically weight the box constraints for each of the data 

samples according to their ‘importance’ within the data set. Although these weights can be 

defined in many ways, without loss of generality TEDA framework-based weights are 

described in this section to illustrate the method. These weights penalise more ‘typical’ support 

vectors for being misclassified. For each of the classes 𝑐 the ‘local’ typicality 𝜏 𝑐
𝑘(𝒙), where 𝒙 

is the data sample, is defined as follows [159]: 

𝜏 𝑐
𝑘(𝒙) = 1 − 2

∑ 𝑑(𝒙, 𝒙𝑗)𝒙𝑗∈𝑋𝑐

∑ ∑ 𝑑(𝒙𝑖, 𝒙𝑗)𝒙𝑗∈𝑋𝑐𝒙𝑖∈𝑋 𝑐

.  
(274) 

Here 𝐶 is the class labels set, 𝑋 is the data sample set, 𝑋𝑐 is the training data sample for the 

class 𝑐 ∈ 𝐶.  

Then, for each of the classes 𝑐 ∈ 𝐶, in order to enable multi-class classification, the 

complementary label group 𝑐̅ = 𝐶\𝑐 can be defined, consisting of all the labels but 𝑐. It allows 

to build the following SVM classifiers set for one versus the rest (or one versus all) model 

[214]: 

1

2
‖𝒘‖2 +∑𝐶𝜏 𝑐

𝑘(𝒙𝒏)[𝑦𝑛 > 0]Ξ𝑛

𝑘

𝑛=1

+∑𝐶𝜏 𝑐̅
𝑘(𝒙𝒏)[𝑦𝑛 < 0]Ξ𝑛

𝑘

𝑛=1

→ min
𝒘,Ξ,b

  
(275) 

𝑡𝑛𝑦(𝒙𝑛) ≥ 1 − Ξ𝑛, Ξ𝑛 ≥ 0, 𝑛 = 1…𝑘. (276) 

The notation is the same as it was described in section 2.2.4.  

One can see that the property of 𝐶- and 𝜈-SVMs to define the upper margin errors boundary 

γ =
1

𝑘𝐶
, 𝐶 > 0 is preserved, because the upper boundary 𝐶𝜏 𝑐{𝑚,�̅̅̅�}

𝑘 (𝒙) ≤ 𝐶 is known. One can 

see that this alteration of the box constraints is used to ‘sacrifice’ the ‘anomalous’ data at the 

first stage, and, on the contrary, penalise more for misclassification of the ‘typical’ data.  At 

the same time, this problem formulation preserves the initial quadratic programming solution, 
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as only the weights have been changed. The following description is organised as follows. First, 

the trainable TEDA kernel is introduced (section 4.3.1). Then TEDA SVM incremental update 

procedure is described (section 4.3.2). The experimental results for this method are given in 

section 5.3.3. 

4.3.1 TEDA kernel 

Apart from the box constraints there is another part of the SVM problem that can be built 

from data, which is the kernel. In this research the TEDA kernel is proposed, which is defined 

as [18] 

𝜁̈𝑘(𝒙, 𝒚) = 〈𝒙, 𝒚〉(𝜁𝑘(𝒙)𝜁𝑘(𝒚))
𝛾

, 

𝜁̈𝑘(𝒙, 𝒚) = 〈𝒙, 𝒚〉 (
∑ 𝑑(𝒙𝑖, 𝒙)
𝑘
𝑖=1 ∑ 𝑑(𝒙𝑖, 𝒚)

𝑘
𝑖=1

(∑ ∑ 𝑑(𝒙𝑖 , 𝒙𝑗)
𝑘
𝑗=1

𝑘
𝑖=1 )

2 )

𝛾

,∑∑𝑑(𝒙𝑖, 𝒙𝑗)

𝑘

𝑗=1

𝑘

𝑖=1

> 0, 

(277) 

where 𝜁𝑘(𝒙) is a normalised data eccentricity, 〈𝒙, 𝒚〉 is a linear kernel, γ > 0 is a parameter. 

This kernel is trainable and it reflects ‘eccentricity’ of each of the points. It makes the 

anomalous points even further, and typical points closer to each other in the data space. Below 

it is proven that the 𝜁̈𝑘(𝒙, 𝒚) has the properties of a positive definite kernel indeed.  

First, as it is described in [195], (positive definite) kernel must meet the following restrictions: 

- 𝜁̈𝑘(𝒙, 𝒚) = 𝜁̈𝑘(𝒚, 𝒙); 

- 𝜁̈𝑘 is non-negative definite: for Hilbert space Ω, for which kernel is defined, 

∀𝒚1, 𝒚2, … 𝒚𝑚 ∈ Ω, ∀𝒙1, 𝒙2, … 𝒙𝑘 ∈ Ω 𝑀 ∈ ℝm×𝑚, 𝑀𝑖𝑗 = 𝜁̈𝑘(𝒚𝑖, 𝒚𝑗) is a non-negative 

definite matrix. For any 𝛼 ∈ ℝm 𝛼𝑇𝑀𝛼 ≥ 0. 

These statements can be proven as follows (for Euclidean distance based TEDA): 

1. 𝜁̈𝑘(𝒙, 𝒚) = 𝜁̈𝑘(𝒚, 𝒙): 

𝜁̈𝑘(𝒙, 𝒚) = 〈𝒙, 𝒚〉 (
∑ 𝑑(𝒙𝑖, 𝒙)
𝑘
𝑖=1 ∑ 𝑑(𝒙𝑖, 𝒚)

𝑘
𝑖=1

(∑ ∑ 𝑑(𝒙𝑖, 𝒙𝑗)
𝑘
𝑗=1

𝑘
𝑖=1 )

2 )

𝛾

= 

〈𝒚, 𝒙〉 (
∑ 𝑑(𝒙𝑖, 𝒚)
𝑘
𝑖=1 ∑ 𝑑(𝒙𝑖, 𝒙)

𝑘
𝑖=1

(∑ ∑ 𝑑(𝒙𝑖, 𝒙𝑗)
𝑘
𝑗=1

𝑘
𝑖=1 )

2 )

𝛾

= 𝜁̈(𝒚, 𝒙). 

2. 𝜁̈𝑘(𝒙, 𝒚) ∝ 〈𝒙, 𝒚〉((‖𝒙 − 𝝁𝑘‖2 + [𝜎𝑘]2)(‖𝒚 − 𝝁𝑘‖2 + [𝜎𝑘]2))
𝛾

. 

Here 𝝁𝑘 is the mean and 𝜎𝑘 is the variance of {𝒙1, 𝒙2, … 𝒙𝑘}. The polynomial kernel multiplied 

by the linear kernel can be recognised here.  

Then, the linear kernel can be replaced by any other one:  
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𝜁̈𝑘(𝒙, 𝒚) ∝ 𝐾(𝒙, 𝒚)((‖𝒙 − 𝝁𝑘‖2 + [𝜎𝑘]2)(‖𝒚 − 𝝁𝑘‖2 + [𝜎𝑘]2))
𝑇

,  
(278) 

There are many ways to define trainable incrementally calculated kernel. For example, below 

one can see the kernel statement featuring recursive density estimation (RDE) statement [196]: 

𝐷(𝒙, 𝒚) = 1/(1 + ‖𝒙 − 𝒚‖2  + Σ𝑘 − ‖𝝁𝑘
2‖) . (279) 

One can see its equivalence to the Cauchy kernel [197] which can be proven to be a kernel: 

𝐷(𝒙, 𝒚) ∝
1

1 + ‖𝒙 − 𝒚‖2/𝛼
, 𝛼 > 0. 

(280) 

4.3.2 TEDA SVM incremental update 

The incremental SVM update method [198] is widely renowned, however it does not 

address the case when the box constraints and the kernel are being updated during the 

incremental training. The description starts with the problem definition, and then the multi-

stage update procedure is proposed, which expands the original incremental SVM algorithm 

given in [198]. In the following description the notation used in sections 2.2.4 and 4.1.1 is 

maintained.   

Consider training data sequence {𝒙1, … , 𝒙𝑘…}, 𝒙𝑘 ∈ 𝛺. Here 𝑘 is a sequential number of 

a data vectors. For each data vector from the sequence a label 𝑦(𝒙𝑘) is assigned. It is assumed 

that the problem’s optimal solution has been found for up to the 𝑘-th vector. Then, for the next, 

(𝑘 + 1)-st, vector, the problem transforms to the following one[18]: 

1

2
‖𝒘‖2 +∑𝐶𝜏 𝑐𝑚

𝑖 (𝒙𝒊)[𝑦𝑖 > 0]Ξ𝑛

𝑘+1

𝑖=1

+∑𝐶𝜏 𝑐�̅̅̅�
𝑖 (𝒙𝒊)[𝑦𝑖 < 0]Ξ𝑖

𝑘+1

𝑖=1

→ min
𝐰,Ξ,𝑏

  
(281) 

𝑡𝑖𝑦(𝒙𝑖) ≥ 1 − Ξ𝑖 , Ξ𝑖 ≥ 0, 𝑖 = 1…𝑘 + 1. (282) 

Here, 𝑦(𝒙) is expressed as 

𝑦(𝒙) = 𝒘𝑇𝜙(𝒙) + 𝑏. (283) 

However, it should be accepted that 𝜙(𝒙) can be taken from an infinite dimensional functional 

space. To make the problem computationally feasible for such case and to avoid direct feature 

mapping estimations, the dual problem formulation can be used together with the kernel trick, 

where the feature mappings are replaced with kernel values 𝐾(𝒙𝑖, 𝒙𝑗) =  〈𝜙
𝑇(𝒙𝑖), 𝜙(𝒙𝑗)〉. 

Technically the kernel values for the training sets can be formed into a matrix 𝐾 ∈ ℝN×N , 𝐾𝑖𝑗 =

𝐾(𝒙𝑖, 𝒙𝑗). 

The dual problem can be formulated as follows [18]: 

�̌�(𝛼) =
1

2
∑∑𝛼𝑖𝛼𝑗𝑡𝑖𝑡𝑗[𝜙(𝒙𝑖)]

𝑇𝜙(𝒙𝑗)

𝑘

𝑗=1

𝑘

𝑖=1

−∑𝛼𝑖

𝑘

𝑖=1

+ 𝑏∑ 𝑡𝑖𝛼𝑖

𝑘

𝑛=1

= 

(284) 
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=
1

2
∑∑𝛼𝑖𝛼𝑗𝑡𝑖𝑡𝑗𝐾 (𝒙𝑖, 𝒙𝑗)

𝑘

𝑗=1

𝑘

𝑖=1

−∑𝛼𝑖

𝑘

𝑖=1

+ 𝑏∑𝑡𝑖𝛼𝑖

𝑘

𝑖=1

→ min
𝛼,𝑏

 , 

0 ≤ 𝛼𝑖 ≤ 𝐶𝑖, ∀𝑖 ∈ [1, 𝑘],∑𝛼𝑖𝑡𝑖

𝑘

𝑖=1

= 0. 

After differentiation of the Lagrangian �̌�(𝛼) Karush-Kuhn-Tucker conditions (KKT 

conditions) can be written as follows[18]: 

𝑔𝑗(𝑥𝑗) =
𝜕�̌�(𝛼)

𝜕𝛼𝑗
=∑𝛼𝑖𝑡𝑖𝑡𝑗𝐾 (𝒙𝑖 , 𝒙𝑗)

𝑘

𝑖=1

− 1 + 𝑡𝑗𝑏 = 𝑡𝑗𝑦(𝒙𝑗) − 1, 

𝜕�̌�(𝛼)

𝜕𝑏
=∑𝑡𝑖𝛼𝑖

𝑘

𝑖=1

= 0, 𝑔𝑗(𝑥𝑗) {

> 0, 𝛼𝑗 = 0,

= 0, 0 < 𝛼𝑗 < 𝐶𝑗
< 0, 𝛼𝑗 = 𝐶𝑗 .

. 

(285) 

Based on KKT conditions, the training set 𝛺𝐿 can be divided into three disjoint sets: 

- margin vectors 𝑆 (𝑔𝑗(𝒙𝑗) = 0) 

- error vectors 𝐸 (𝑔𝑗(𝒙𝑗) < 0) 

- the rest of vectors 𝑅, which are correctly classified and are not a part of the SVM 

solution (𝑔𝑗(𝒙𝑗) > 0) 

After having defined the dual optimisation problem it is possible to present the sequence of the 

solution update in the proposed incremental SVM algorithm: 

- incremental kernel matrix update (section 4.3.1) 

- solution update given the new kernel matrix (section 4.3.2.2) 

- solution update for the new box constraints (section 4.3.2.3) 

- solution update for the new data (section 4.3.2.1) 

 Addition of the new data samples 

The addition of the new samples uses a well-renowned method which was proposed in 

[198]. Here the derivation is given in line with the original article and the article [18] describing 

the method described in this thesis. Contrary to the method described in [198], it is assumed 

that each of the objects has its individual box constraint (which, in fact, can be also updated 

incrementally).  

The problem is to transform the problem (284) with 𝑘 data samples to the problem with 

the same constraints and kernel but for 𝑘 + 1 data vectors (with one new data vector). To make 

the notation uncluttered, 𝑀 = 𝑘 + 1 and 𝑄𝑖𝑗 = 𝑡𝑖𝑡𝑗𝐾(𝒙𝑖, 𝒙𝑗) are defined. The following 

differential representation of the KKT conditions (285) is used which represents the difference 

between the previous and the updated KKT conditions[198], [18]: 
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Δ𝑔𝑗(𝒙𝑗) = 𝑄𝑗𝑀Δ𝛼𝑀 +∑𝑄𝑗𝑛Δ𝛼𝑀
𝑛∈𝑆

+ 𝑡𝑗Δ𝑏, ∀ 𝑗 ∈ 𝛺𝐿⋃{𝑀}, 

0 = 𝑡𝑀Δ𝛼𝑀 +∑𝑡𝑛Δ𝛼𝑛
𝑛∈𝑆

. 

(286) 

Then, the new support vector’s coefficient 𝛼𝑀 is being changed until no further transfers 

between the subsets 𝑆, 𝐸, 𝑅 occur. Define the following matrix:  

Θ =

[
 
 
 
 
0 𝑡𝑠1 … 𝑡𝑠𝑙(𝑆)
𝑡𝑠1 𝑄𝑠1𝑠1 … 𝑄𝑠1𝑠𝑙(𝑠)
⋮ ⋮ ⋱ ⋮

𝑡𝑠𝑙(𝑆) 𝑄𝑠𝑙(𝑠)𝑠1 … 𝑄𝑠𝑙(𝑠)𝑠𝑙(𝑠)]
 
 
 
 

 

(287) 

Then the margin vector set and the new vector KKT conditions can be written in the matrix 

form [198], [18]: 

Θ[Δ𝑏 Δ𝛼𝑠1 … Δ𝛼𝑠𝑙(𝑆)]
𝑇
= −[𝑦𝑀 𝑄𝑠1𝑀 … 𝑄𝑠𝑙(𝑆)𝑀]

T
Δ𝛼𝑀  (288) 

This matrix equation can be transformed to the following system of equations [198], [18]:  

Δ𝑏 = 𝛽Δ𝛼𝑀, (289) 

Δ𝛼𝑗 = 𝛽𝑗Δ𝛼𝑀, ∀ 𝑗 ∈ 𝐷. (290) 

[𝛽 𝛽𝑠1 … 𝛽𝑠𝑙(𝑠)]
𝑇
= −Θ−1[𝑦𝑀 𝑄𝑠1𝑀 … 𝑄𝑠𝑙(𝑠)𝑀]

𝑇
  (291) 

Non-margin vectors are not included into the equation, because 𝛽𝑛 = 0 ∀ 𝑛 ∈ 𝛺𝐿\𝑆. 

Then, it is possible to write down the change of KKT conditions for each of the training 

set vectors depending of the newly added vector 𝑀[198], [18]:  

Δ𝑔𝑗(𝑥𝑗) = Γ𝑗Δ𝛼𝑀, ∀ 𝑗 ∈ 𝑇⋃{𝑀}; 

Γ𝑗 = 𝑄𝑗𝑀 +∑𝑄𝑗𝑛𝛽𝑛
𝑛∈𝑆

+ 𝑡𝑗𝛽, ∀𝑗 ∉ 𝑆. 

(292) 

The following procedure is repeated until no further transitions between 𝑅, 𝐸, and 𝑆 occurs. 

On each of the stages of the procedure, the maximal increment is found until one of the 

following conditions happen [198], [18]: 

-  𝑔𝑀 ≤ 0, with 𝑀 joining 𝑆  when 𝑔𝑀 = 0; 

- 𝛼𝑀 ≤ 0,with 𝑀 joining 𝐸 when 𝛼𝑀 = 0; 

- 0 ≤ 𝛼𝑗 ≤ 𝐶𝑗 , 𝑗 ∈  𝑆 with 𝛼𝑗 = 0 when the 𝑗-th vector transfers from 𝑆 to 𝑅, and 𝛼𝑗 = 𝐶𝑗 

when transferring from 𝑆 to 𝐸;  

- 𝑔𝑗 ≤ 0, ∀ 𝑗 ∈ 𝐸, with 𝑔𝑗 = 0 when the 𝑗-th vector transfers from 𝐸 to 𝑆; 

- 𝑔𝑗 ≥ 0, ∀𝑗 ∈ 𝑅,  with 𝑔𝑗 = 0 when the  𝑗-th vector transfers from 𝑅 to 𝑆. 

At each stage, the new support vectors must be added to the matrix Θ−1 in the following 

way[198], [18]: 
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Θ−1 ← [
Θ−1

0
⋮

0 … 0
] + 

+
1

Γ𝑀
[𝛽 𝛽𝑠1 … 𝛽𝑠𝑙(𝑠) 1 ]

𝑇
[𝛽 𝛽𝑠1 … 𝛽𝑠𝑙(𝑠) 1 ]. 

(293) 

One can prove that this procedure is reversible. It means that the procedure can use exclusion 

of the data samples from the training set (decremental learning) in a way similar to the 

incremental learning [198].  

  Updating the kernel 

In this section, another incremental update problem is stated. Here the data set remains 

the same, but the kernel is modified (as a result of kernel training or just by kernel replacement). 

More formally, the problem  

�̌�𝑘(𝛼) =
1

2
∑∑𝛼𝑖𝛼𝑗𝑡𝑖𝑡𝑗𝐾 (𝒙𝑖, 𝒙𝑗)

𝑘

𝑗=1

𝑘

𝑖=1

−∑𝛼𝑖

𝑘

𝑖=1

+ 𝑏∑𝑡𝑖𝛼𝑖

𝑘

𝑖=1

→ min
𝛼,𝑏

 . 
(294) 

is replaced with another one[18]: 

�̌�𝑘+1(𝛼) =
1

2
∑∑𝛼𝑖𝛼𝑗𝑡𝑖𝑡𝑗�̂� (𝒙𝑖, 𝒙𝑗)

𝑘

𝑗=1

𝑘

𝑖=1

−∑𝛼𝑖

𝑘

𝑖=1

+ 𝑏∑𝑡𝑖𝛼𝑖

𝑘

𝑖=1

→ min,
𝛼,𝑏

  
(295) 

both with respect to the constraints (284). In consistence with the previous notation one can 

denote  

𝑄𝑖𝑗  =  𝑡𝑖𝑡𝑗𝐾(𝒙𝑖, 𝒙𝑗), �̂�𝑖𝑗  =  𝑡𝑖𝑡𝑗�̂�(𝒙𝑖, 𝒙𝑗) . (296) 

�̂�𝑖𝑗 − 𝑄𝑖𝑗 = Δ𝑄𝑖𝑗. (297) 

After that, one can consider differential representation similar to that given in section 4.3.2.1 

[18]:  

Δ𝑔𝑗(𝑥𝑗) =∑(𝑄𝑗𝑛 + 𝛽Δ𝑄𝑗𝑛)Δ𝛼𝑛
𝑛∈𝑆

+ 𝛽∑Δ𝑄𝑗𝑛𝛼𝑛
𝑛∈𝑆

+ 𝑡𝑗Δ𝑏,∑𝑡𝑛Δ𝛼𝑛
𝑛∈𝑆

= 0. 

(298)  

Here, 0 ≤ 𝛽 ≤ 1 is a linear interpolation coefficient between the old and the new kernel. In 

this approach, Δ𝛼𝑛 is represented as a function of 𝛽. 𝛽 is incremented gradually from 0 to 

1.While the coefficient 𝛽 is being incremented, the transfer conditions between margin, error 

and correct vectors are being consistently checked. Similarly to Θ in (287), one can define the 

matrix [18] 

Θ̌ =

[
 
 
 
 
0 0 … 0
0 Δ𝑄𝑠1𝑠1 … Δ𝑄𝑠1𝑠𝑙𝑆
⋮ ⋮ ⋱ ⋮
0 Δ𝑄𝑠𝑙𝑆𝑠1

… Δ𝑄𝑠𝑙𝑆𝑠𝑙𝑆]
 
 
 
 

. 

(299) 
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Using this notation, the balance equation for the differential representation of the KKT 

conditions can be written as [18] 

(Θ + 𝛽Θ̌)[Δ𝑏 Δ𝛼𝑠1 … Δ𝛼𝑠𝑙𝑆]
𝑇
= 𝛽Θ̌[𝑏 𝛼𝑠1 … 𝛼𝑠𝑙𝑆]

𝑇
. (300) 

and then  transformed into [18] 

[Δ𝑏 Δ𝛼𝑠1 … Δ𝛼𝑠𝑙𝑆]
𝑇
= 𝛽(Θ + 𝛽Θ̌)

−1
Θ̌[𝑏 𝛼𝑠1 … 𝛼𝑠𝑙𝑆]

𝑇
= 

= [𝑏 𝛼𝑠1 … 𝛼𝑠𝑙𝑆]
𝑇
− (Θ + 𝛽Θ̌)

−1
Θ[𝑏 𝛼𝑠1 . . 𝛼𝑠𝑙𝑆]

𝑇
. 

(301) 

The update is carried out in a similar way as for the addition of the new samples in the section 

4.3.2.1, but the termination condition is 𝛽 ∈ [0, 1].  

 Updating box constraints 

Another problem of the incremental SVM update is the box constraints update. The 

problem is to update the solution of the problem 

�̌�𝑘(𝛼) =
1

2
∑∑𝛼𝑖𝛼𝑗𝑡𝑖𝑡𝑗𝐾 (𝒙𝑖, 𝒙𝑗)

𝑘

𝑗=1

𝑘

𝑖=1

−∑𝛼𝑖

𝑘

𝑖=1

+ 𝑏∑𝑡𝑖𝛼𝑖

𝑘

𝑖=1

→ min
𝛼,𝑏

 , 
(302) 

0 ≤ 𝛼𝑖 ≤ 𝐶𝑖
𝑘 , ∀𝑖 ∈ [1, 𝑘],∑𝛼𝑖𝑡𝑖

𝑘

𝑖=1

= 0. 
(303) 

to the problem 

�̌�𝑘(𝛼) =
1

2
∑∑𝛼𝑖𝛼𝑗𝑡𝑖𝑡𝑗𝐾 (𝒙𝑖, 𝒙𝑗)

𝑘

𝑗=1

𝑘

𝑖=1

−∑𝛼𝑖

𝑘

𝑖=1

+ 𝑏∑𝑡𝑖𝛼𝑖

𝑘

𝑖=1

→ min
𝛼,𝑏

 , 
(304) 

0 ≤ 𝛼𝑖 ≤ 𝐶𝑖
𝑘+1, ∀𝑖 ∈ [1, 𝑘],∑𝛼𝑖𝑡𝑖

𝑘

𝑖=1

= 0. 
(305) 

To update the solution for the new box constraints, the same incremental representation 

is used as for the new data in section 4.3.2.1. The previous constraints are given by the equation 

(285), and for the stage (𝑘 + 1) the following constraints need to fulfil: 

𝑔𝑗(𝒙𝑗){

> 0, 𝛼𝑗 = 0,

= 0, 0 < 𝛼𝑗 < 𝐶𝑗
𝑘+1,

< 0, 𝛼𝑗 = 𝐶𝑗
𝑘+1.

 

(306) 

Initially, for each of the new constraints the fact of their violation is checked. For those 

constraints which are broken in the updated solution, the following algorithm is proposed. 

Given vector 𝒙𝑗 for which 𝑔𝑗(𝒙𝑗) is violated, the vector is considered as a newly added vector 

𝒙𝑗 to the 𝑘-vector SVM problem excluding vector 𝒙𝑗. If additionally the vector belongs to the 

sets 𝐸 or 𝑆, it is removed from the solution before the addition using decremental training 

technique [198]. After that, the solution repeats the incremental SVM procedure described in 

section 4.3.2.1. 
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 Incremental SVM for evolving systems 

The proposed incremental SVM solution is not restricted to a particular kernel or 

weighting algorithm. Additionally to the incremental SVM update algorithms, it can be 

successfully used in the evolving systems [18]. It can be done due to reversibility property of 

the incremental update procedure algorithm [198]. Using this property, one can remove the 

support vectors which have appeared long time ago and in this way address the shift and drift 

of the data stream. For example, a following sequence can be used to make the simple evolving 

algorithm: 

- For each of the support vectors calculate within-class typicality 𝜏 𝑐
𝑘(𝒙) of a vector 𝒙; 

- if 𝜏 𝑐
𝑘(𝒙) is less than some pre-defined threshold, remove the support vector from the 

solution using decremental training procedure.  

4.4 Image segmentation techniques 
Additionally to the general purpose clustering, classification and regression techniques 

described in previous sections of this chapter, the novel image segmentation technique is 

proposed. This family of problems is also important for video analytics as it can be used for 

object detection for the subsequent stages of object tracking and/or classification. As it was 

discussed in section 2.2.7, image segmentation can use either general purpose data mining 

techniques, especially clustering methods, but also it can use the methods, specific to video 

analysis. In this section, such image segmentation method is proposed based on the Chan-Vese 

algorithm. The proposed method improves both optimisation method (two orders less iterations 

comparing to the original results, reported in [123] and one order less in terms of time) and 

functional formulation (the non-parametric version of the functional is proposed without 

deterioration of quality). The rest of the section is given as follows. First the optimisation 

scheme for the Chan-Vese functional, using the MM algorithm, is described in section 4.4.1. 

Then the non-parametric modification of the Chan-Vese functional is given in section 4.4.1.2. 

The majorant derivation for the EM algorithm is described in section 4.4.1.3. The analytical 

optimisation, which is carried out in order to get rid of the parameters in the non-parametric 

version, is given in section 4.4.1.4. The experiments with the proposed image segmentation 

algorithm and its comparisons with other image segmentation algorithms have been described 

in section 5.5. 

4.4.1 Improved optimisation technique for the Chan-Vese functional 

To begin with, the original Chan-Vese functional optimisation procedure [123] is briefly 

described to compare with the novel approach proposed in [22].  
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A level set function 𝜙(𝑥, 𝑦) is defined as  

𝜙(𝑥, 𝑦) {

= 0, (𝑥, 𝑦) ∈ 𝜓,

> 0, (𝑥, 𝑦) ∈ 𝜉\𝜓,

< 0, (𝑥, 𝑦) ∉ 𝜉.

 (307) 

where the notation is the same as for the Chan-Vese algorithm description in section 2.2.7.  

The Heaviside operator 𝐻(𝜙) = 𝐻(𝜙(𝑥, 𝑦)) is defined as follows: 

𝐻(𝜙) = {
1, 𝜙(𝑥, 𝑦) ≥ 0,

0 else.
 (308) 

The operator discriminates between the points belonging to ξ and belonging to Ω \ 𝜉, i.e. 

between the objects of interest and the background.  

The mean intensities for the foreground and the background pixels are defined as 

𝑐1(𝜙) =
∫ 𝑢(𝑥, 𝑦)𝐻(𝜙(𝑥, 𝑦))d𝑥 d𝑦
Ω

 

∫ 𝐻(𝜙(𝑥, 𝑦))d𝑥 d𝑦
Ω

 (309) 

and  

𝑐2(𝜙) =
∫ 𝑢(𝑥, 𝑦) (1 − 𝐻(𝜙(𝑥, 𝑦))) d𝑥 d𝑦
Ω

 

∫ (1 − 𝐻(𝜙(𝑥, 𝑦))) d𝑥 d𝑦
Ω

 (310) 

correspondingly. 

Then the functions Area(𝜉) and Len (𝜙(𝜉)) are defined as 

Area (𝜉) = ∫𝐻(𝜙(𝑥, 𝑦))d𝑥 d𝑦
Ω

 , (311) 

Len (𝜉) = ∫ |∇𝐻(𝜙(𝑥, 𝑦))|d𝑥 d𝑦
Ω

= ∫𝛿0(𝜙(𝑥, 𝑦))|∇𝐻(𝜙(𝑥, 𝑦))|d𝑥 d𝑦
Ω

, (312) 

where 𝛿0(⋅) is a Dirac 𝛿-function, i.e. the Heaviside function first derivative. Then the Chan-

Vese functional described in the section 2.2.7 can be written as follows: 

𝐹(𝜙) = 𝜇∫𝛿0(𝜙(𝑥, 𝑦))|∇𝐻(𝜙(𝑥, 𝑦))|d𝑥d𝑦
Ω

+ 𝜈∫𝐻(𝜙)d𝑥d𝑦
Ω

+ 

+∫[𝜆1𝐻(𝜙)|𝑢(x, y) − c1(𝜙))|
2 + 𝜆2(1 − 𝐻(𝜙))|𝑢(x, y) − c2(𝜙))|

2]d𝑥d𝑦
Ω

. 

(313) 

The original method [123], proposed by T.F. Chan and L.A. Vese in 2001, uses 

variational gradient descent. First, 𝑐1,2(𝜙) is fixed and then Euler-Lagrange equation for 𝜙 is 

solved. To make it differentiable, the smoothened 𝛿-function  𝛿0𝜖 is introduced. To fit it to the 

Euler equation, 𝜙 is considered as evolving in time, i.e. 𝜙 = 𝜙(𝑥, 𝑦, 𝑡). The Euler-Lagrange 

equation is given as follows: 
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𝜕𝜙

𝜕𝑡
= 𝛿0𝜖(𝜙(𝑡, 𝑥, 𝑦)) × 

× (𝜇 div 
∇𝜙

|∇𝜙|
− 𝜈 − 𝜆1|𝑢(𝑥, 𝑦) − 𝑐1(𝜙)|

2 − 𝜆2|𝑢(𝑥, 𝑦) − 𝑐2(𝜙)|
2) , 𝑡 > 0 

(314) 

with the initial conditions 

𝜙(0, 𝑥, 𝑦) = 𝜙0(𝑥, 𝑦), (𝑥, 𝑦) ∈ Ω, (315) 

𝛿0𝜖𝜙(𝑡, 𝑥, 𝑦)

|∇𝜙(𝑡, 𝑥, 𝑦)|
×
𝜕𝜙

𝜕𝒏
= 0, (𝑥, 𝑦) ∈ 𝜕Ω, (316) 

where 𝒏 is an exterior normal to 𝜕Ω, and 𝜙0(𝑥, 𝑦) is an initial condition. One expects it to be 

tending to the local minima at 𝑡 → +∞. The variational gradient descent approach, which is 

iterative by its nature, does not provide fast convergence. The method that came out in this 

thesis research [22], significantly accelerates the number of iterations from several hundreds 

that practically prohibits the real-time applications for such methods to a few. Another problem 

is that the Heaviside function needs to be approximated in order to make it differentiable. 

Instead of exploiting this straightforward gradient descent approach, the majorisation-

minimisation (MM) algorithm [166] is used in this thesis. It improves the time performance of 

the algorithm by an order of magnitude by the execution time and by two orders by the 

iterations number as well as avoids Heaviside function approximation. 

The MM algorithm [166] consists of the following two alternating steps: 

- (majorisation) the majorant function 𝐺𝑖(𝜙) is estimated for the original, hard to 

optimise, function 𝐹(𝜙), so that 𝐺𝑖(𝜙) ≥ 𝐹(𝜙), 𝐺𝑖(𝜙𝑖) = 𝐹(𝜙𝑖), 

- (minimisation) the minimisation procedure is carried out for the function 𝐺𝑖(𝜙𝑖), so that 

𝜙𝑖+1 = argmin
𝜙
 𝐺𝑖(𝜙). 

These conditions are used for the proof of the MM algorithm convergence [166], because 

on each step the majorant coincides with the original function, and the lower bound of the 

majorant is given by the function under optimisation itself.  

For the first stage, some initial guess 𝜙1 is used. The majorisation and minimisation 

procedures are repeated until the accomplishment of the convergence condition, e.g. 

|𝐹(𝜙𝑖+1) − 𝐹(𝜙𝑖)| < 𝜖, where 𝜖 is some pre-defined constant. 
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The description of the method follows hereafter. First, the following function is defined 

[22]: 

Ξ: Ω → {0, 1}, Ξ(𝑥, 𝑦) = 𝐻(𝜙(𝑥, 𝑦)) (317) 

Then, the functional can be rewritten as  

𝐹(𝜙) = 𝜇∫𝛿0(𝜙(𝑥, 𝑦))|∇Ξ(𝑥, 𝑦)|d𝑥d𝑦
Ω

+ 𝜈∫Ξ(𝑥, 𝑦)d𝑥d𝑦
Ω

+ 

+𝜆1∫Ξ(𝑥, 𝑦)|u(x, y) − c1(Ξ))|
2d𝑥d𝑦

Ω

+ 

+𝜆2∫(1 − Ξ(𝑥, 𝑦))|u(x, y) − c2(Ξ))|
2d𝑥d𝑦.

Ω

 

(318) 

Here, it should be emphasised that the Heaviside function is not approximated in the 

proposed solution [22]. As the solution is iterative, it is proposed to define abbreviations 𝑐1  =

 𝑐1(𝛯𝑘) and  𝑐2 = 𝑐2(𝛯𝑘) where 𝛯𝑘 is the function 𝛯 at the 𝛯-th stage of the optimisation. 

Using the results, derived in the section 4.4.1.3, the majorant can be expressed as  

𝐺𝑘
𝑥,𝑦
(Ξ, 𝑐1,2) =

{
 
 
 

 
 
 𝜇 (|∇Ξ𝑘| +

|∇Ξ|2 − |∇Ξ𝑘|
2

2|∇Ξ𝑘| + 𝜖
) + 𝜆2(𝑢 − 𝑐2)

2 +

+𝜆1(Ξ − Ξ𝑘)max
𝑞
(𝑢 − 𝑞)2 + 𝜈Ξ, Ξ𝑘 = 0,

𝜇 (|∇Ξ𝑘| +
|∇Ξ|2 − |∇Ξ𝑘|

2

2|∇Ξ𝑘| + 𝜖
) + 𝜆1(𝑢 − 𝑐1)

2 +

+𝜆2(Ξk − Ξ)max
𝑞
(𝑢 − 𝑞)2 + 𝜈Ξ, Ξ𝑘 = 1.

 (319) 

Here, 𝑢 = 𝑢(𝑥, 𝑦), Ξ𝑘 is an abbreviation of Ξ𝑘(𝑥, 𝑦), and Ξ of Ξ(𝑥, 𝑦). 

 Graph cut optimisation 

After the description of the MM algorithm scheme, the optimisation itself has to be 

described. First, the graph cut problem is formulated as it is stated for the Boykov-Kolmogorov 

algorithm [164], and then it is shown how to fit the majorant (319) to meet the energy functional 

optimisation problem restrictions.  

The energy functional optimisation problem is formulated as follows [164]: 
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𝐸(Ξ) = ∑ 𝐷(Ξ(𝑥, 𝑦), 𝑥, 𝑦)

(𝑥,𝑦)∈Ω

+ (320) 

+ ∑ 𝑉(Ξ(𝑥, 𝑦), Ξ(𝑥1, 𝑦1), 𝑥, 𝑦, 𝑥1, 𝑦1)
(𝑥,𝑦)∈Ω,

(𝑥1,𝑦1)∈N(𝑥,𝑦)

. 
 

Here, the function 𝐷(Ξ(𝑥, 𝑦), 𝑥, 𝑦) is referred to as an unary potential, 

𝑉(Ξ(𝑥, 𝑦), Ξ(𝑥1, 𝑦1), 𝑥, 𝑦, 𝑥1, 𝑦1) is an interactional (pairwise) potential, and N(𝑥, 𝑦) is a set of 

neighbours of the point (𝑥, 𝑦). Ξ should be understood, in contrary to the previous section, as 

some binary labelling function Ω ×  Ω →  {0,1} (however, it has the same notation because it 

is used for finding actual labelling for the given Chan-Vese problem).  

Additionally to this, the following submodularity condition is imposed: 

∀(𝑥, 𝑦) ∈ Ω, (𝑥1, 𝑦1) ∈ 𝑁((𝑥, 𝑦)), 𝑉 (0, 1, 𝑥, 𝑦, 𝑥1, 𝑦1) + 𝑉(1, 0, 𝑥, 𝑦, 𝑥1, 𝑦1)

≥ 𝑉(1, 1, 𝑥, 𝑦, 𝑥1, 𝑦1) + 𝑉(0,0, 𝑥, 𝑦, 𝑥1, 𝑦1). 
(321) 

It ensures non-negative weights in the graph cut algorithm when proving its correctness and 

can be interpreted as an analogue of the convexity property for a discrete case.  

It is shown in the work [22] that the optimisation problem can be solved using graph cut 

for the weighted graph. The graph can be built for the image segmentation problem as follows: 

- the following nodes are defined in the graph: for each pixel the node is defined, and 

there are also two special terminal nodes, which are referred to as source, 𝑠-node 

(corresponding to "0"-label) and sink, 𝑡-node (corresponding to "1"-label) 

- the graph connections are defined between each of the pixel nodes and their neighbours’ 

nodes  (𝑛-links) and between pixel nodes and terminal nodes (𝑡-links) 

In order to minimise the function (320), the graph cut algorithm cuts the graph between 

the zones of influence of the 𝑠 and 𝑡 nodes which actually defines a segmentation of the image 

corresponding to the graph. The two node subsets are denoted here as 𝑆 and 𝑇, where 𝑠-node 

𝑠 ∈ 𝑆, and 𝑡 ∈ 𝑇. It is assumed that the edges adjoining the subset nodes are included into the 

subgraphs. The sum of the weights of the edges on the border between 𝑆 and 𝑇 constitute the 

cost of the graph cut. 

Then, it is needed to relate the original problem of Chan-Vese functional optimisation to 

the graph cut optimisation. The functional under optimisation is defined as [22] 

𝐺 = ∑ 𝐺𝑘
(𝑥,𝑦)(Ξ(𝑥, 𝑦), 𝑐1, 𝑐2) → min

Ξ,𝑐1,𝑐2
 

(𝑥,𝑦)∈Ω

 (322) 

and can be structured as follows [22]: 
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𝐺𝑘
(𝑥,𝑦)

= 𝑎(Ξ𝑘, 𝑐, 𝑥, 𝑦) + 𝑏(Ξ, Ξ𝑘, 𝑥, 𝑦). (323) 

Here [22] 

𝑎(Ξ𝑘, 𝑐, 𝑥, 𝑦) = {

1

2
𝜇|∇Ξ𝑘(𝑥, 𝑦)| + 𝜆2(𝑢(𝑥, 𝑦) − 𝑐2)

2 , if Ξ𝑘(𝑥, 𝑦) = 0,

1

2
𝜇|∇Ξ𝑘(𝑥, 𝑦)| + 𝜆1(𝑢(𝑥, 𝑦) − 𝑐1)

2, if Ξ𝑘(𝑥, 𝑦) = 1;

 (324) 

𝑏(Ξ𝑘, Ξ, 𝑥, 𝑦) = 

=

{
  
 

  
 

𝜇|∇Ξ𝑘(𝑥, 𝑦)|
2

2(|∇Ξ𝑘(𝑥, 𝑦)| + 𝜖)
+ 𝜈Ξ(𝑥, 𝑦) + 𝜆1Ξ(𝑥, 𝑦)max

𝑞
(𝑢(𝑥, 𝑦) − 𝑞)2  ,

 if Ξ𝑘(𝑥, 𝑦) = 0,

𝜇|∇Ξ𝑘(𝑥, 𝑦)|
2

2(|∇Ξ𝑘(𝑥, 𝑦)| + 𝜖)
+ 𝜈Ξ(𝑥, 𝑦) + 𝜆2(1 − Ξ(𝑥, 𝑦))max

𝑞
(𝑢(𝑥, 𝑦) − 𝑞)2  ,

 if Ξ𝑘(𝑥, 𝑦) = 1.

 
(325) 

One can see that the function 𝑎(Ξ𝑘, 𝑐, 𝑥, 𝑦) can be optimised analytically with respect to 

𝑐1,2, while 𝑏(Ξ𝑘, Ξ, 𝑥, 𝑦) depends on Ξ but not on 𝑐1,2. The optimisation of the function 

∑ 𝑏(Ξ𝑘, Ξ, 𝑥, 𝑦)(𝑥,𝑦)∈Ω  can be performed using the graph cuts method that is described hereafter. 

To convert ∑ 𝑏(Ξ𝑘, Ξ, 𝑥, 𝑦)(𝑥,𝑦)∈Ω   to the graph cut optimisation problem, one needs to 

divide the expression on the unary and pairwise potentials. 

Unary potentials are defined by the following expression [22]: 

𝐷 (Ξ, Ξ𝑘 , 𝑥, 𝑦)

= {
𝜈Ξ(𝑥, 𝑦) + 𝜆1Ξ(𝑥, 𝑦)max

q
(𝑢(𝑥, 𝑦) − 𝑞)2 , Ξ𝑘(𝑥, 𝑦) = 0,

𝜈Ξ(𝑥, 𝑦) + 𝜆2(1 − Ξ(𝑥, 𝑦))max
q
(𝑢(𝑥, 𝑦) − 𝑞)2 , Ξ𝑘(𝑥, 𝑦) = 1.

 
(326) 

The pairwise potential can be written as [22] 

�̂�(Ξ, Ξ𝑘, 𝑥, 𝑦) =
𝜇|∇Ξ𝑘(𝑥, 𝑦)|

2

2(|∇Ξ𝑘(𝑥,𝑦)| + 𝜖)
=  

𝜇|∇Ξ𝑘(𝑥, 𝑦)|
2

2(|∇Ξ𝑘(𝑥, 𝑦)| + 𝜖)
× 

× [(Ξ(𝑥, 𝑦) − Ξ(𝑥, 𝑦 − 1))
2
+ (Ξ(𝑥, 𝑦) − Ξ(𝑥 − 1, 𝑦))

2
] = 

= 𝑓(𝜇, 𝑥, 𝑦)𝐼(Ξ(𝑥, 𝑦) ≠ Ξ(𝑥 − 1, 𝑦)) + 𝑓(𝜇, 𝑥, 𝑦)𝐼(Ξ(𝑥, 𝑦) ≠ Ξ(𝑥, 𝑦 − 1)), 

(327) 

where 𝐼(⋅) is a predicate, equal to one, if the argument is true, and equal to  zero otherwise, and 

𝑓(𝜇, 𝑥, 𝑦) =
𝜇|∇Ξ𝑘(𝑥, 𝑦)|

2

2(|∇Ξ𝑘(𝑥,𝑦)| + 𝜖)
. (328) 

After substitution of the formulae below ∑ 𝑏(Ξ𝑘, Ξ, 𝑥, 𝑦)(𝑥,𝑦)∈Ω  can be represented as [22] 
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 ∑ 𝑏(Ξ𝑘, Ξ, 𝑥, 𝑦)

(𝑥,𝑦)∈Ω

= ∑ [�̂�(Ξ, Ξ𝑘, 𝑥, 𝑦) + 𝐷(Ξ, Ξ𝑘, 𝑥, 𝑦)]
(𝑥,𝑦)∈Ω

= 

= ∑ [𝑓(𝜇, 𝑥, 𝑦) (𝐼(Ξ
(𝑥,𝑦)≠Ξ(𝑥−1,𝑦)) + 𝐼(Ξ(𝑥,𝑦)≠Ξ(𝑥,𝑦−1)))]

(𝑥,𝑦)∈Ω

+ 

+ ∑ 𝐷(Ξ, Ξ𝑘, 𝑥, 𝑦)

(𝑥,𝑦)∈Ω

= 

= {𝑉′(𝜇, 𝑥, 𝑦, 𝑥1, 𝑦1) ≔ 𝑓(𝜇, 𝑥, 𝑦)𝐼(Ξ(𝑥, 𝑦) ≠ Ξ(𝑥1, 𝑦1))} = 

= ∑ [𝑉′(𝜇, 𝑥, 𝑦, 𝑥 − 1, 𝑦) + 𝑉′(𝜇, 𝑥, 𝑦, 𝑥, 𝑦 − 1) + 𝐷(Ξ, Ξ𝑘, 𝑥, 𝑦)]

(𝑥,𝑦)∈Ω

= 

=
1

2
∑ 𝑉′(𝜇, 𝑥, 𝑦, 𝑥1, 𝑦1)

(𝑥,𝑦)∈Ω,
(𝑥1,𝑦1)∈N(𝑥,𝑦)

+ ∑ 𝐷(Ξ, Ξ𝑘 , 𝑥, 𝑦)

(𝑥,𝑦)∈Ω

. 

(329) 

Here 𝐼(𝑥) = 𝐼(𝑥) was introduced to make the notation more compact. To make the 

notation uncluttered, it is worth denoting 

𝑉(𝜇, 𝑥, 𝑦, 𝑥1, 𝑦1) =
1

2
𝑉′(𝜇, 𝑥, 𝑦, 𝑥1, 𝑦1).  (330) 

Then all the components of the graph cut optimisation problem are defined, and the 

functional can be optimised. However, for the practical reasons, to speed up convergence, it is 

worth modifying the unary potential to tie it with the values of 𝑐1 and 𝑐2 from the previous 

optimisation step [22]: 

�̂�(Ξ, Ξ𝑘, 𝑥, 𝑦)

=

{
 
 

 
 𝜈Ξ(𝑥, 𝑦) + 𝜆1Ξ(𝑥, 𝑦)max

q
(𝑢(𝑥, 𝑦) − 𝑞)2 + (𝑢(𝑥, 𝑦) − 𝑐1

𝑘)
2
,

if Ξ𝑘(𝑥, 𝑦) = 0,

𝜈Ξ(𝑥, 𝑦) + 𝜆2(1 − Ξ(𝑥, 𝑦))max
q
(𝑢(𝑥, 𝑦) − 𝑞)2 + (𝑢(𝑥, 𝑦) − 𝑐2

𝑘)
2
,

if Ξ𝑘(𝑥, 𝑦) = 1,

 
(331) 

where 𝑐1,2
𝑘  are the values of 𝑐1,2  from the previous iteration of the majorisation-minimisation 

algorithm. These additional terms (𝑢(𝑥, 𝑦) − 𝑐1
𝑘)
2
, (𝑢(𝑥, 𝑦) − 𝑐2

𝑘)
2
 are non-negative, hence it 

does not break the majorisation condition. 

  One can see that this optimisation problem formulation reveals the similarity between 

the Chan-Vese and MRF (Markov random fields) image segmentation algorithms [135]. In 

MRF, the problem is formulated as aiming to the most preferable hidden variables 

configuration (i.e. segmentation labels). The probability is formulated via visible variables (i.e. 
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red, green and blue intensities of the image) with some model parameters. In both, Chan-Vese 

and MRF, cases the problem is representable by graphs however the Chan-Vese algorithm also 

uses unary functionals additionally to the pairwise ones stated for the MRF model.  

 Non-parametric Chan-Vese functional 

However, the improvement of the optimisation procedure is not the only contribution of 

this thesis to the Chan-Vese functional segmentation. In this section the non-parametric 

functional is defined complimentary to the original, parametric, version of the functional, 

described in the previous subsections. First, the parameterisation is removed, if 𝜆1,2 are 

included into the optimisation process [22]: 

�̃� (Ξ, 𝑈, 𝑐1, 𝑐2, 𝜆1, 𝜆2) = 𝜇∫ |∇Ξ(𝑥, 𝑦)|
Ω

d𝑥 d𝑦 + 

+𝜆1∫Ξ(𝑥, 𝑦)|u(𝑥, 𝑦) − 𝑐1|
2d𝑥 d𝑦

Ω

+ 

+𝜆2∫(1 − Ξ(𝑥, 𝑦))|u(𝑥, 𝑦) − 𝑐2|
2d𝑥 d𝑦

Ω

. 

(332) 

Note that 𝜇 > 0 remains fixed because otherwise the optimisation will be straightforward. The 

division on 𝜇 leads to the equivalent problem: 

𝐹 (Ξ, 𝑈, 𝑐1, 𝑐2, 𝜆1, 𝜆2) = ∫ |∇Ξ(𝑥, 𝑦)|
Ω

d𝑥 d𝑦 + 

+
𝜆1
𝜇
∫Ξ(𝑥, 𝑦)|u(𝑥, 𝑦) − 𝑐1|

2d𝑥 d𝑦
Ω

+ 

+
𝜆2
𝜇
∫ (1 − Ξ(𝑥, 𝑦))|u(𝑥, 𝑦) − 𝑐2|

2d𝑥 d𝑦
Ω

. 

(333) 

Therefore 𝜇 = 1 can be assumed hereafter without loss of generalisation.  

The next step is to define Gibbs distribution, which helps to exploit Hammersley-Clifford 

theorem [165] stating that the Gibbs distribution statement is equivalent to the MRF statement. 

First, consider the following Gibbs probability distribution function [22]: 

𝑃 (Ξ, 𝑈|𝑐, 𝜆1,2) =
exp (−

1
2𝐹 

(Ξ, 𝑈, 𝑐1, 𝑐2, 𝜆1, 𝜆2) )

�̃�(𝑐, 𝜆1, 𝜆2)
, (334) 

where �̃�(𝑐, 𝜆1, 𝜆2) is the normalisation condition given by the expression [22] 

∫∫
exp (−

1
2𝐹 

(Ξ,𝑈, 𝑐1, 𝑐2, 𝜆1, 𝜆2) )

�̃�(𝑐, 𝜆1, 𝜆2)
d𝑈 dΞ = 1. (335) 
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Here, one can notice that the function 𝐹(Ξ, 𝑈) is actually discrete hence the integral can 

be replaced by a summation. However, the integrals are used in this section to keep the notation 

simple.  

Substituting, one can obtain the following expression for 𝑃 (Ξ, 𝑈|𝑐, 𝜆1,2)[22]:  

𝑃(Ξ, 𝑈|𝑐, 𝜆1, 𝜆2) = exp [
(−

1
2
∑ |∇Ξ𝑘(𝑥, 𝑦)|(𝑥,𝑦)∈Ω )

�̃�(𝑐, 𝜆1, 𝜆2)
] × 

× ∏
𝜆1
2
exp (−

1

2
𝜆1|𝑢(𝑥, 𝑦) − 𝑐1|

2)
(𝑥,𝑦)∈Ω,

Ξ(𝑥,𝑦)=1

× 

× ∏
𝜆2
2
exp (−

1

2
𝜆2|𝑢(𝑥, 𝑦) − 𝑐2|

2)
(𝑥,𝑦)∈Ω,

Ξ(𝑥,𝑦)=0

. 

(336) 

After scaling the normalisation coefficient 𝑍(𝑐, 𝜆1, 𝜆2) ∝ �̃�(𝑐, 𝜆1, 𝜆2) one can obtain [22] 

𝑃(Ξ, 𝑈|𝑐, 𝜆1, 𝜆2) = exp [
(−

1
2
∑ |∇Ξ𝑘(𝑥, 𝑦)|(𝑥,𝑦)∈Ω )

𝑍(𝑐, 𝜆1, 𝜆2)
] × 

× ∏ √
𝜆1
2𝜋
exp (−

1

2
𝜆1|𝑢(𝑥, 𝑦) − 𝑐1|

2)
(𝑥,𝑦)∈Ω,

Ξ(𝑥,𝑦)=1

× 

× ∏ √
𝜆2
2𝜋
exp (−

1

2
𝜆2|𝑢(𝑥, 𝑦) − 𝑐2|

2)
(𝑥,𝑦)∈Ω,

Ξ(𝑥,𝑦)=0

. 

(337) 

Assuming that 𝑢 ∈ (−∞,+∞), one can integrate out 𝑢 [22]: 

𝑃(Ξ|𝑐, 𝜆1, 𝜆2) =
exp (−

1
2
∑ |∇Ξ𝑘(𝑥, 𝑦)|(𝑥,𝑦)∈Ω )

𝑍(𝑐, 𝜆1, 𝜆2)
. (338) 

It can be noticed that the exponent does not depend neither on 𝑐 nor on 𝜆1, 𝜆2. Therefore, 

the normalisation coefficient 𝑍 does not depend on 𝑐 as well. It means that the original 

functional optimisation problem is equivalent to the following one, when 𝜆1,2 are fixed: 

𝑃(Ξ, 𝑈|𝑐, 𝜆1, 𝜆2) → max
Ξ,𝑐

 . (339) 

After the analytical optimisation procedure, described in section 4.4.1.4, one can obtain [22] 
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𝑐1
∗(Ξ) =

∫ Ξ(𝑥, 𝑦)𝑢(𝑥, 𝑦)d𝑥d𝑦
Ω

∫ Ξ(𝑥, 𝑦)d𝑥 d𝑦
Ω

, (340) 

𝜆1
∗(Ξ, c1) =

∫ Ξ(𝑥, 𝑦)d𝑥d𝑦
Ω

∫ Ξ(𝑥, 𝑦) |𝑢(𝑥, 𝑦) − 𝑐1|2 d𝑥 d𝑦Ω

, (341) 

𝑐2
∗(Ξ) =

∫ (1 − Ξ(𝑥, 𝑦))𝑢(𝑥, 𝑦)d𝑥d𝑦
Ω

∫ (1 − Ξ(𝑥, 𝑦))d𝑥 d𝑦
Ω

, (342) 

𝜆2
∗(Ξ, c2) =

∫ (1 − Ξ(𝑥, 𝑦))d𝑥d𝑦
Ω

∫ (1 − Ξ(𝑥, 𝑦)) |𝑢(𝑥, 𝑦) − 𝑐2|2 d𝑥 d𝑦Ω

. (343) 

After that one can substitute and obtain [22] 

𝐺(Ξ, 𝑈, 𝑐(Ξ), 𝜆(Ξ)) = 

= ∫ [|∇Ξ(𝑥, 𝑦)| + Ξ(𝑥, 𝑦)]d𝑥 d𝑦
Ω

+∫(1 − Ξ(𝑥, 𝑦))d𝑥 d𝑦
Ω

+ 

+∫ log (
1

𝜆1(𝛯)
)Ξ(𝑥, 𝑦) d𝑥 d𝑦

Ω

+ 

+∫ log (
1

𝜆2(𝛯)
) (1 − Ξ(𝑥, 𝑦))d𝑥 d𝑦

Ω

. 

(344) 

Then, it is possible to consider a constrained case 𝜆1 = 𝜆2 = 𝜆. Using the analytical 

optimisation similar to that in the section 4.4.1.4, it can be found that [22] 

𝜆∗(Ξ, c1, c2) = |Ω| [∫Ξ(𝑥, 𝑦)|𝑢(𝑥, 𝑦) − 𝑐1|
2 +

Ω

+ (1 − Ξ(𝑥, 𝑦))|𝑢(𝑥, 𝑦) − 𝑐2|
2d𝑥 d𝑦]

−1

. 

(345) 

The part of the majorant for the MM algorithm is calculated in the following way [22]: 

∫Ξ(𝑥, 𝑦)
Ω

d𝑥 d𝑦 × log [
1

𝜆(Ξ)
] = ∫Ξ(𝑥, 𝑦)d𝑥 d𝑦

Ω

× 

× log [
∫ Ξ(𝑥, 𝑦)|𝑢(𝑥, 𝑦) − 𝑐1(Ξ)|

2d𝑥 d𝑦
Ω

∫ Ξ(𝑥, 𝑦)d𝑥 d𝑦
Ω

] ≤ 

≤ {due to log function concavity} ≤ 

≤ ∫Ξ(𝑥, 𝑦)
Ω

d𝑥 d𝑦 × log [
1

𝜆(Ξk)
] − 1 + 

+𝜆(Ξ𝑘) ×
∫ Ξ(𝑥, 𝑦)|𝑢(𝑥, 𝑦) − 𝑐1(Ξ)|

2d𝑥 d𝑦
Ω

∫ Ξ(𝑥, 𝑦)d𝑥 d𝑦
Ω

. 

(346) 
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After that, all other summands of the majorant are substituted similarly to the expression 

(319). After majorisation it is possible to employ the graph cut algorithm for the majorant 

optimisation.  

 The majorant derivation 

According to the majorisation-minimisation (MM) algorithm [166], the majorant is 

defined by the following equations: 

𝐺𝑘(Θ𝑘) = 𝐹(Θ𝑘), (347) 

𝐺𝑘(Θ) ≥ 𝐹(Θ) ∀ Θ. (348) 

The majorant is composed of several summands, each fulfilling the following conditions. First, 

the following functions are defined for majorisation[22]: 

𝐹1(Ξ, 𝑐1) = Ξ(𝑥, 𝑦)|𝑢(𝑥, 𝑦) − 𝑐1
∗(Ξ)|2; (349) 

𝐹2(Ξ, 𝑐2) = (1 − Ξ(𝑥, 𝑦))|𝑢(𝑥, 𝑦) − 𝑐2
∗(Ξ)|2; (350) 

𝐹3(Ξ(𝑥, 𝑦)) = |∇Ξ(𝑥, 𝑦)|.   (351) 

For 𝐹1(Ξ, 𝑐1)  the aim is to build the majorant with 𝐺1𝑘(Ξ𝑘, 𝑐1) = 𝐹1(Θ𝑘, 𝑐1). In the case of 

Ξ𝑘(𝑥, 𝑦) = 0, this function can be stated as [22]: 

𝐹1(Ξ, 𝑐1) = Ξ(𝑥, 𝑦)|𝑢(𝑥, 𝑦) − 𝑐1|
2 = 

= Ξ𝑘(𝑥, 𝑦)|𝑢(𝑥, 𝑦) − 𝑐1|
2 + (Ξ(𝑥, 𝑦) − Ξ𝑘(𝑥, 𝑦))|𝑢(𝑥, 𝑦) − 𝑐1|

2 ≤  

≤ Ξ𝑘(𝑥, 𝑦)|𝑢(𝑥, 𝑦) − 𝑐1|
2 + (Ξ(𝑥, 𝑦) − Ξ𝑘(𝑥, 𝑦))max

q
(𝑢(𝑥, 𝑦) − 𝑞)2 = 

= 𝐺1𝑘(Ξ, 𝑐1). 

(352) 

This result exploits the fact that Ξ(𝑥, 𝑦) − Ξ𝑘(𝑥, 𝑦) ≥ 0. 

Then, if Ξ𝑘(𝑥,𝑦) = 1, the majorant can be represented as [22] 

𝐹1(Ξ, 𝑐1) = Ξ(𝑥, 𝑦)|𝑢(𝑥, 𝑦) − 𝑐1|
2 = Ξ𝑘(𝑥, 𝑦)|𝑢(𝑥, 𝑦) − 𝑐1|

2 + 

+(Ξ(𝑥, 𝑦) − Ξ𝑘(𝑥, 𝑦))|𝑢(𝑥, 𝑦) − 𝑐1|
2 ≤ Ξ𝑘(𝑥, 𝑦)|𝑢(𝑥, 𝑦) − 𝑐1|

2

= 𝐺1𝑘(Ξ, 𝑐1). 

(353) 

For the function 𝐹2(Ξ𝑘, 𝑐2), the majorant looks as follows. If Ξ𝑘(𝑥, 𝑦) = 0 then [22] 

𝐹2(Ξ, 𝑐2) = (1 − Ξ(𝑥, 𝑦))|𝑢(𝑥, 𝑦) − 𝑐2|
2 = (354) 
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= (1 − Ξ𝑘(𝑥, 𝑦))|𝑢(𝑥, 𝑦) − 𝑐2|
2 + (Ξ𝑘(𝑥, 𝑦) − Ξ(𝑥, 𝑦))|𝑢(𝑥, 𝑦) − 𝑐2|

2 ≤ 

≤ (1 − Ξ𝑘(𝑥, 𝑦))max
𝑞
|𝑢(𝑥, 𝑦) − 𝑐2|

2 = 𝐺2𝑘(Ξ, 𝑐2) 

 (here, the fact that Ξ(𝑥, 𝑦) − Ξ𝑘(𝑥, 𝑦) ≥ 0 is used). 

If Ξ𝑘(𝑥, 𝑦) = 1, then 

𝐹2(Ξ, 𝑐2) = (1 − Ξ(𝑥, 𝑦))|𝑢(𝑥, 𝑦) − 𝑐2|
2 = 

= (1 − Ξ𝑘(𝑥, 𝑦))|𝑢(𝑥, 𝑦) − 𝑐2|
2 + (Ξ𝑘(𝑥, 𝑦) − Ξ(𝑥, 𝑦))|𝑢(𝑥, 𝑦) − 𝑐2|

2 ≤ 

≤ (1 − Ξ𝑘(𝑥, 𝑦))|𝑢(𝑥, 𝑦) − 𝑐2|
2 + 

+(Ξ𝑘(𝑥, 𝑦) − Ξ(𝑥, 𝑦))max
𝑞
|𝑢(𝑥, 𝑦) − 𝑞|2 = 

= 𝐺2𝑘(Ξ, 𝑐2). 

(355) 

For 𝐹3𝑘(Ξ), the following majorant is used, which exploits the concavity property of the square 

root [22]:  

𝐹3𝑘(Ξ) ≤ |∇Ξ𝑘(𝑥, 𝑦)| +
|∇Ξ(𝑥, 𝑦)|2 − |∇Ξ𝑘(𝑥, 𝑦)|

2

2|∇Ξ𝑘(𝑥, 𝑦)|
= �̂�3𝑘(Ξ). (356) 

To avoid issues with zero gradient, the majorant should be modified as follows [22]: 

𝐺3𝑘(Ξ) = |∇Ξ𝑘(𝑥, 𝑦)| +
|∇Ξ(𝑥, 𝑦)|2 − |∇Ξ𝑘(𝑥, 𝑦)|

2

2|∇Ξ𝑘(𝑥, 𝑦)| + 𝜖
, 𝜖 > 0, 𝜖 ≤

√2 − 1

2
. (357) 

This result exploits the fact that the gradient can take one of three values: {0, 1, √2}, and one 

can see that this correction does not break the majorisation conditions.   

After assembling all the majorant components together one can obtain [22] 

𝐺𝑘
(𝑥,𝑦)(Ξ, 𝑐1, 𝑐2) =  𝜇 (|∇Ξ𝑘

(𝑥,𝑦)
| +

|∇Ξ(𝑥,𝑦)|
2
− |∇Ξ𝑘

(𝑥,𝑦)
|
2

2 |∇Ξ𝑘
(𝑥,𝑦)

| + 𝜖
) + 𝜈Ξ(𝑥,𝑦) + (358) 
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+

{
 
 
 
 

 
 
 
 𝜆1 (Ξ𝑘

(𝑥,𝑦)|𝑢(𝑥, 𝑦) − 𝑐1|
2 + (Ξ(𝑥,𝑦) − Ξ𝑘

(𝑥,𝑦)
)max

q
|𝑢(𝑥, 𝑦) − 𝑞|2) + 

+𝜆2 (1 − Ξ𝑘
(𝑥,𝑦)

) |𝑢(𝑥, 𝑦) − 𝑐2 |
2, if Ξ𝑘

(𝑥,𝑦)
= 0,

𝜆1Ξ𝑘
(𝑥,𝑦)|𝑢(𝑥, 𝑦) − 𝑐1|

2 + 

+𝜆2 ((1 − Ξ𝑘
(𝑥,𝑦)

) |𝑢(𝑥, 𝑦) − 𝑐2|
2 + (Ξ𝑘

(𝑥,𝑦)
− Ξ(𝑥,𝑦))max|𝑢(𝑥, 𝑦) − 𝑞|2) ,

 if Ξ𝑘
(𝑥,𝑦)

= 1.

 

Here Ξ𝑘
(𝑥,𝑦)

= Ξ𝑘(𝑥, 𝑦), Ξ
(𝑥,𝑦) = Ξ(𝑥, 𝑦).  

The final expression, after exclusion of the zero terms, is [22] 

𝐺𝑘
(𝑥,𝑦)(Ξ, 𝑐1, 𝑐2) =  𝜇 (|∇Ξ𝑘

(𝑥,𝑦)
| +

|∇Ξ(𝑥,𝑦)|
2
− |∇Ξ𝑘

(𝑥,𝑦)
|
2

2|∇Ξ𝑘(𝑥, 𝑦)| + 𝜖
) + 𝜈Ξ(𝑥,𝑦) + 

+

{
 
 

 
 𝜆1Ξ

(𝑥,𝑦)max
q
|𝑢(𝑥, 𝑦) − 𝑞|2 + 𝜆2|𝑢(𝑥, 𝑦) − 𝑐2 |

2, if Ξ𝑘
(𝑥,𝑦)

= 0,

𝜆1|𝑢(𝑥, 𝑦) − 𝑐1|
2 + 

+𝜆2 ((1 − Ξ
(𝑥,𝑦))max|𝑢(𝑥, 𝑦) − 𝑞|2) , if Ξ𝑘

(𝑥,𝑦)
= 1.

 

(359) 

 Analytical optimisation of the  modified Chan-Vese functional coefficients 

The problem considered here is to perform analytical optimisation of the function  

𝑃(Ξ, 𝑈|𝑐1, 𝑐2, 𝜆1, 𝜆2) =
1

𝑍(𝑐1, 𝑐2, 𝜆1, 𝜆2)
× ∏ √

1

2𝜋
(𝑥,𝑦)∈Ω

× 

× ∏ exp(−
1

2
(𝜆1|𝑢(𝑥, 𝑦) − 𝑐1|

2 − log(𝜆1)))
(𝑥,𝑦)∈Ω,

Ξ(𝑥,𝑦)=1

× 

× ∏ exp(−
1

2
(𝜆2|𝑢(𝑥, 𝑦) − 𝑐2|

2 − log(𝜆2)))
(𝑥,𝑦)∈Ω,

Ξ(𝑥,𝑦)=1

× 

× exp(−
1

2
∑ |∇Ξ(𝑥, 𝑦)|

(𝑥,𝑦)∈Ω

) → max
 c1,c2,λ1,λ2

  . 

(360) 

Then, after taking logarithm and removing constants, one can obtain [22] 
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𝐺(Ξ, 𝑈, 𝑐1,2, 𝜆1,2)

= ∫ |∇Ξ(𝑥, 𝑦)|d𝑥 d𝑦
Ω

+ 𝜆1∫Ξ(𝑥, 𝑦)|𝑢(𝑥, 𝑦) − 𝑐1|
2d𝑥 d𝑦

Ω

+ 

+𝜆2∫(1 − Ξ(x, y))|𝑢(𝑥, 𝑦) − 𝑐2|
2d𝑥 d𝑦

Ω

−∫Ξ(𝑥, 𝑦)d𝑥 d𝑦
Ω

× log(𝜆1) − 

−∫(1 − Ξ(𝑥, 𝑦))d𝑥 d𝑦
Ω

× log(𝜆2) → min
 c1,2,𝜆1,2

.   

(361) 

In order to perform analytical optimisation of 𝐺(Ξ, 𝑈, 𝑐, 𝜆), the zero crosses for the 

derivatives need to be analysed [22]: 

𝜕𝐺(Ξ, 𝑈, 𝑐1,2, 𝜆1,2)

𝜕𝑐1
= 2𝜆1∫Ξ(𝑥, 𝑦)(𝑢(𝑥, 𝑦) − 𝑐1)d𝑥 d𝑦,

Ω

 (362) 

𝜕𝐺(Ξ, 𝑈, 𝑐1,2, 𝜆1,2)

𝜕𝜆1
= ∫Ξ(𝑥, 𝑦)|𝑢(𝑥, 𝑦) − 𝑐1|

2d𝑥 d𝑦
Ω

−
1

𝜆1
∫Ξ(𝑥, 𝑦) d𝑥 d𝑦.
Ω

 (363) 

The final solutions are written as follows [22]: 

𝑐1
∗(Ξ) =

∫ Ξ(𝑥, 𝑦)𝑢(𝑥, 𝑦)d𝑥d𝑦
Ω

∫ Ξ(𝑥, 𝑦)d𝑥 d𝑦
Ω

, (364) 

𝜆1
∗(Ξ, c1) =

∫ Ξ(𝑥, 𝑦)d𝑥d𝑦
Ω

∫ Ξ(𝑥, 𝑦) |𝑢(𝑥, 𝑦) − 𝑐1|2 d𝑥 d𝑦Ω

, (365) 

𝑐2
∗(Ξ) =

∫ (1 − Ξ(𝑥, 𝑦))𝑢(𝑥, 𝑦)d𝑥d𝑦
Ω

∫ (1 − Ξ(𝑥, 𝑦))d𝑥 d𝑦
Ω

, (366) 

𝜆2
∗(Ξ, c2) =

∫ (1 − Ξ(𝑥, 𝑦))d𝑥d𝑦
Ω

∫ (1 − Ξ(𝑥, 𝑦)) |𝑢(𝑥, 𝑦) − 𝑐2|2 d𝑥 d𝑦Ω

. (367) 

4.5  Big Data versions of the TEDA-based clustering and classification algorithms 
Although not the part of the initial aims of the thesis, the idea to apply the proposed 

classifiers to the Big Data applications has been tried in order to demonstrate the applicability 

of the TEDA-based methods to the practical problems. This concept has a significant relevance 

to the general idea of this thesis, as the method can be used for distributed computation for 

pictorial data recognition.  

4.5.1 TEDACluster for Big Data 

The industrial applications provide larger demand for the big data processing as the 

computing system get more and more computational powers. It gives a reason for the 

development of the clustering and classification techniques for Big Data applications. The 



124 

 

algorithms for BigData should be capable of data streams processing for the initially unknown 

size, as well as providing scalability in order to effectively utilise existing hardware facilities. 

This section explains the adaptation of the TEDACluster technique, proposed in section 

4.1.4, for the BigData applications.  

  

Figure 21 Data processing pipeline [21] 

Two architectures of BigData processing techniques were introduced (figure 21) in the 

paper [21]:  

- Pipeline processing considers that there are different data flows, which do not interfere 

with each other. Each node receives its own chunk of data, and processes it only when 

its turn comes in the pipeline. The time of idle for one pipeline may be utilised for 

another one. As the order does not change in this case, this approach produces exactly 

the same results are for the sequential processing on one node.  

- Parallel processing considers the situation when the data is distributed between several 

nodes and are processed there independently. In this case, the same order cannot be 

provided (it can be not so critical for practical applications), however such approach 

avoids idle stay of the nodes.  
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Figure 22  TEDACluster for Big Data 

The scheme, depicted in Figure 22, explains the proposed TEDACluster computation 

scheme for Big Data. In this algorithm the data is divided into chunks by the Fusion Centre. 

Here, 𝑁 is a data processors number, 𝑋 is a data set, 𝑁𝐷 is the number of data set elements, 𝑁𝑐 

is the data chunk size. The first one is processed on the first node to initialise the model, and 

all the subsequent chunks are divided between the nodes. After responses from all the nodes 

are received by the Fusion Centre they are being merged into the model. All the clusters from 

all the models are added to the overall model, and then the close clusters from the set 𝑅𝑑 are  

merged:  

𝑅𝑑 = {𝑅𝑖: 𝑗 > 𝑖, 𝑅𝑗 ∈ 𝐹, 𝑡𝑗
𝑘(𝝁𝑖

𝑘) > 𝑇(𝑘)},  (368) 

The merging process in the Fusion Centre is given by the following formulae if 

considering Mahalanobis distribution: 

𝝁𝑙
0 = 0, 𝝁𝑙

𝑘 =
𝑘 − 𝑁𝑖,𝑗 

𝑘
𝝁𝑙
𝑘−𝑁𝑖,𝑗 +

𝑁𝑖,𝑗 

𝑘
𝝁
𝑖,𝑗

𝑁𝑖,𝑗 , (369) 

𝝁(𝑥𝑥𝑇)
𝑙

0 = 0, 𝝁(𝑥𝑥𝑇)
𝑙

𝑘 =
𝑘 − 𝑁𝑖,𝑗  

𝑘
𝝁
(𝑥𝑥𝑇)

𝑖
,𝑗

𝑘−𝑁𝑖,𝑗 +
𝑁𝑖,𝑗 

𝑘
𝝁
(𝑥𝑥𝑇)

𝑖
,𝑗

𝑁𝑖,𝑗 , (370) 

For 𝑘 = 𝑁0 + 1,𝑁0 + 1 + 𝑁𝐶 , …𝑁 − 𝑁𝐶 

Fusion Centre Data Processor 1 Data Processor 𝑁 

𝜇𝑘 = ∅, 𝜇
𝑥𝑇𝑥
𝑘 = ∅, 

𝑁0 = min(𝑁𝑐/𝑁 , 𝑁𝐷) 
Perform TEDACluster 

𝑥1, … , 𝑥𝑁0 

Clusters’ parameters 

Perform TEDACluster 
Divide 𝑋𝑘 =
{𝑥𝑘 …𝑥𝑘+𝑁𝐶}into 𝑁𝐶 

groups {𝐺1, 𝐺2, … 𝐺𝑁}, 
better of equal size. 

 

𝐺1, Clusters’ 

parameters 

 

Perform 

TEDACluster 
𝐺1,  Clusters’ parameters 

  

Clusters’ 

 parameters 

Clusters’ 

 parameters 

Merge the parameters 

according to the 

equations (369) and 

(370) (for Mahalanobis 

distance) 
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Here 𝝁
𝑖,𝑗

𝑁𝑖,𝑗 
 is the mean of the 𝑖-th cluster in the 𝑗-th processor, 𝑙 is the index of the cluster 

from the Fusion Centre. The fuzzily reweighted least squares algorithm is formulated both for 

standard TEDACluster [19] and for previously proposed eClustering based models like those 

described in [17], [111], [115]. The experiments, carried out with this method (as a part of 

TEDAClass implementation), are described in section 5.3.2. 

4.5.2 TEDAClass for Big Data 

Based on the TEDACluster algorithm for Big Data described in section 4.5.1, the Big 

Data version of TEDAClass is presented here [21]. The difference is that additionally to 

clustering the data is labelled after being clustered. This labelling is done using the linear 

regression model for each of the clusters using fuzzily reweighted recursive least squares 

method, described in section 4.2.1.  The algorithm uses the same scheme of delegation of 

calculations from the Fusion Centre to the Data Processors as it was described in section 4.5.1, 

but executes TEDAClass algorithm, described in section 4.2.1, on each of the nodes instead of 

TEDACluster. The experiments for this method are described in section 5.3.2. 

4.6 Conclusion 
In this chapter the proposed object detection and classification methods have been 

described. First, the recently proposed TEDA approach [159] has been reviewed in section 

4.1.1, giving a basis to TEDA family of classifiers, proposed and described in this chapter. For 

this approach, the recursive computation schemes for the TEDA framework quantities have 

been proposed in sections 4.1.2 and 4.1.3, particularly emphasising the necessity of recursive 

covariance matrix update avoiding matrix inversions.  

Based on the general TEDA framework and fuzzy rules structure, discussed in section 

2.2.5, the TEDACluster method was proposed. The TEDAClass and TEDAPredict methods 

are formulated in sections 4.2.1 and 4.2.2, based on the same idea, but allowing supervised 

training due to the usage of the recursive least squares method.  

Then the exact recursive update scheme for the SVM method [98] has been proposed in 

order to address the problem of SVM training, when kernels and box constraints are derived 

from data. The motivation for training these components of the SVM problem is to take into 

account the abnormality quantities for each of the elements of the data set and, at the final 

stage, ensure that the majority of (the least abnormal) vectors are classified right at the first 

stage. The examples of a trainable kernel and box constraints, based on the TEDA quantities, 

have been given.  
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Another possible approach for object detection is to use image segmentation techniques. 

For this purpose, the improved technique, based on Chan-Vese functional, has been proposed 

in section 4.4 in two versions, parametric and non-parametric.  

One of the spin-off topics, which has not been initially included into the research plan, 

but is extremely attractive for the contemporary video analytics, is Big Data. For this purpose, 

the architectures for the Big Data implementations of TEDA-based algorithms for clustering 

and classification have been elaborated in section 4.5.  

The variety of methods, described in this chapter, is justified by the diversity of practical 

and theoretical problems of video analytics and the need for miscellaneous methods in order to 

cope with them. However, these methods are unified by the idea of real-time processing, and, 

for most of them, recursive computation, which is extremely useful when there is a need in a 

dynamic model update.  
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5 Implementation and validation of the developed algorithms 

In this chapter the performance evaluation for the proposed algorithms is presented, as 

well as the practical algorithm application examples. The chapter is organised as follows. The 

video tracking algorithms, proposed in chapter 3, are assessed in section 5.1.  The experiments 

with the clustering technique TEDACluster, described in section 4.1.4, are given in section 5.2. 

The results of the classification with TEDAClass (section 4.2.1) and TEDA SVM (section 4.3) 

methods, are given in sections 5.3.1 and 5.3.3. The experiments Big Data implementation of 

TEDA, described in section 4.5, are described in section 5.3.2. The experiments with 

TEDAPredict regression technique, proposed in section 4.2.2, has been described in section 

5.4. The image segmentation algorithm, based on the modified Chan-Vese functional in its 

parametric and non-parametric version (section 4.4.1), are described in section 5.5. The chapter 

is finalised by the conclusion (section 5.6).  

5.1 Tracking algorithms results and applications 
The tracking algorithms, described in section 3, have been assessed in different ways. 

First, the assessment of the algorithm’s capabilities to track and detect the objects on standard 

data sets for object tracking are described (section 5.1.1). Then the evaluation of the algorithm’s 

ability of moving vehicles tracking is shown in section 5.1.2. Finally, incorporation of the 

object tracking algorithms into the marine object tracking system is reflected in section 5.1.3. 

5.1.1 Moving objects detection and tracking assessment 

The object detection and tracking algorithm, proposed in section 3.2, was assessed for 

vehicles (cars and lorries) tracking for the North-West Aerospace Alliance GAMMA 

programme [208]. The concept of such algorithm also repeats the one described in the patent 

which has been filed during this project [209] (see figure 23).  

The following assumptions were taken into account in the tests in the project (technically, 

the assumptions for the algorithm, proposed in this thesis, are described in section 3, all other 

are assumptions, corresponding to the system implementation restrictions, as it was declared 

for the GAMMA programme): 

 rich background  (town, village, city, rural road) 

 various types of  surface where the objects of interest appear (tarmac, earth, sand road) 

 only moving objects with sharp borders are in a scope 

 the object size should have a size at least 100 pix2 

 the video should be captured in a clear day (no fog, mist, dust, rain, or snow) during 

daylight hours, with illumination level from 500 lux to 100 000 lux 
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 the system hardware shall support input video stabilisation 

  to obtain better objects’ geographical co-ordinates estimation, the camera should take 

a top-down position, with absolute value of the angle with the earth surface direction not 

exceeding 45 degrees. 

 for a proper estimation of the objects’ co-ordinates, the flat terrain is assumed (no 

mountains and hills) 

 the assumed camera resolution is up to 720p with 10 to 30 frames per second (FPS) 

 the telemetry sensor frequency should be at least double as FPS rate, and the telemetry 

and video data synchronisation has accuracy up to 
1

2×𝐹𝑃𝑆
  seconds. 

 the object of interest’s speed is not lower than 10 pix/sec. 

 

Figure 23. The output of the object detection and tracking algorithm. 

The system installation for the benchmarking (see figure 24) included the following 

components: 

1. the camera and the gimbal: the camera’s area of view is approximately marked in the 

image; 

2. the computer: accepts the data from the gimbal camera after digitation provided by the  

Video Encoder 

3. the INS Sensor (was not integrated and not used in the experiments, however it was 

partially supported by the software) 

Video camera 
Sensors 

UAV 
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4. the GPS Receiver for the INS (was not integrated and not used in the experiments) 

5. the AXIS Q7401 H.264 Video Encoder 

6. the LCD Screen - provides a platform for the system control 

7. the mouse --- provides control over the bench testing system 

8. The keyboard --- provides control over the bench testing system. 

 

Figure 24. The system installation for bench testing.  

The following data set were used for the performance metrics tests: 

- BOBOT dataset [210], [211], video files Vid_A_ball.avi (figure 27), Vid_B_cup.avi 

(figure 28); 

- UCF Aerial Action Data Set [212], files sequence_1.avi (figure 25), sequence_2.avi 

(figure 26). 

For both the data sets, several performance indicators were assessed using ground truth 

data which was provided within the data sets. BOBOT dataset has been designed for single 

object tracking. The UCF Aerial Action Data Set was designed for multiple object tracking 

with reappearance.  
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Figure 25. Video frame from the file Sequence_1.avi from UCF Aerial Action Data Set 

[212] 

 

Figure 26. Video frame from the file Sequence_2.avi from UCF Aerial Action Data Set [212] 

 

Figure 27. Video frame from the file Vid_A_ball.avi from BOBOT dataset [210], [211] 
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Figure 28. Video frame from the file Vid_B_cup.avi from BOBOT dataset [210], [211] 

In order to evaluate the performance of the system in the practical scenario, the set of 

scores has been developed in order to assess the success of the algorithms’ application. The 

scores were selected according to the following criteria: 

- the score should be quantitative when it is possible, i.e. reflect the results of the 

measurements in numbers, and 

- the success criterion for each of the scores is to be defined by a range of values.  

The scores used for the assessment are present in table 1, which was developed for the 

GAMMA programme [208]. 

Table 1 Scores for the tracking algorithm quality assessment on the standard data sets 

Id Name Description 
Measurement 

Unit 

Success 

Criterion 

Detection 

1.1 Detection:: 

Effectiveness 

Moving objects fraction over 

total 

Double [0, 1] > 0.8 

1.2 Detection:: 

EffectivenessPerFrame  

Fraction of frames 

containing objects’ 

appearance, where the 

objects were detected (for 

single object tracking) 

Double [0, 1] > 0.8 

1.3 Detection:: 

FalseAlarmRate  

False positive detection rate: 

#[False objects detected] / 

#[Objects detected] (for 

multiple object tracking) 

Double [0, 1] < 0.15 
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Miscellaneous 

2.1 Misc:: 

FrameProcessingTime 

Data processing time milliseconds 

(double) 

100 ms 

when video 

is up to 

720p lines 

2.2 Misc::Latency Delay between the frame 

appearance and its return 

after the processing 

milliseconds 

(double) 

Latency ≤

150 ms 

In table 2 these metrics were assessed on the video file Vid_A_ball.avi (figure 27) from 

the BOBOT data set [210], [211].  

Table 2 Scores of the tracking algorithm quality assessment on the Vid_A_ball.avi file 

The object detection flag graph for the video file Vid_A_ball.avi is shown in figure 29. 

This flag shows whether the object was detected for the frames where the object was actually 

present (1 if the object has been detected, 0 otherwise). The parts of the graph, when the object 

is not being detected, correspond to the initial period of object localisation after the object 

reappearance.  

Run Name Threshold Result Comment 

S1-1.1 Detection::Effectiveness > 0.8 1 Success 

S1-1.2 Detection:EffectivenessPerFrame > 0.8 0.8142 Success 

S1-2.1 Misc::FrameProcessingTime < 100 ms when video 

is up to 720p lines 

49 ms Success 

S1-2.2 Misc::Latency Latency ≤ 150 ms 49 ms Success 



134 

 

 

Figure 29. The object detection flag for the video file Vid_A_ball.avi  

For the file Vid_B_cup.avi the same test was carried out. The test results are present in 

table 3.  

Table 3 Scores of the tracking algorithm quality assessment on the Vid_B_cup.avi file 

The object detection flag graph for this file is shown in figure 30. 

 

Figure 30. The object detection flag for the video file Vid_B_cup.avi  

The results of the experiments for the files Sequence1.avi and Sequence2.avi are shown 

in tables 4 and 5. 

Run Name Threshold Result Comment 

S2-1.1 Detection::Effectiveness > 0.8 1 Success 

S2-1.2 Detection:EffectivenessPerFrame > 0.8 0.8624 Success 

S2-2.1 Misc::FrameProcessingTime < 100 ms when 

video is up to  

720p lines 

46 ms Success 

S2-2.2 Misc::Latency Latency ≤  150 ms 46 ms Success 
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Table 4 Scores of the tracking algorithm quality assessment on the Sequence1.avi file 

Table 5 Scores of the tracking algorithm quality assessment on the Sequence2.avi file 

5.1.2 Moving vehicles tracking and detection 

The moving object tracking framework has been assessed in different conditions (see 

[15]); the information about these conditions is provided below. First, some of the tests were 

performed with benchmark data. One of the benchmarks is VIVID PETS 2005 data set [167] 

(see figure 31) which contains multiple moving vehicles captured from the moving airborne 

vehicle detection camera. For one particular object, the video is supplied with the ground truth 

data for one object for every tenth frame.  

    

Figure 31. VIVID PETS 2005 data set sample frames 

To make a comparison with a previously existing method [168], the experiment from this 

article is reproduced. In this experiment, the ‘Match’ metric is defined as a fraction of the 

frames where the object’s bounding box contains the ground truth data (the closer to 1 the 

better). The ‘Size ratio’ metric is an average ration between the area of the detected bounding 

Run Name Threshold Result Comment 

S3-
1.1 

Detection::Effectiveness >0.8 1 Success 

S3-2 Detection:: FalseAlarmRate <0.15 105 /740≈
0.1419 

Success 

S3-6 Misc::FrameProcessingTime <100 ms 

when video 

is up to  

720p lines 

47 ms Success; the video file 

was scaled 

S3-7 Misc::Latency Latency ≤ 

150 ms 

47 ms Success; the video file 

was scaled 

Run Name Threshold Result Comment 

S3-1 Detection::Effectiveness >0.8 1 Success 

S3-2 Detection:: FalseAlarmRate <0.15 28 / 

269≈
0.1041 

Success 

S3-6 Misc::FrameProcessingTime <100 ms when 

video is up to  

720p lines 

49 ms Success; the frames 

were resized 

S3-7 Misc::Latency Latency ≤ 150 

ms 

49 ms Success; the frames 

were resized 
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box and the ground truth one (the closer to 1 the better). The final results, obtained with the 

maximal quantity of the object clusters 30 and the object detection parameter 10, are described 

in the table 6 which reproduces the results described in the article [168] and given for the 

algorithm described in sections 3.2.4 and 3.3. 

Table 6 The comparison of the proposed algorithm with the method [168] 

 Match 

(method 

from section 

3.2.4) 

Size Ratio 

(method 

from 

section 

3.2.4) 

Match 

(method 

from section 

3.3) 

Size Ratio 

(method 

from 

section 

3.3) 

Match 

(Method and 

data from 

[168]) 

Size Ratio 

(Method  

and data 

from [168]) 

EgTest01 0.9828 2.57 0.9717  2.59 0.9500 1.00 

EgTest02 0.9302 2.47 0.9225 3.13 0.9302 1.23 

EgTest03 0.9337 2.06 0.8466 1.12 0.8588 0.78 

EgTest04 0.9302 3.51 0.9005 3.63 0.6000 1.19 

EgTest05 0.9080 0.49 0.8642 0.54 0.8889 0.88 

The results (sample is shown in Figure 32) show the stable behaviour of the algorithm in 

different scenarios (one can see that the detection rate is higher than 90% for the method from 

section 3.2.4). The size ration is higher because the optical flow is higher in the vicinity of the 

objects and the cluster needs to adapt to the object on several frames and even insignificant 

change of the bounding box size can substantially impact the size ratio.  

 

Figure 32. The output of the object detection and tracking algorithm. 

5.1.3 Marine objects tracking 

The system was successfully tested for the marine objects detection and tracking, 

described in the patent [209], filed during this research. The system concept depicted in Figure 

33, and the detailed system structure is shown in Figure 34.  
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Figure 33 The concept of the marine object detection and tracking system 

 

Figure 34 The component scheme of the marine object detection and tracking system 

As it can be seen from Figure 34, the system consists of the following components: 

- a UAV; 

- a gyroscopic platform; 

Sensors& 

Computational platform Zone of interest 

Vessel 
Wake 

Video camera 

UAV 

UAV 

Sensors 

Gyroscopic platform 

Computer 

Flight management centre Communications Link 

Mechanical fastening 
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- a sensor set, which can include an accelerometer, inclinometer, GPS and, possibly, 

range finder for distance estimation quality enhancement; 

- an infrared camera. 

A UAV is used to bring all the sensors and the computational platforms to the required 

installation position. The connection to the UAV from the ground is to be provided by the 

wireless network, which is used for the telemetry (that is sensor measurements and the 

algorithms output) and video transmission. If the video transmission is impossible due to low 

bandwidth, then the telemetry may be transmitted.  

Additionally, to measure distances to objects according to the approach given in section 

3.6, the sensors are used to provide Euler angles and elevation. These sensors can be used to 

determine real world co-ordinates of an object. The overall object detection and co-ordinate 

estimation algorithm can be used to influence a flight plan, forcing the UAV to follow the 

object.  

As it is seen from chapter 3, the algorithms are designed for unsupervised object detection 

and tracking, rely on a single camera video (in this application, it is thermal camera) and do 

not require additional cameras. The programmatic modules for these algorithms can be 

installed to a computational platform on a moving airborne vehicle (possibly UAV).  

The following practical problem statement restrictions, which are addressed by the 

algorithms, described in chapter 3, have been imposed on the objects being detected: 

- objects’ borders must be sharp in order to correctly discern objects from background; 

- a discernible object movement; 

- rigidity of an object’s movement: an object is shown as a continuous area that cannot 

change its form rapidly (but it can be accepted some slow form change due to co-

ordinate projection from the three-dimensional world to the two-dimensional camera 

co-ordinate space. 
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5.2 Experiments with the clustering algorithm TEDACluster  

 

Figure 35. Symbol data samples (ETL1 database [175]) 

 

Figure 36 Symbol data samples (MNIST [176]) 

One of the widely known ways to assess the classifier performance is the symbol 

classification problem. For this purpose, two different well known handwritten symbol 

datasets: ETL1 [175] (Figure 35) and MNIST [176] (Figure 36). First, in order to assess the 

clustering quality of the clustering algorithm TEDACluster [19], the cluster purity Π for these 

datasets is calculated using formula: 

Π =
1

𝑘
∑max

𝑗∈𝐶
|Ξ𝑖𝑗| : Ξ𝑖𝑗 = (𝑦𝑝 = 𝑗 &𝐹(𝑥𝑝) = 𝑖),

𝑖∈𝐾

 (371) 

where 1 ≤ 𝑝 ≤ 𝑘, 𝑥𝑝 ∈ 𝔛 is a particular data sample, 𝑦𝑝 is a class identifier, corresponding to 

the sample 𝑥𝑝, 𝔛 is a data sample domain set, 𝑘 is the data set cardinality, 𝐹(𝑥𝑝): 𝔛 → 𝐾 is a 

fuzzy rule system as described in section 2.2.5, which can be represented as a function between 

the data samples space 𝔛 and the finite number of cluster labels 𝐾, and the data samples 𝑥𝑝 are 

mapped into the ground truth class labels 𝑦𝑝. The clustering results shown in the table 7 repeat 

those published in the article [19]. One can see that the clustering purity, as it is expected, 

increases with the training set size increase.  
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Table 7. Clustering results for ETL1 data set [175] 

Training set size Purity Π Clusters number 

50 0.4400 15 
100 0.5500 29 
150 0.8000 82 
200 0.6400 52 
300 0.7833 101 
400 0.7775 121 
500 0.6700 77 
600 0.7200 87 
700 0.7143 97 
800 0.7675 132 
900 0.7689 128 
1000 0.7750 179 
1857 0.7878 201 

5.3 Object classification experiments 

5.3.1 Data classifier TEDAClass 

Data classifier TEDAClass, which is described in section 4.2.1 and proposed in [19], was 

assessed on the same data sets, namely ETL1 [175] and MNIST [176], as TEDACluster, but 

for the classification problem. The results taken from the article [19] are given in tables 8 and 

9. On the first test case (table 8), the method has been compared against the neocognitron neural 

network [77] which was specially fitted to the dataset. The method shows good results 

comparing to the rival algorithms and outperform all of them but neocognitron. For the second 

test scenario, on another dataset, the method outperforms all the methods including 

neocognitron, that shows good generalisation capabilities of the proposed method and 

applicability to wide range of practical problems.  

Table 8. Recognition results for ETL1 data set [175] 

Training set size eClass1 AutoClass1 Neocognitron TEDAClass 

𝟐𝟎𝟎 70.02% 86.67% 90.60% 89.09% 
𝟑𝟎𝟎 57.83% 89.80% 93.51% 91.36% 
𝟒𝟎𝟎 59.04% 91.71% 93.75% 92.93% 
𝟓𝟎𝟎 59.96% 91.59% 93.44% 92.91% 
𝟔𝟎𝟎 62.93% 92.39% 94.95% 93.27% 
𝟕𝟎𝟎 83.39% 92.92% 94.61% 93.74% 
𝟖𝟎𝟎 83.29% 93.05% 95.59% 94.06% 
𝟗𝟎𝟎 84.33% 93.06% 95.53% 93.95% 
𝟏𝟎𝟎𝟎 75.20% 93.14% 95.15% 94.25% 
𝟏𝟖𝟓𝟕 92.19% 95.23% 96.43% 96.08% 



141 

 

Table 9 Recognition results comparison for MNIST[176] database 

Training set size eClass1 AutoClass1 Neocognitron TEDAClass 

𝟓𝟎𝟎 93.26% 94.53% 92.36% 𝟗𝟓. 𝟏𝟖% 
𝟏𝟎𝟎𝟎 86.54% 95.82% 94.42% 𝟗𝟓. 𝟗𝟐% 
𝟐𝟎𝟎𝟎 96.42% 96.44% 96.04% 𝟗𝟔. 𝟕𝟎% 
𝟑𝟎𝟎𝟎 96.55% 96.50% 96.34% 𝟗𝟔. 𝟔𝟕% 
𝟒𝟎𝟎𝟎 96.62% 96.68% 96.62% 𝟗𝟔. 𝟖𝟖% 
𝟓𝟎𝟎𝟎 96.85% 96.91% 96.94% 𝟗𝟕. 𝟏𝟔% 
𝟏𝟎𝟎𝟎𝟎 97.19% 97.24% − 𝟗𝟕. 𝟑𝟖% 
𝟐𝟎𝟎𝟎𝟎 97.32% 97.38% − 𝟗𝟕. 𝟓𝟑% 
𝟑𝟎𝟎𝟎𝟎 97.46% 97.44% − 𝟗𝟕. 𝟔𝟖% 
𝟒𝟎𝟎𝟎𝟎 97.45% 97.42% − 𝟗𝟕. 𝟔𝟔% 
𝟓𝟎𝟎𝟎𝟎 97.46% 97.38% − 𝟗𝟕. 𝟔𝟓% 
𝟔𝟎𝟎𝟎𝟎 97.46% 97.42% − 𝟗𝟕. 𝟔𝟑% 

5.3.2 TEDAClass-BDp 

Here the evaluation procedure is described for TEDAClass-BDp algorithm [21], which 

is a modification of TEDAClass algorithm for big data described in section 4.5.2. The data set 

consists of 12,888 handwritten digits images each labelled, 1857 of which are used for training 

and 11,037 for validation, and the algorithm is implemented in Matlab®. 

Table 10 The accuracy and computational time for TEDAClass-BDp [21] 

  

Figure 37 Accuracy (left) and Computational Time (right) for various numbers of data 

processors. 

#Data Processors Accuracy #Data Clouds  Computational time compared to one node 

1 0.9540 79 1 

2 0.9517 103 0.3835 

3 0.9491 227 0.2504 

4 0.9490 232 0.2371 

5 0.9428 454 0.1256 
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The feature extraction procedure is based on gist descriptor [182], exploiting Gabor 

features, with added Haar-like features [94] (see article [17]). The data is being partitioned 

between up to five Data Processors, and the time of processing is up to five times lower than 

for the sequential processing (that conforms with the theoretical estimations of 𝑂(𝑁) 

complexity and time reduction). To exclude the growth of the number of data clouds, the cluster 

merging is enabled (see section 4.5.2). The results of the experiments, depicted in Table 10 and 

Figure 37, are reproduced from the article [21]. 

The update time, as it can be seen from the figure 22 in section 4.5.1, depends linearly of 

the cluster (and that means, fuzzy rules) number. During the training stage, the number of 

clusters is increased because of the variety of the data patterns to be learnt by the classifier. 

The accumulation of the clusters is carried out of the Data Fusion Centre, which collects the 

clusters from the Data Processors and then merges them into the same model. 

5.3.3 Human activity classification using SVM and TEDA 

 

Figure 38. Human activities data set [199]. 

 

Figure 39. Results of the recognition for different methods (left picture is SVM with histogram 

intersection kernel, accuracy rate is 79%, right picture is SVM with TEDA kernel, combined 

with histogram intersection kernel, and TEDA box constraints, accuracy rate is 81%). 
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The TEDA SVM method, described in section 4.3 and proposed in [18], was assessed on 

the human activities data set [199] (Figures 38 and 39). The feature transformation is performed 

as it is described in article [17], consisting of Haar [94] and gist [182] features.  

The following methods were compared in [18]: 

- SVM with Gaussian kernel with 𝜎 = 34.4725,  𝐶 = 30. 

- SVM with TEDA kernel, combined with Gaussian kernel, with 𝜎 = 34.4725, 𝛾 = 2, 

𝐶 =  30, and TEDA weights. 

The Gaussian kernel is given by the equation 

𝐾𝐺 (𝑥, 𝑦) = exp(−(𝒙 − 𝒚)
𝑇(𝒙 − 𝒚)/(2𝜎2)). (372) 

Contrary to the Gaussian probability density function, the kernel is not normalised because the 

solution does not depend of the normalisation constant.  

TEDA kernel, combined with Gaussian kernel, is expressed as  

𝐾TEDA (𝑥, 𝑦) = 𝐾𝐺  (𝑥, 𝑦) × ((‖𝒙 − 𝝁
𝑘‖2 + 𝜎𝑘

2
) (‖𝒚 − 𝝁𝑘‖2 + 𝜎𝑘

2
))

𝛾

.  
(373) 

 The training set size was 200 samples, or 40 images per each of five classes, and the testing 

set contained 100 samples, or 20 images per each of five classes.  

Figure 39 shows the results for the Gaussian kernel SVM on the left and SVM with TEDA 

kernel, combined with Gaussian kernel, on the right, for the Human Activities data set [199] 

(see Figure 38). One can see that the results were improved comparing to the Gaussian kernel. 

5.4 TEDAPredict regression experiments 
To assess the TEDAPredict algorithm [19], the well-known wine quality marking data 

set [177] for white Portuguese wine was used, which was also featured in the article [178]. This 

description reproduces the results from the article [19]. The results are compared with the 

alternative methods [178], [179] preserving the assessment procedure. The data set is divided 

randomly with 5-fold cross-validation [180]. The rival approaches described in [178] provide 

the regression by means of multilayer neural network (NN), Gaussian kernel SVM [181], as 

well as linear/multiple regression (MR). The quality metrics are defined as 

MAD =
1

|𝑋𝑇|
∑ |𝑓(𝑥) − 𝑓(𝑥)|

𝑥∈𝑋𝑇

, (374) 

A𝛼 =
1

|𝑋𝑇|
∑ [|𝑓(𝑥) − 𝑓(𝑥)| ≤ 𝛼]

𝑥∈𝑋𝑇

. (375) 

Here 𝑋𝑇 is the testing data set, the function to estimate is denoted as 𝑓(𝑥), and the 

regression function is 𝑓(𝑥); [⋅] denote a predicate, which is 1 if true and 0 if false; 𝛼 is a 

tolerance threshold. The regression evaluation results are depicted in table 11. 
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Table 11 Regression results [19], [178] for wine dataset [177] 

 MR NN SVM TEDAPredict 

MAD 0.59 ± 0.00 0.58 ± 0.00 0.45 ± 0.00 0.5702 ± 0.00 

𝑨𝟎.𝟐𝟓  25.6 ± 0.1 26.5 ± 0.3 50.2 ± 0.3 29.49 ± 0.3 

𝑨𝟎.𝟓𝟎  51.7 ± 0.1 52.6 ± 0.3 64.3 ± 0.4 53.64 ± 0.4 

𝑨𝟏.𝟎𝟎  84.3 ± 0.1 84.7 ± 0.1 86.8 ± 0.2 85.15 ± 0.4 

The results are proven to be decent comparing to the competing algorithms although they 

do not overcome widely renowned classifier SVM. But the algorithm has an advantage of 

evolving computation, which makes it competitive for data streams where the data patterns are 

changing during time. 

5.5 Image segmentation experiments 
In this section, the modified Chan-Vese algorithm performance and applications are 

presented. The original Chan-Vese algorithm [123] is compared with some standard 

algorithms, with the proposed version of Chan-Vese functional featuring enhanced 

optimisation technique, as well as with the non-parametric version of the functional proposed 

in the article [22]. The benchmarking data consists of the pictures of blood cells, and the task 

is to select the individual blood cells from the picture. Another data set is well-renowned 

Caltech101 data set [169], [170] (Figure 40). 

 

Figure 40 The benchmarking images from Caltech101 dataset (from top to bottom, 

different image groups: ‘Buddhas’, ‘accordions’, ‘planes’). 

Also, some benchmarking images from [172] were used. The comparison was carried out 

against some algorithms, described in sections 2.2.6 and 2.2.7, namely MacQueen’s 𝑘-means 

[61], Chan-Vese algorithm [123], graph cut segmentation algorithm [171], [172], and [173] 

exploiting the graph cut algorithm by Kolmogorov, Boykov and Zabih [164],[171], applied 

also to miscellaneous domains apart of image segmentation, and Otsu binarisation algorithm 

[124] as a standard baseline algorithm for binary image segmentation. For all these algorithms, 
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if they require initialisation, the same initial segmentation Ξ was selected.  The algorithm output 

assessment is carried out using the purity metric calculated using the formula 

𝑃 =∑
𝑁𝑖
𝑑

𝐶𝑁𝑖

𝐶

𝑖=1

. (376) 

where 𝐶 is the number of clusters, 𝑁𝑖 is a number of the elements of the 𝑖-th cluster, 𝑁𝑖
𝑑 is a 

number of elements in the majority ground truth class. The maximal and the best purity is 1 

showing that each cluster represent only one ground truth class. The average purity 𝑃𝐴 for the 

test set of 𝑀 images is an average over the purities for each image 𝑃𝑖 where 𝑖 is the index of 

the current image: 

𝑃𝐴 =∑
𝑃𝑖
𝑀

𝑀

𝑖=1

. (377) 

The average purity weighted by per-image pixels count 𝑁(𝐼𝑖) is defined as  

𝑃𝐵 =∑
𝑃𝑖𝑁(𝐼𝑖)

∑ 𝑁(𝐼𝑗)
𝑀
𝑗=1

.

𝑀

𝑖=1

 (378) 

The results of the benchmarking are depicted in tables 12, 13, 14, 15 and represent the 

results given in the article [22]. 

Table 12 Segmentation purity for Caltech101 data. 

 Purity Otsu 𝑘-means Chan-

Vese 

Graph 

cut 

Modified 

Chan-

Vese 

Novel non-

parametric 

method 

Airplanes 
𝑃𝐴 0.7387 0.7543 0.7508 0.7546 0.7663 𝟎. 𝟕𝟔𝟔𝟗 
𝑃𝐵 0.7339 0.7523 0.7401 0.7520 0.7661 𝟎. 𝟕𝟔𝟕𝟔 

Accordion 
𝑃𝐴 0.7122 0.7771 0.7473 0.7928 𝟎. 𝟖𝟐𝟕𝟗 0.8276 
𝑃𝐵 0.7115 0.7725 0.7466 0.7920 𝟎. 𝟖𝟑𝟐𝟔 0.8323 

Buddhas 
𝑃𝐴 0.7463 0.7186 0.7514 0.6969 0.7959 𝟎. 𝟕𝟗𝟕𝟕 
𝑃𝐵 0.7466 0.7185 0.7466 0.6991 0.7934 𝟎. 𝟕𝟗𝟓𝟐 
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Table 13  Visual comparison of the segmentation results 

Original image Chan-Vese algorithm Chan-Vese functional, graph cut 

optimisation 

Non-parametric method 
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Table 14  Algorithm convergence graphs 

Original image Chan-Vese algorithm Chan-Vese functional, 

graph cut optimisation 

Non-parametric method 
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Table 15 Convergence time and the number of iterations for different algorithms 

Original image Chan-Vese algorithm Chan-Vese functional, 

graph cut optimisation 

Non-parametric 

method 
Execution 

time, s 

The optimal 

functional 

value 

Execution 

time, s 

The optimal 

functional 

value 

Execution time, s 

 

1.25 8145095 0.13 7840105 0.1226 

 

19.85 10170074 2.29 9712299 1.8840 

 

8.37 62098824 1.20 59913013 0.9804 

The results, depicted in table 12, show better purity for the proposed methods agains 

well-known ones. The visual results for some benchmarking images taken from [172] are 

present in table 13. The results differ because of the alternative minimisation procedure and 

exact Heaviside function instead of its approximation. The convergence graph in the table 14 

shows significant reduction of the iterations number needed for the function optimisation: only 

several iteration are needed for the convergence instead of several hundreds. However, it 

should be emphasised that the functional values for the original and non-parametric functionals 

should not be compared because they correspond to different values therefore they are not 

present in the comparison table. Tables 12, 13, 14, 15 represent the results described in the 

article [22].  

5.6 Conclusion 
In this section, various practical use cases have been assessed, as well as tests with the 

proposed algorithms have been presented.  

The experiments from section 5.1 have proven the applicability of the methods from 

section 3 to various practical and model scenarios in object tracking and moving object 
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detection scenarios. The capability of the proposed methods to work in real time have been 

proven by the experiments. The comparison between two modifications of the method, with 

Laplacian and variational approximation of the update step, has been provided in section 5.1.2. 

All the experiments have been carried out with the video data and include a use case for thermal 

imaging.  

The clustering algorithm TEDACluster, described in section 4.1.4, has been assessed on 

the symbol clustering problem in section 5.2. The classification algorithm TEDAClass, which 

has been proposed in section 4.2.1 and which is based on TEDACluster, has been assessed in 

section 5.3.1. The Big Data versions of the TEDACluster and TEDAClass have been assessed 

in section 5.3.2. The TEDA SVM algorithm has been assessed in section 5.3.3 on the human 

actions classification dataset against the state-of-the art SVM-based techniques. This study has 

shown the advantages of the proposed kernel and box constraints training against the traditional 

SVM-based methods.   

Finally, the experiments on both parametric and non-parametric versions of the modified 

Chan-Vese functional, proposed in section 4.4, have been described in section 5.5, featuring 

comparison of the proposed methods with the state-of-the-art image segmentation techniques 

in terms of segmentation purity. The increased speed of the algorithms against the rival 

methods has been proven that shows the method’s capability to work in real time. 

The revealed experiment results show robust performance of the proposed algorithms 

compared to the state-of-the-art algorithms and the perspective applicability of the proposed 

methods.   
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6 Conclusion and future work 

This work is a synthesis of two topics, which were historically being developed 

predominantly independently, namely object tracking and pattern recognition. Original idea of 

considering multiple object tracking as a rigid motion segmentation problem evolved into the 

domain-independent Bayesian filter and a toolset of algorithms for video analytics. The object 

detection algorithms also join the ideas of evolving systems with fuzzy systems and TEDA 

frameworks.  

6.1 Key Contributions 
The results described in this thesis are manifold and united by the idea of the intelligent 

video surveillance: 

- The novel multiple object tracking algorithm in two versions, based on Laplace and on 

variational approximation frameworks, was proposed. The approach is capable of 

multiple target tracking using time-consistent clustering. 

In contrast to most of the state-of-the-art algorithms, the proposed one does not 

distinguish between the object and clutter measurement on the tracking stage. The 

problem is solved after tracking stage by selecting those clusters that conform to 

the object model. The proposed multiple object tracking algorithm is defined in a 

domain-independent way and after then applied to the video analytics domain. 

- The classification, clustering and regression techniques, based on promising data 

analysis framework TEDA, are proposed. 

The proposed techniques are based on TEDA framework and features fuzzy 

systems architecture and include versions for sequential and parallel data 

processing, taking into account the practical needs of big data processing. The 

methods also incorporate the abilities of evolving  systems to adopt dynamically to 

changing statistical properties of the data that is particularly useful for data stream 

analytics.  

- The incremental update procedure for 𝐶-SVM with changing kernels and box 

constraints is proposed, together with the learnable TEDA SVM kernel.  

The procedure enhances previously known incremental SVM algorithm, adding 

new features, such as incremental update with changing kernel and box constraints. 

The proposed TEDA SVM kernel is an example of the kernel that can be used with 

such incrementally trainable algorithm, but the approach is not restricted to the 

particular kernel type.  
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- The background subtraction technique based on velocity estimation is proposed within 

the Bayesian filter framework. 

The technique is used for detection the object of interest amongst the clusters, 

selected in a time consistent way using the proposed Bayesian filtering technique 

in two variants of implementation, featuring variational and Laplace 

approximations. 

- The image segmentation algorithm based on Chan-Vese algorithm is proposed. 

The image segmentation technique enhances previously known active contours 

approaches by using MM algorithm approach, which is proven to be more effective 

in terms of the execution time and number of iterations. Besides that, the non-

parametric version of the algorithm was proposed.  

- The experiments for all the proposed tracking, clustering, classification and video 

surveillance techniques have been carried out. 

The results of the experiments on all the approaches named in the previous 

contributions are given in the experimental section. 

6.2 Future work plans 
The following approaches are to be considered in the future for the enhancement of the 

Bayesian filtering technique: 

- The stereo vision can improve the accuracy of tracking and detection based on the 

velocity features, as well as improve the geographical co-ordinates estimation. 

The stereo vision approach, consisting of two cameras placed on rigid beam, relies 

on the feature point matching techniques to find out the correspondence between 

the points on different cameras, allows to accurately calculate distances to the 

objects without any assumption on the terrain form (the results are dependent only 

on the parameters of the cameras and the beam length). Used together with inertial 

navigation system, it can be used the geographical co-ordinates estimation, also it 

allows to calculate velocities of the objects.   

- The filter can be adopted in the way which excludes using the parameter of the maximal 

number of clusters which is needed now. 

The proposed approach has a number of clusters parameter, which is not needed in 

many state-of-the-art applications. To factor out the parameter, the automatic 

relevance determination for EM algorithm (ARD EM [203]) could be used, but it 

is barely suitable for real-time applications, as it is computationally intensive. 

Another approach is to use the object detection algorithm before the tracking stage 
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to determine the number of components of the Gaussian mixture, and then 

propagate it.  

- The approach can be compared against well-known filtering techniques featuring JPDA 

[44], PHD [45]  and MHT [43] data association. 

To make the comparison possible, there is a need to implement a detection 

algorithm. In the particular case of moving object detection, the visual odometry, 

or velocity measurement, for each of the feature points will be useful to factor out 

the clutter. Therefore, the JPDA-, PHD- or MHT-based model for fully automatic 

object detection and tracking can be also a separate contribution. 

- The possibility of the combination of the proposed Bayesian filtering technique with 

JPDA-based [44] data association is considered.  

The combination can be based on Gaussian mixture model above the feature space 

where each of the Gaussians is then considered as a target which is a subject of data 

association algorithm. It can help to reduce the number of lost object tracks and 

cluster exchange.  

- The object detection technique can be enhanced by object appearance learning in order 

to support reappearance of the object after the full or partial occlusion. 

For video data, it will mean contribution of object appearance descriptors, based of 

commonly used feature descriptors like SIFT, SURF, MSER, or any other, in order 

to model the appearance of the object, which should add to the algorithm the ability 

to rediscover the objects after their re-appearance.  

The TEDA framework can be enhanced by: 

- Introduction of statistical tail measures [183] based on TEDA. 

Eccentricity concept can be used to measure the properties of the statistical tails. It 

can be useful for development of the new statistical criteria.  

- Further development of incremental equations based on various distances. 

In this thesis, Euclidean and Mahalanobis [162] distances are discussed. The 

recursive estimation can also be proven for certain types of Minkowski distance 

family [204] and the cosine similarity. The extension to some domain-specific, like 

Levenshtein [205] or  Hamming [206], distances.  

- Anomaly detection for video analytics based on the TEDA framework. 

Analogously to the problem of classification and clustering, it is possible to state 

the one-class classification problem and apply it to object of interest detection 
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given the background model. 

The image segmentation technique can be extended to multilabel segmentation for 

better precision and arbitrary segmentation granularity. The changes will involve both the 

optimisation problem and the numeric scheme.  
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