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Abstract

A variety of international macroeconomic models predict a relationship between the real exchange

rate and relative consumption. The empirical evidence in favor of such a relationship is limited, the

so-called Backus and Smith puzzle. In this paper, we extend the framework to allow for nonlinear short-

run dynamics and volatility changes across exchange rate regimes. Our nonlinear analysis indicates that

long-run relationships in line with standard international business cycle models do exist for many OECD

countries. Further, Monte Carlo experiments illustrate that the estimated nonlinear models can generate

the Backus and Smith and the exchange rate disconnect puzzles. In this paper, we also contribute to the

nonlinear real exchange rate literature by establishing a theoretical relationship between volatility and

persistence. We show that neglecting this relationship, as has been common in applied work, results

in biased estimates of impulse responses. In line with the theoretical results, our empirical findings

suggest that the increase in volatility in the post-Bretton Woods era is associated with relatively fast

mean reversion of the real exchange rate towards its equilibrium value.
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1 Introduction

Nonlinear econometric models have become prevalent in explaining real exchange rate movements over the

past two decades. These models are theoretically well motivated (see, e.g., Dumas, 1992), and exhibit supe-

rior performance compared to their linear counterparts (Taylor et al., 2001). The first generation of nonlinear

models adopted univariate specifications and homoskedastic error structures (Michael et al., 1997; Taylor

and Kilian, 2003). Subsequent work broadened this analysis by incorporating real factors -as suggested by

the theoretical models of Balassa (1964) and Samuelson (1964)- and allowing for volatility changes across

exchange rate regimes (Lothian and Taylor, 2008; Paya and Peel, 2006).

In this paper, we extend the above literature in two directions. First, we employ a set of economic

fundamentals suggested by International Real Business Cycle (IRBC) models that has not been examined

before in a nonlinear context. Namely, consumption series. This exercise is particularly interesting not only

because it can provide useful insights regarding real exchange rate modeling, but also because nonlinear

∗We are grateful to participants of the 2nd International Workshop on Financial Markets and Nonlinear Dynamics for useful

comments and suggestions. Documentation about the data used in this paper is available from the Lancaster University data archive

at http://dx.doi.org/10.17635/lancaster/researchdata/84. Correspondence to: Ivan Paya, Department of
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dynamics may help to explain the discouraging results found by previous IRBC studies. Second, we add a

new perspective to the Purchasing Power Parity (PPP) puzzle of Rogoff (1996) regarding the extremely slow

mean reversion of real exchange rates. We do so by drawing attention to a widely neglected relationship in

the nonlinear real exchange rate literature, the relationship between volatility shifts and speed of adjustment.

With respect to the first direction, standard IRBC models link relative prices to the ratio of marginal util-

ities of consumption in the home and foreign country (Backus and Smith, 1993; Kollmann, 1995). Under

unrestricted trading in complete asset markets and with time-separable and iso-elastic preferences, a depre-

ciation of the real exchange rate is associated with an increase in consumption in the home country with

respect to the foreign.1 Following Backus and Smith (1993) and Kollmann (1995), several studies showed

that the observed historical statistics are inconsistent with this prediction, which gave rise to the so-called

Backus and Smith puzzle or the consumption real exchange rate anomaly.

A number of authors have provided theoretical justifications for these discouraging results by introduc-

ing incomplete asset markets, limited enforcement of international financial contracts, sticky prices in local

currency pricing, non-traded goods production sectors and distribution services, hand-to-mouth agents, and

habit persistence (Benigno and Thoenissen, 2008; Chari et al., 2002; Head et al., 2004; Kollmann, 2012).

Their findings demonstrate that the nature of the underlying relationship is ambiguous with the magnitude of

the theoretical contemporaneous correlation taking a wide range of values (from large positive to negative)

depending on model assumptions. Likewise, the empirical relationship between real exchange rates and

consumption series remains anything from clear (Head et al., 2004).

Standard IRBC models predict a linear long-run relationship between real exchange rates and consump-

tion. However, they make no prediction about the functional form of the adjustment process. A common

feature of the empirical IRBC studies to date is the assumption of a linear functional form. In a companion

paper (Pavlidis et al., 2015), we provide evidence that cast doubts on the validity of this assumption. By

applying both linear and nonlinear Granger causality tests to real exchange rate and consumption series, we

show that allowing for nonlinearities results in a substantial increase in the number of rejections of the null

hypothesis of no-Granger causality. Motivated by this finding, we argue that the nature of the relationship

between real exchange rates and consumption reported in previous studies may be misleading due to the

linear framework adopted.

With regards to the specific type of nonlinear dynamics, recent econometric analyses of real exchange

data with constant or time-varying equilibrium present substantial evidence in favor of a smooth transition

adjustment mechanism (see, e.g., Lothian and Taylor, 2008; Michael et al., 1997). The underlying idea is that

mean reversion manifests itself as the deviation from the equilibrium rate becomes large in absolute value.

Small deviations are left uncorrected due to the actions of heterogeneous agents, uncertainty regarding the

equilibrium rate, or because they are not large enough to cover the sunk costs of international arbitrage

(e.g., Kilian and Taylor, 2001). This type of nonlinear dynamics provides an explanation to two empirical

regularities generated by linear models. First, the fact that exchange rate movements appear disconnected to

movements in fundamentals and, second, that exchange rates are more volatile than fundamentals - the so-

called exchange rate disconnect and excess volatility puzzles. Moreover, it goes some way towards solving

the PPP puzzle, since models that allow for smooth transition dynamics show that mean reversion is much

faster for large shocks than that reported for their linear counterparts (see, e.g., Taylor et al., 2001).

In the present study, we re-examine the relationship between real exchange rates and real consumption

for fourteen OECD countries. By allowing for smooth transition dynamics and by extending the sample

period used by previous studies, we attempt to overcome the limitations of linear methods and obtain a better

approximation of long-run relationships. Moreover, motivated by the findings of numerous studies that

1In a one-good world and no trade frictions, international risk sharing implies that home and foreign consumption levels are

always equal and, therefore, the real exchange rate is constant. Two factors that break this link are non-traded goods (Backus and

Smith, 1993) and trade costs (Dumas, 1992).
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indicate that changes in the exchange rate regime are associated with substantial changes in real exchange

rate volatility (see, e.g., Lothian and Taylor, 2008; Mussa, 1986), we allow for a level shift in the volatility

of the real exchange rate around the collapse of the Bretton Woods system. This change in volatility is of

particular interest in our nonlinear framework.

Previous nonlinear real exchange rate studies typically assume that the speed of mean reversion depends

only on the size of the deviation of the real rate from its equilibrium value, and neglect changes in volatility

when conducting impulse response analysis. In this paper, we establish a relationship between real exchange

rate volatility and real exchange rate persistence, and show that neglecting this relationship results in biased

estimates of impulse responses. The intuition is simple: high volatility regimes, such as the recent float,

are associated with (on average) large deviations from the equilibrium which (in expectation) are absorbed

faster compared to small deviations due to the nonlinear nature of the process.

Our empirical results provide strong evidence in favor of smooth transition nonlinearity, conditional

heteroskedasticity, and a volatility change in the relationship between real exchange rates and consumption

for the majority of cases. The estimated models produce parsimonious fits and the Generalized Impulse

Response Functions (GIRF) derived from them suggest a fast adjustment to shocks, with much shorter half-

lives than those obtained in linear systems. In line with the theoretical results, the well-documented increase

in volatility in the post-Bretton Woods period is associated with relatively fast reversion of the economy

towards its time-varying equilibrium.

Finally, we employ Monte Carlo simulation techniques to examine whether the estimated models can

explain the Backus and Smith and exchange rate disconnect puzzles. Regarding the former, we demonstrate

that the sample correlation between the real exchange rate and relative consumption may be misleading since

it frequently takes small or even negative values even though there is a well defined structural relationship

between the variables. For the exchange rate disconnect puzzle, we find that linear cointegration tests may

exhibit extremely low power, frequently failing to reject the null of no cointegration when there is in fact a

long-run relationship.

2 International Real Business Cycle Models

Several theoretical models establish a link between the real exchange rate and consumption series. Our

primary objective is not to test a particular model but to investigate the more basic hypothesis that a generic

relationship between these variables exists. Although we do not restrict the empirical analysis to a specific

theoretical framework, in this section, we briefly outline a standard IRBC model to provide a reference point

for the interpretation of the results.

IRBC models comprise an extension of the closed economy Real Business Cycle models to an interna-

tional setting where transactions take place both in goods as well as in financial markets (e.g., King et al.,

1988). In this setting, the models exhibit risk sharing across countries and a link emerges between the real

exchange rate and a ratio of marginal utilities (see, e.g., Chari et al., 2002). To illustrate this most simply, we

follow Kollmann (1995) and assume a world with K countries indexed by k = 1, . . . ,K, each represented

by an infinitely lived agent. Furthermore, it is assumed that the goods consumed differ across countries,

which implies a non-constant real exchange rate. Each country’s preferences are given by

Uk = Es

[

∞
∑

t=s

βt−s
k uk,t(Ck,t)

]

, k = 1, . . . ,K, (1)

where, E[·] is the expectations operator, βk ∈ (0, 1) is country k’s subjective discount factor, uk,t(·) is coun-

try k’s instantaneous utility function in period t, and Ck,t denotes consumption in country k. In equilibrium,
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the risk sharing condition for any country pair (i, j) and for all periods and states is

Qt = St
Pj,t

Pi,t
= Λi,j

βtjmj,t

βtimi,t
, (2)

where Qt is the real exchange rate in period t, St denotes the nominal exchange rate (measured as units of

currency i per unit of currency j), Pk,t denotes consumer prices for country k, Λi,j is a constant, and mk,t

is the marginal utility of consumption for country k = i, j. The above relation should hold even if there are

frictions in goods and labor markets, such as sticky prices and sticky wages, because their effect is already

reflected in consumption choices. Taking logs and assuming that the utility function is iso-elastic with

exponent 1− ηk, where ηk denotes the coefficient of relative risk aversion of country k = i, j, Equation (2)

yields the model tested by Kollmann (1995)

qt = λi,j + ln (βj/βi) t+ ηici,t − ηjcj,t, (3)

where qt, λi,j , ci,t and cj,t denote the logarithms of Qt,Λi,j , Ci,t and Cj,t, respectively. Given that the

coefficient of risk aversion takes positive values, growth in domestic (foreign) consumption should lower

(increase) the value of domestic currency. Backus and Smith (1993) impose identical risk aversion coeffi-

cients, as well as, subjective discount factors across countries. Under these restrictions, a country undergoing

a real depreciation should experience relative consumption growth, with a rate depending on the elasticity

of intertemporal substitution in consumption. It follows that the real exchange rate is positively correlated

to relative consumption. However, this prediction is model-dependent and there are several studies that

demonstrate how changes in assumptions can yield small or even negative correlations.

3 Nonlinear Adjustment and Volatility Shifts

A widely employed nonlinear real exchange rate model is the Exponential Smooth Transition Autoregres-

sive (ESTAR) of Granger and Teräsvirta (1993).2 Michael et al. (1997), Taylor et al. (2001) and Taylor and

Kilian (2003) among others show that univariate ESTAR models can parsimoniously fit a number of real

exchange rates series sampled at different frequencies and spanning different periods. Most importantly,

the implied speed of mean reversion of the estimated models is much faster for large shocks compared to

that of linear models. On the basis of the theoretical contributions of Balassa (1964) and Samuelson (1964),

Lothian and Taylor (2008) and Paya and Peel (2006) extend the analysis to allow for a time-varying equilib-

rium given by economic fundamentals. Their findings show a statistically significant long-run relationship

between relative per capita real income or relative wealth and the real exchange rate. Moreover, the authors

provide evidence that the incorporation of equilibrium determinants in real exchange rate models leads to

further improvement (with respect to the univariate models) in terms of the speed of mean reversion.

In this paper, we follow the above literature and allow the equilibrium rate to depend on consumption

series while deviations from the equilibrium rate follow an Exponential Smooth Transition Autoregres-

sion (ESTAR) process. A general ESTAR representation for the deviation of the real exchange rate process

from the equilibrium rate qt − µt is given by

qt − µt =

p̄
∑

p=1

φp(qt−p − µt−p)G(qt−d̄; γ, µt−d̄) + ǫt, (4)

2The smooth adjustment process is suggested in the analysis of Dumas (1992). Furthermore, Teräsvirta (1994) argues that if

an aggregated process is observed, regime changes may be smooth rather than discrete as long as heterogeneous agents do not

act simultaneously even if they individually make dichotomous decisions, which favors the use of the ESTAR over Threshold

Autoregressive models.
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where qt is the real exchange rate, µt = λi,j+ln(βj/βi)t+nici,t−njcj,t is the long-run IRBC equilibrium,

which is a function of consumption series, G(qt−d̄; γ, µt−d̄) =

exp
(

−γ
(

qt−d̄ − µt−d̄

)2
)

is the transition function, γ ∈ [0,∞) is the smoothness parameter, which deter-

mines the transition speed towards the equilibrium, d̄ is a positive integer, and ǫt is a gaussian error term.3

Equation (4) is a popular reformulation of the ESTAR model proposed by Granger and Teräsvirta (1993).

The exponential transition function,G(·), is particularly applicable because it implies symmetric adjustment

for positive and negative deviations from the equilibrium. Further, the speed of adjustment is increasing with

the smoothness parameter γ and the absolute value of the past deviation from the equilibrium. A particularly

interesting case is when
∑p̄

p=1
φp = 1. In this case, at the equilibrium G(·) = 1 and qt−µt will behave as a

unit root process, while for larger deviations G(·) ∈ (0, 1) and qt − µt will become mean reverting. Hence,

although qt − µt is a globally mean reverting nonlinear process, it may exhibit a high degree of persistence,

which provides an explanation for the low power of stationarity tests applied after the collapse of the Bretton

Woods system.

Regarding the ESTAR parameterization, Taylor and Kilian (2003) argue that it is more intuitive to allow

the effect of deviations from the equilibrium on the nonlinear dynamics to be cumulative. To this end,

we also consider the following ESTAR transition function: G(qt−d; γ, µt−d) = exp(−γ(
∑d̄

d=1
(qt−d −

µt−d))
2). In this case, when d̄ differs from unity and the smoothness parameter γ is significant, cumulative

deviations are a more informative indicator of whether the market is moving towards the equilibrium value

rather than a single past deviation of the process.

Volatility Shifts. It is well known that in a nonlinear framework, contrary to a linear one, volatility changes

alter the mean reverting properties of a time series process. However, this property has been widely neglected

in the real exchange rate literature. In order to illustrate the consequences of neglecting volatility changes

when measuring real exchange rate persistence, we employ the simplest ESTAR model with p = 1, d̄ = 1
and equilibrium rate µt = 0, for all t,

qt = qt−1 exp(γq
2
t−1) + ǫt.

We measure persistence by investigating the effect of a shock on the future behaviour of the real exchange

rate. In our nonlinear framework, this can be accomplished by using the Generalised Impulse Response

Function (GIRF) introduced by Koop et al. (1996)

GIRF(h, δ,Ωt−1) = E[qt+h|ǫt = δ,Ωt−1]− E[qt+h|ǫt = 0,Ωt−1], (5)

where h denotes the horizon, δ is the shock size, which is deterministic, and Ωt−1 is the information set

available at time t− 1. The time series is initially located at the equilibrium, i.e., E[qt+h|ǫt = 0,Ωt−1] = 0
for all h. It is easy to see that, for h = 1, qt+1|ǫt = δ,Ωt−1 ∼ N(q̄t+1, σ

2
ǫ ) with q̄t+1 = δ exp(−γδ2), which

implies that the rate of shock absorption, 1− exp(−γδ2), is an increasing function of γ and the magnitude

of the shock. For h = 2, the GIRF is given by

E[qt+2|ǫt = δ,Ωt−1] =

∫

qt+1 exp(−γq
2
t+1)f(qt+1)dqt+1 =

exp
(

−γq̄2t+1

1+2γσ2
ǫ

)

q̄t+1

(1 + 2γσ2ǫ )
3/2

,

where f(qt+1) denotes the normal density. This establishes that the GIRF is a function not only of the

shock and the smoothness parameter but also the second moment of the error term σ2ǫ . At the extreme

case that σ2ǫ = 0, the impulse response is given by exp(−γq̄2t+1)q̄t+1, which is identical to extrapolating the

3For the empirical exercise, we restrict the parameter space by setting γ = γ̃
2. By doing so, we rule out explosive processes

and increase the speed of convergence of the optimization algorithm.
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skeleton of the ESTAR model -the “naive” approach to nonlinear impulse response analysis (see Granger and

Teräsvirta, 1993). While at the other extreme, σ2ǫ → ∞, the impulse response tends to zero and the shock

absorption rate to a hundred percent. Using standard calculus, it can be shown that the impulse response

moves from exp(−γq̄2t+1)q̄t+1 to zero monotonically as we increase σ2ǫ from zero to infinity. Relationships

between variance and persistence also exist for h > 2, however, as with most nonlinear models, analytic

expressions are not available. Figure 1 depicts GIRFs for the simple ESTAR(1) model with γ = 0.05 and

error variance σ2ǫ ∈ {0, 0.1, 0.5, 1} for a shock of size δ = 1 and h = 2, . . . , 20.

Figure 1

Clearly, the speed of mean reversion of ESTAR processes increases with the variance of the error term.

Given the documented increase in the volatility of real exchange rates after the collapse of the Bretton

Woods system, this implies that deviations from the equilibrium rate may have been reverting faster in the

recent period than previously thought. In the following section, we empirically quantify for the first time

the effect of volatility changes on the speed of mean reversion by employing a variance function for the

error term that allows for a volatility shift around the inception of floating exchange rates and also GARCH

dynamics

σ2ǫ,t = ω + ωBWdBW
t + αǫ2t−1 + ξσ2ǫ,t−1, ǫt = ψtσǫ,t, ψt ∼ N(0, 1), (6)

where ω, ωBW, α and ξ are parameters and dBW is a Bretton Woods dummy variable.

4 Data and Empirical Results

We use quarterly data for private consumption, nominal exchange rates and consumer price indices ob-

tained from the International Financial Statistics database for fourteen OECD countries: Austria, Australia,

Canada, Denmark, Finland, France, Italy, Japan, Norway, Netherlands, Sweden, Switzerland, the United

Kingdom, and the United States, which we set as the reference country. Due to data availability the sample

period differs across country pairs. The longest period is from 1957Q4 to 2010Q4 for Canada, Japan, and

the United Kingdom, while the shortest is from 1977Q1 to 1998Q4 for Netherlands. The sample period for

each country is reported in Tables 2 and 3.

Table 1 reports correlations between real exchange rates and relative consumption series, as well as

between their first differences. Inspection of the table reveals that the consumption real exchange rate

anomaly is present in our extended data set. The estimated correlation coefficients vary widely across

countries with the range of values being larger for levels, [−0.75, 0.51], than first differences, [−0.12, 0.13].
These findings are similar to the ones reported in the empirical literature (see, e.g., Backus and Smith, 1993).

TABLE 1

We now turn to the results for the econometric models described in Section 3. The parameterization of the

estimated models, the inclusion of a time trend, the autoregressive lag length and the delay parameter are

specified on the basis of residual diagnostics and the statistical significance of the model.4

TABLES 2 and 3

The first two panels of Tables 2 and 3 show parameter estimates for the mean and variance functions, and

the corresponding p-values. Focusing first on the mean equation, we observe that there is strong evidence

in favor of nonlinear dynamics since all transition parameters are statistically significant at conventional

4The maximum delay parameter considered was eight. Note that Teräsvirta’s (1994) procedure for selecting the delay parameter

is not applicable here due to the multivariate framework and the possibility of I(1) variables. Further, an autoregressive lag length

of two gave satisfactory results for all countries.
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significance levels. The functional form of the nonlinear dynamics, however, differs across countries. In

particular, the parameterization that allows the effect of previous deviations from the equilibrium on the

speed of mean reversion to be cumulative is chosen for three countries and the typical ESTAR parameteri-

zation for the remaining. Further, the delay parameter varies from three to eight quarters. Hence, there are

cases where the economy responds to deviations from the equilibrium with a considerable time lag.

The results for the mean equation are, overall, supportive of the existence of a long-run relationship

between the real exchange rate and consumption series. For most countries, this relationship is in line with

the predictions of standard IRBC models. That is, the real value of the dollar rises with real consumption

abroad and decreases with real consumption at home. To be specific, out of a total of 26 coefficients on

consumption series 22 are correctly signed, and 19 (18) are correctly signed and statistically significant

at the ten (five) percent significance level.5 These findings are very encouraging when compared to those

of previous IRBC studies that find insignificant or even negative relative risk aversion coefficients, casting

serious doubts on international risk sharing. However, it should be noted that our estimates are still relatively

small (ranging from close to zero to 1.5) when compared to other fields of economics (see, e.g., Layard et al.,

2008).

For the US, we observe that the preference parameter ηUS differs across country pairs. This variation

may arise due to factors such as different sample sizes and sample periods. Ideally, we would like to

estimate a system where the parameter corresponding to the reference country is restricted to be the same

across equations. Unfortunately, estimation of such a system is non-trivial due to the various nonlinear mean

specifications, the potentially conditional heteroskedastic error processes and the breaks in volatility. As an

alternative, we assume a log utility function for the US in the standard IRBC model and restrict ηUS to unity.6

The results for the restricted models (presented in Tables 5 and 6 in the Appendix) are, if anything, slightly

more supportive of the theoretical IRBC predictions.7 In particular, the relative risk aversion coefficients

of Canada and Switzerland from correctly signed but statistically insignificant become correctly signed and

statistically significant; and the coefficient of France from incorrectly signed and statistically insignificant

becomes correctly signed and statistically significant. Another pleasant feature of the restricted models with

respect to the unrestricted models is that the implied relative risk aversion coefficients are, in most cases,

larger.

Tables 2 and 3 also report coefficient estimates for the trend variable together with the corresponding

p-values. We observe that the estimated coefficients, ln(βj/βUS), are statitically significant for about half of

the countries. However, the size of the estimates is extremely small, which means that differences between

discount factors are not substantial in economic terms. Among all the country pairs, the US-Canada has

the smallest (in absolute size) estimate, -0.002. This estimate, which corresponds to a ratio βCanada/βUS of

0.998, is in line with the economic and cultural proximity of the two countries.

The results for the variance function are also noteworthy. In accordance with previous studies, in more

than half of the cases the regression residuals exhibit ARCH or GARCH dynamics. Regarding volatility

shifts, we observe that the coefficient on the Bretton Woods dummy is statistically significant for the coun-

tries for which long time series are available. Not surprisingly, the coefficient is also negatively signed which

indicates a volatility increase after the collapse of the Bretton Woods system.

The last panel of the table reports residual diagnostics and test statistics for two null hypotheses. The

first hypothesis corresponds to the Backus and Smith assumption of equal relative risk aversion coefficients

across countries (H0 : ηUS = ηj). This hypothesis is rejected at the five percent significance level for all

5The data for the countries for which a coefficient on consumption is wrongly signed span relatively short time periods, which

may have an adverse impact on the estimation of the long-run relationship.
6The empirical evidence reported by Chetty (2006) and Bombardini and Trebbi (2012), in the context of labor supply and

attitudes to risk, respectively, suggests that log utility may be a good approximation to agents utility function.
7We have also experimented with higher levels of relative risk aversion. Not surprisingly, the econometric models are a poor fit

when the relative risk aversion parameter takes large values, such as five.
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countries but two and, hence, is not supported by the data. It follows that the correlation between the real

exchange rate and relative consumption is not a proper statistic for testing IRBC models. The second hypoth-

esis is that deviations from the equilibrium follow a unit root process at the equilibrium (H0 :
∑p̄

p=1
φp = 1),

which is a typical restriction imposed on nonlinear real exchange rate models. This hypothesis cannot be

rejected for most (10 out of 13) countries at the five percent significance level. Finally, residual diagnos-

tics are satisfactory for each case. The Ljung-Box statistic, Q(4), and the Lagrange Multiplier statistic,

ARCH(4), are greater than the five percent critical values suggesting that the fitted residuals do no exhibit

serial correlation and ARCH effects up to lag four.

4.1 The PPP Puzzle: Economic Fundamentals and Volatility Shifts

The findings of the previous subsection support the existence of a long-run relationship between the real

exchange rate and economic fundamentals. Deviations from this long-run equilibrium appear to be governed

by a smooth transition adjustment mechanism. From an international macroeconomics perspective, we are

particularly interested in measuring the speed at which the economy reverts to the time-varying equilibrium

during the post-Bretton Woods period, and make comparisons with the PPP equilibrium benchmark.

We measure the speed of adjustment by conducting impulse response analysis. Table 4 displays half-

lives of shocks equal to 10, 30 and 50 percent for the estimated IRBC and PPP models.8 The results illustrate

that small shocks are being absorbed much slower than large shocks. The fact that mean reversion becomes

more apparent as the size of the deviation from the equilibrium increases supports the nonlinear nature of the

adjustment process. Moreover, in many cases, half-lives are below the lower limit of three years reported by

previous studies that employ linear models. Regarding the role of economic fundamentals in the adjustment

mechanism, we observe that allowing for a time-varying equilibrium generally increases (and in some cases

substantially) the speed of reversion to the long-run equilibrium. The effect, however, varies considerably

across shock sizes, being larger for small shocks, and countries.

TABLE 4

The above findings complement and extend the findings of the existing nonlinear real exchange rate

literature. The overall conclusion that emerges is that both volatility shifts and economic fundamentals can

play a crucial role in explaining the behavior of real exchange rates.

4.2 Monte Carlo Experiments

In this section, we employ Monte Carlo simulations to explore whether the estimated nonlinear models can

explain the empirical regularities noted in the literature regarding the magnitude of the contemporaneous

correlation coefficient (the Backus and Smith puzzle), and the fact that movements in the exchange rate

seem disconnected from movements in economic fundamentals (the exchange rate disconnect puzzle). For

each country, we calibrate “fake” real exchange rate series by using the estimated models reported in Tables

2 and 3 and the actual consumption series. The sample size is set equal to the actual sample size and the

number of replication to 1,000.

Figures 2 and 3 show histograms of estimated correlation coefficients between the “fake” real exchange

rate series and relative consumption and between the first differences of the variables. We observe that the

results exhibit a close resemblance to the correlations for the actual data reported in Table 1. A substantial

proportion of the estimated correlations are negative for both levels and first differences, and the dispersion

8PPP models have been estimated by imposing the restriction of zero coefficients on the consumption series. Half-lives for the

estimated PPP models are not shown for Japan, Italy and Switzerland because either convergence of the optimization algorithm was

not achieved or the transition parameter was insignificantly different from zero so that the model was found to be a unit-root model.
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of the estimated correlations is much smaller for first differences than for levels. Thus, the estimated models

can generate the Backus and Smith puzzle.

FIGURE 2 & FIGURE 3

Regarding the exchange rate disconnect puzzle, we concentrate on the power of linear cointegration

techniques to detect the existence of a long-run relationship between the “fake” real exchange rate and

actual consumption in the home and foreign countries. For this exercise, we use Johansen’s (1991) maxi-

mum eigenvalue test. The specification adopted allows for a linear trend in the cointegrating relation and

includes four lags of the first differences of the system variables. The nominal significance level is set to

five percent. According to the simulation results, the power of the test varies substantially with the data

generating process under consideration, taking values from only 8 to almost 100 percent. For 9 out of the 13

data generating processes, the power of the test is below 30 percent. Hence, even if a long-run relationship

between the real exchange rate and economic fundamentals exists, linear models with homoskedastic dis-

turbances will frequently fail to detect it and will falsely indicate that real exchange rates and fundamentals

are disconnected.

5 Conclusion

Many international macroeconomic models predict that the equilibrium real exchange rate is determined by

consumption in the home and foreign countries. Previous studies, that adopt linear models with homoskedas-

tic error structures, fail to provide evidence in favor of this prediction. In this paper, we extend the empirical

analysis to allow for volatility shifts across exchange rate regimes, conditional heteroskedastic errors, and

nonlinear short-run dynamics. By using data for fourteen OECD countries, we provide evidence in favor

of a long-run relationship. Furthermore, we show through calibrations that the above factors coupled with

differences in relative risk aversion coefficients across countries can account for the Backus and Smith and

the exchange rate disconnect puzzles. Finally, we contribute to the nonlinear real exchange rate literature by

establishing a theoretical link between volatility and persistence in smooth transition models. We show that

neglecting this link, as has been common in the literature, when volatility changes occur results in biased

estimates of impulse responses. In line with the theory, our empirical findings suggest that large shocks have

relatively short half-lives during the post-Bretton Woods period.
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Table 1: The Backus and Smith Puzzle

Country corr(q, c̃) corr(∆q,∆c̃)

Austria -0.673 0.128

Australia -0.239 0.049

Canada 0.168 -0.013

Denmark 0.173 -0.071

Finland 0.225 -0.123

France 0.090 -0.021

Italy -0.282 0.023

Japan -0.740 0.118

Netherlands -0.229 -0.125

Norway -0.389 0.007

Sweden -0.347 0.031

Switzerland 0.482 0.046

U.K. 0.513 0.102

Range [-0.740,0.513] [-0.123,0.128]

Notes: The table reports correlations between the log real exchange rate, q, and log relative

consumption, c̃, and between the first differences of the variables.
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Table 2: The Consumption-Real Exchange Rate Relationship

Country (j) Australia Austria Canada Denmark Finland France Italy

Period 1959Q3/ 1957Q1/ 1957Q1/ 1977Q1/ 1970Q1/ 1970Q1/ 1970Q1/

2010Q4 1998Q4 2010Q4 2010Q4 1998Q4 1998Q4 1998Q4

Mean Equation

ηUS 0.161 0.826 0.316 0.975 1.050 1.236 0.835

[0.027] [0.000] [0.000] [0.026] [0.001] [0.000] [0.000]

ηj 0.189 0.175 0.080 -0.085 -0.831 -0.006 0.309

[0.006] [0.032] [0.470] [0.793] [0.003] [0.985] [0.036]

γ 1.163 2.063 1.869 2.101 3.500 2.701 3.053

[0.000] [0.000] [0.000] [0.000] [0.000] [0.000] [0.000]

d̄ 6 8 4 8 8 8 5

ln(
βj

βUS
) -0.002 -0.006 -0.008 -0.008

[0.012] [0.052] [0.002] [0.004]

Variance Equation

ω 1.32× 10−3 1.62× 10−4 2.52× 10−5 2.95× 10−4

[0.000] [0.000] [0.075] [0.182]

α 0.606 0.257 0.056 0.308

[0.000] [0.009] [0.021] [0.081]

ξ 0.707 0.904 0.531

[0.000] [0.000] [0.030]

wBW −1.31× 10−3 −1.38× 10−4 −1.78× 10−5

[0.000] [0.000] [0.114]

FRA 0.360 222.443 3.619 5.491 20.417 7.355 88.148

[0.549] [0.000] [0.059] [0.021] [0.000] [0.008] [0.000]

FUR 1.731 4.249 0.975 0.984 2.462 1.083 7.924

[0.190] [0.041] [0.325] [0.323] [0.120] [0.301] [0.006]

Q(4) 4.374 2.253 5.929 1.233 0.972 1.007 3.150

[0.358] [0.689] [0.205] [0.873] [0.914] [0.909] [0.533]

ARCH(4) 0.306 0.211 0.377 0.758 0.386 2.006 0.522

[0.874] [0.932] [0.825] [0.555] [0.818] [0.100] [0.720]

Notes: The table reports estimates of the econometric models in Equations (4) and (6). Figures in square

brackets denote p-values. (C) indicates the ESTAR parameterization that allows the effect of past deviations

from the equilibrium on the speed of mean reversion to be cumulative. The Wald statistic FRA corresponds

to the null hypothesis H0 : ηUS = ηj . FUR corresponds to the null hypothesis that the process has a unit root

at the equilibrium, H0 :
∑

2

p=1
φp = 1. Q(4) denotes the Ljung-Box Q-statistic for serial correlation up to

four quarters and ARCH(4) is the LM test statistic for conditional heteroskedasticity up to four quarters.
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Table 3: The Consumption-Real Exchange Rate Relationship

Country (j) Japan Netherlands Norway Sweden Switzerland U.K.

Period 1957Q1/ 1977Q1/ 1961Q1/ 1963Q1/ 1970Q1/ 1957Q1/

2010Q4 1998Q4 2010Q4 2010Q4 2010Q4 2010Q4

Mean Equation

ηus 0.255 1.478 0.684 0.181 0.391 0.392

[0.307] [0.001] [0.000] [0.004] [0.056] [0.001]

ηj 0.278 -0.089 0.160 0.329 0.067 0.286

[0.006] [0.800] [0.020] [0.000] [0.840] [0.023]

γ 0.627 3.175 0.633 1.136 0.166 0.271

[0.000] [0.000] [0.000] [0.000] [0.001] [0.000]

d̄ 8 8 3 (C) 8 8 (C) 8 (C)

ln(
βj

βUS
) 0.006 -0.011 -0.003

[0.000] [0.000] [0.017]

Variance Equation

ω 2.04× 10−3 1.62× 10−3 1.45× 10−3 1.42× 10−3

[0.000] [0.000] [0.000] [0.000]

α 0.248 0.135 0.430 0.386

[0.012] [0.083] [0.001] [0.000]

ξ

wBW −1.94× 10−3 −1.51× 10−3 −1.41× 10−3 −1.25× 10−3

[0.000] [0.000] [0.000] [0.000]

FRA 0.011 12.699 9.739 7.478 3.564 9.150

[0.916] [0.001] [0.002] [0.007] [0.061] [0.003]

FUR 0.257 3.077 8.784 0.136 0.006 1.341

[0.613] [0.084] [0.003] [0.713] [0.936] [0.248]

Q(4) 9.427 0.312 1.793 1.887 3.062 5.704

[0.051] [0.989] [0.774] [0.757] [0.548] [0.222]

ARCH(4) 0.629 0.782 0.105 0.117 1.374 0.726

[0.643] [0.540] [0.981] [0.976] [0.246] [0.575]

Notes: The table reports estimates of the econometric models in Equations (4) and (6). Figures in square

brackets denote p-values. (C) indicates the ESTAR parameterization that allows the effect of past deviations

from the equilibrium on the speed of mean reversion to be cumulative. The Wald statistic FRA corresponds

to the null hypothesis H0 : ηUS = ηj . FUR corresponds to the null hypothesis that the process has a unit root

at the equilibrium, H0 :
∑

2

p=1
φp = 1. Q(4) denotes the Ljung-Box Q-statistic for serial correlation up to

four quarters and ARCH(4) is the LM test statistic for conditional heteroskedasticity up to four quarters.
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Table 4: Estimated Half-Lives for IRBC and PPP Models

PPP equilibrium IRBC equilibrium

Country/Shock (%): 10 30 50 10 30 50

Australia 12 8 7 11 8 7

Austria 18 14 12 12 9 8

Canada 20 6 5 10 5 4

Denmark 12 9 9 13 9 8

Finland 12 9 9 12 9 8

France 11 9 8 12 9 8

Italy – – – 8 6 5

Japan – – – 18 12 10

Netherlands 13 9 8 13 9 8

Norway > 60 > 60 18 9 3 3

Sweden 13 10 9 13 10 9

Switzerland – – – 8 6 5

U.K. 9 5 4 8 5 3

Notes: The table reports half-lives for the PPP and the International Real Business Cycle

models. A – indicates that an estimate is not available because the transition parameter in

the univariate ESTAR model was not found statistically significant. The maximum horizon

considered in the impulse response analysis is 60 quarters. > 60 indicates that the half-life

exceeds the maximum horizon.

horizon

GIR
F

5 10 15 20

0.0

0.2

0.4

0.6

0.8

1.0

σε
2 = 1

σε
2 = 0.5

σε
2 = 0.1

σε
2 = 0

Figure 1: GIRFs for the simple ESTAR(1) model with error variance σ2ǫ ∈ {0, 0.1, 0.5, 1}.
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Figure 2: Histograms of simulated correlations between the log real exchange rate and log relative consump-

tion.
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Figure 3: Histograms of simulated correlations between the first differences of the log real exchange rate

and log relative consumption.
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Table 5: The Consumption-Real Exchange Rate Relationship (Log-Utility Restriction for the US)

Country (j) Australia Austria Canada Denmark Finland France Italy

Period 1959Q3/ 1957Q1/ 1957Q1/ 1977Q1/ 1970Q1/ 1970Q1/ 1970Q1/

2010Q4 1998Q4 2010Q4 2010Q4 1998Q4 1998Q4 1998Q4

Mean Equation

ηj 0.495 0.292 0.280 -0.077 0.017 0.816 0.437

[0.000] [0.000] [0.004] [0.800] [0.957] [0.004] [0.000]

γ 0.427 2.024 1.540 2.109 2.571 3.446 3.042

[0.045] [0.000] [0.000] [0.000] [0.000] [0.000] [0.000]

d̄ 6 8 4 8 8 8 5

ln(
βj

βUS
) -0.006 -0.006 -0.007 -0.008

[0.000] [0.000] [0.001] [0.000]

Variance Equation

ω 1.58× 10−3 3.60× 10−4 1.17× 10−5 3.03× 10−4

[0.000] [0.314] [0.370] [0.182]

α 0.339 0.318 0.063 0.299

[0.002] [0.022] [0.047] [0.094]

ξ 0.572 0.928 0.535

[0.004] [0.000] [0.034]

wBW −1.53× 10−3 −3.15× 10−4 −9.96× 10−6

[0.000] [0.340] [0.268]

FRA 24.687 346.979 55.595 12.513 9.399 42.406 203.162

[0.000] [0.000] [0.000] [0.001] [0.003] [0.000] [0.000]

FUR 0.026 4.589 2.018 1.051 0.875 2.331 8.246

[0.871] [0.034] [0.157] [0.307] [0.352] [0.130] [0.005]

Q(4) 5.229 2.081 8.139 1.237 1.045 0.949 3.567

[0.265] [0.721] [0.087] [0.872] [0.903] [0.918] [0.468]

ARCH(4) 0.642 0.295 0.660 0.757 1.854 0.421 0.533

[0.633] [0.881] [0.620] [0.555] [0.125] [0.793] [0.712]

Notes: The table reports estimates of the econometric models in Equations (4) and (6). Figures in square

brackets denote p-values. (C) indicates the ESTAR parameterization that allows the effect of past deviations

from the equilibrium on the speed of mean reversion to be cumulative. The Wald statistic FRA corresponds

to the null hypothesis H0 : ηj = 1. FUR corresponds to the null hypothesis that the process has a unit root

at the equilibrium, H0 :
∑

2

p=1
φp = 1. Q(4) denotes the Ljung-Box Q-statistic for serial correlation up to

four quarters and ARCH(4) is the LM test statistic for conditional heteroskedasticity up to four quarters.
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Table 6: The Consumption-Real Exchange Rate Relationship (Log-Utility Restriction for the US)

Country (j) Japan Netherlands Norway Sweden Switzerland U.K.

Period 1957Q1/ 1977Q1/ 1961Q1/ 1963Q1/ 1970Q1/ 1957Q1/

2010Q4 1998Q4 2010Q4 2010Q4 2010Q4 2010Q4

Mean Equation

ηj 0.387 -0.153 0.185 0.314 0.967 0.286

[0.000] [0.679] [0.006] [0.017] [0.000] [0.023]

γ 0.415 2.895 0.588 0.368 0.173 0.277

[0.009] [0.000] [0.000] [0.001] [0.000] [0.000]

d̄ 8 8 3 (C) 8 8 (C) 8 (C)

ln(
βj

βUS
) 0.004 -0.008 -0.005

[0.040] [0.000] [0.000]

Variance Equation

ω 2.19× 10−3 1.69× 10−3 1.54× 10−3 1.60× 10−3

[0.000] [0.000] [0.000] [0.000]

α 0.136 0.075 0.385 0.272

[0.096] [0.415] [0.001] [0.000]

ξ

wBW −2.02× 10−3 −1.57× 10−3 −1.46× 10−3 −1.36× 10−3

[0.000] [0.000] [0.000] [0.000]

FRA 33.932 9.823 146.364 27.186 0.068 8.937

[0.000] [0.003] [0.000] [0.000] [0.795] [0.003]

FUR 0.742 2.048 9.080 1.011 0.172 0.876

[0.390] [0.157] [0.003] [0.316] [0.679] [0.351]

Q(4) 3.748 0.260 1.725 1.243 1.422 2.731

[0.441] [0.992] [0.786] [0.871] [0.840] [0.604]

ARCH(4) 0.367 0.877 0.201 0.174 1.295 0.726

[0.832] [0.482] [0.938] [0.952] [0.275] [0.575]

Notes: The table reports estimates of the econometric models in Equations (4) and (6). Figures in square

brackets denote p-values. (C) indicates the ESTAR parameterization that allows the effect of past deviations

from the equilibrium on the speed of mean reversion to be cumulative. The Wald statistic FRA corresponds

to the null hypothesis H0 : ηj = 1. FUR corresponds to the null hypothesis that the process has a unit root

at the equilibrium, H0 :
∑

2

p=1
φp = 1. Q(4) denotes the Ljung-Box Q-statistic for serial correlation up to

four quarters and ARCH(4) is the LM test statistic for conditional heteroskedasticity up to four quarters.
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