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Abstract

The probabilistic structure of periodically collapsing bubbles creates a gap between future spot and forward (or futures) asset prices in small samples. By exploiting this fact, we use two econometric methods, namely, the recursive unit root method of Phillips, Shi, and Yu (2015a,b) and the rolling regression method of Fama (1984), for detecting bubbles. Both methods do not rely on a particular model of asset price determination, they are robust to an explosive root in the process for market fundamentals, and are accompanied by a date-stamping strategy. By applying these methods to the German mark-US dollar and British pound-US dollar exchange rates, we provide evidence in favor of speculative bubbles in the foreign exchange market during the interwar German hyperinflation, but not during the recent floating-rate period. A further application to the S&P 500 index supports the existence of speculative bubbles in the US equity market.
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1 Introduction

A rational bubble reflects a self-confirming belief that an asset’s price depends on a variable (or a combination of variables) that is intrinsically irrelevant - that is, not part of market fundamentals (Diba and Grossman, 1988, p. 520). Since the widespread adoption of rational expectations into macroeconomics, a large number of studies have attempted to empirically separate the contribution of rational bubbles and market fundamentals to asset price movements (e.g., Balke and Wohar, 2009; Phillips et al., 2011). A variety of econometric tests have been developed in the literature that can be used for this purpose. The most popular include volatility, Hausman-type, and (co-)integration tests (Cochrane, 1992; Diba and Grossman, 1988; Engsted and Nielsen, 2012; LeRoy and Porter, 1981; Phillips et al., 2015a; Taylor and Peel, 1998; West, 1987, 1988).

A common feature of all tests for bubbles is that they actually examine a composite hypothesis of no bubbles and a model for market fundamentals. Because rejection of the null may be due to the presence of bubbles or model misspecification, or to both of these reasons, results are deemed to be inconclusive (Flood et al., 1994; Gürkaynak, 2008; Hamilton and Whiteman, 1985). To make matters worse, even if the specification of the true model for market fundamentals is known, econometric tests may still fail to detect bubbles if these processes periodically crash (Blanchard, 1979; Blanchard and Watson, 1983; Evans, 1991; van Norden, 1996; van Norden and Schaller, 1993). Following Evans (1991), several studies have shown that, in finite samples, periodically collapsing bubbles can make asset prices look non-explosive and co-integrated with market fundamentals, thus leading to a severe power loss of standard statistical tests.

In this paper, we propose two novel methods for detecting bubbles that periodically collapse. The methods do not rely on a particular asset price determination model, impose minimal assumptions on the process for market fundamentals, and, thus, alleviate the misspecification problem. The methods have two further appealing features. First, because they are recursive they allow the identification of the starting and ending points of bubble episodes. Second, they only require data on spot and forward (or futures) prices, which contrary to market fundamentals, are readily available at high frequencies and over long time periods. This latter feature is especially important in light of the low power of statistical tests (Evans, 1991; West, 1994).

Although we focus on the foreign exchange market, the methods are of general interest since they are applicable to any market for which spot and forward (or futures) prices are available. The underlying idea is simple: when a bubble is occurring, both the forward exchange rate and the future spot rate incorporate it but with different weights. This is due to the fact that rational agents, when forming expectations, correctly attach a
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1In line with most of the empirical literature, we focus on rational extrinsic bubbles. Froot and Obstfeld (1992) and Driffill and Sola (1998) examine intrinsic bubbles, i.e., bubbles that depend on market fundamentals. There are also studies that relax the rational expectations assumption and incorporate behavioral aspects into the analysis, such as overconfidence, and differences in priors and beliefs (Abreu and Brunnermeier, 2003; Brunnermeier, 2008; Lansing, 2010; Scheinkman and Xiong, 2003). For a survey on speculative bubbles see LeRoy (2004).
nonzero probability to the bubble bursting. As a consequence, the forward rate becomes a downward biased predictor of the future spot rate, with the difference between the two rates (i.e., the degree of the bias) depending on the bubble process and, as such, being explosive. As long as the forecast errors for fundamentals are not explosive, the presence of explosive dynamics in the difference between the two rates can be attributed to the existence of bubbles.

On this basis, rather than applying (co-)integration tests to the spot rate and a set of observed market fundamentals, which is the common practice in the literature, we advocate the application of right-tailed unit root tests to the difference between future spot and forward rates. Of the various unit root tests proposed in the literature, we employ the Generalized Supremum Augmented Dickey Fuller (GSADF) recently developed by Phillips et al. (2015a). This choice is based on Monte Carlo simulation results that indicate that the GSADF exhibits good power properties in our setting.

The second method we propose is based on the failure of the unbiasedness hypothesis in small samples and consists of estimating rolling Fama regressions. The fact that the variables that enter the Fama regression are highly persistent (potentially explosive) implies that conventional tests may be invalid (Cavanagh et al., 1995; Engsted and Nielsen, 2012; Jansson and Moreira, 2006; Nielsen, 2010; Phillips and Magdalinos, 2008). To circumvent this obstacle, we adopt the IVX instrumentation procedure of Phillips and Magdalinos (2009), Phillips and Lee (2013), and Kostakis et al. (2015).

We provide two empirical applications of the proposed bubble detection methods to US dollar exchange rates. In the first application, we examine one of the most studied events in monetary history: the interwar German hyperinflation. The existence of speculative bubbles in hyperinflation Germany has been the subject of a considerable amount of research (see, e.g., Burmeister and Wall, 1982, 1987; Casella, 1989; Christiano, 1987; Durlauf and Hooker, 1994; Engsted, 1993, 1994; Hooker, 2000; Sargent, 1977; Taylor, 1991). However, no general consensus has been reached in the literature. Previous studies, that focus on prices and money, find mixed results that depend crucially on the validity of a variety of different assumptions. For instance, Burmeister and Wall (1982) find that bubbles cannot be rejected if the money supply process depends on expected inflation. Casella (1989) shows that the presence of bubbles in prices can be rejected if the money supply process is assumed exogenous to current inflation but not when there is a feedback rule. Hooker (2000) shows through Monte Carlo simulations that the small sample properties of tests for bubbles may differ substantially from their asymptotic counterparts. By using finite-sample critical values, he concludes that there is evidence of misspecification in the Cagan money demand model but no evidence of bubbles. Engsted (2003) points out that Hooker’s methodology neglects the magnitude of misspecification noise in Cagan’s model. Taking the magnitude of noise into account, he also doesn’t find any evidence of bubbles.

Unlike existing studies on the German hyperinflation, we examine the presence of speculative bubbles in the foreign exchange market. The lack of research in this area is surprising given the wide use of the German mark as a vehicle for speculation at that
time. Keynes, for instance, notes that foreign exchange speculation during the German hyperinflation was “on a tremendous scale and was, in fact, the greatest ever known.”

Our results reveal two bubble episodes, one in July-August 1922, and another a year later in the summer of 1923, almost a month before forward trading was suspended by the German authorities. These two bubble periods coincide with large and persistent speculative movements in the foreign exchange market (Bresciani-Turroni, 1937).

Our second empirical application focuses on the recent floating-rate period. This period is particularly interesting because, following the collapse of the Bretton Woods system, exchange rates among major currencies became volatile and highly persistent, moving in one direction over long time spans (see, e.g., Engel and Hamilton, 1990). A notable example of such movements is the large appreciation of the US dollar against the British pound in the early 1980s. The magnitude of this appreciation motivated several researchers to investigate whether exchange rate changes only reflect changes in fundamentals, or speculative bubbles are also present in the foreign exchange market (De Grauwe and Rovira-Kaltwasser, 2012; Sarno and Taylor, 2002). For instance, Evans (1986) develops a nonparametric bubble-detection test, where the null hypothesis is that the median of excess foreign exchange returns is zero. By applying the test to data on the British pound-US dollar rate for the period 1981 to 1984, he rejects the null hypothesis, and concludes that speculative bubbles were present over the sample period examined. In another study, Meese (1986) employs an econometric methodology based on Hausman’s specification test. The joint null hypothesis of the test is that there are no bubbles and that the exchange rate is determined in a hybrid monetary model. By using data for the period 1973 to 1982, Meese (1986) also rejects the null hypothesis. Wu (1995), on the other hand, uses the Kalman filter to decompose the British pound-US dollar exchange rate into two parts: a part that depends on monetary fundamentals and another that depends on the unobserved bubble process. Contrary to the previous studies, Wu (1995) finds that the unobserved bubble component is not statistically different from zero throughout the period 1974 to 1988. In line with the findings of the latter study, our empirical analysis of the British pound-US dollar spot and forward rates provides no evidence in favor of speculative bubbles during the recent float.

To demonstrate the applicability of our methods to markets other than the foreign exchange, as a final application, we investigate the behavior of the Standard & Poor’s 500 (S&P 500) index. The long history of the S&P 500 is characterized by several episodes of large price run-ups as well as severe market crashes, such as the boom and bust of the 1920s, Black Monday in October 1987, and the millennium boom. Due to its rich history, the index is one of the most commonly examined series for speculative bubbles. Early studies related to this topic show that the variance of the actual price index exceeds by a substantial margin the bound imposed by the variance of the estimated ex-post rational price (see, e.g., LeRoy and Porter, 1981; Shiller, 1981). As noted by Blanchard and Watson (1983) and Tirole (1983), a potential cause of such excess asset price volatility is the presence of speculative bubbles. Cochrane (1992), however, using a decomposition of
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2This quote is taken from Ferguson (1995).
the variance of the S&P 500 price-to-dividend ratio, provides evidence against this hypothesis. West (1987) also examines the S&P 500 index. Contrary to Cochrane (1992), he rejects the null of no bubbles by employing a novel Hausman-type misspecification test. Following Diba and Grossman (1988), a large literature has developed that explores the presence of explosive bubbles in the US equity market by adopting a (co-)integration framework. The results of this literature are mixed. In general, standard (co-)integration tests applied to long spans of data fail to provide evidence in favor of bubbles (Diba and Grossman, 1988; Taylor and Peel, 1998). On the other hand, recursive unit root tests, and tests that allow for either discrete changes in the integration properties of the time series under investigation, or for markov switching regimes produce much more supportive results (Homm and Breitung, 2012; Phillips et al., 2015a; van Norden and Vigfusson, 1998). Our findings suggest that using information from the futures market to mitigate the potential misspecification problem produces somewhat more conservative results than using observed market fundamentals. Nonetheless, the overall conclusion remains that episodes of exuberance exist.

The rest of the paper is structured as follows. Section 2 describes the proposed bubble detection methods based on recursive unit root tests and rolling Fama regressions. The following section investigates the performance of the proposed methods in detecting and dating bubble episodes by conducting a battery of Monte Carlo simulations. Section 4 presents the empirical applications. The final section concludes.

2 Rational Bubbles in the Foreign Exchange Market

We focus on the foreign exchange market, and consider rational expectations models that relate the log exchange rate \( s_t \) to economic fundamentals \( \nu_t \), and to a bubble process \( B_t \) (Engel and West, 2005; Sarno and Taylor, 2002, Ch. 2)\(^3\)

\[
s_t = \nu_t + B_t. \tag{1}
\]

There are many models of the exchange rate that take this general form (Engel et al., 2007). The most popular is the simple monetary model in which the fundamental value of the exchange rate \( \nu_t \) can be expressed as the discounted sum of current and expected future relative money supplies and relative incomes (Mark, 1995).

For our analysis, a precise definition of economic fundamentals is not required. We assume for simplicity that \( \nu_t \) follows an autoregressive (AR) process of order one

\[
\nu_t = \phi \nu_{t-1} + \theta_t, \tag{2}
\]

where \( \theta_t \sim iid(0, \sigma^2_\theta) \). We also assume that the bubble term has the simplest form of a rational speculative bubble that pops, the type proposed by Blanchard (1979). (As it will become evident below, the main implications of the analysis go through for a much broader set of processes for fundamentals and more complicated forms of the bubble.

\(^3\)This expression assumes absence of the transversality condition.
term. Blanchard’s bubble process has two regimes, which occur with probabilities \( \pi \) and \( 1 - \pi \). In the first regime, the bubble grows exponentially at the rate \( (1 + r)/\pi \), while, in the second regime, the bubble collapses to a white noise

\[
B_{t+1} = \begin{cases} 
\frac{(1+r)}{\pi} B_t + \epsilon_{t+1}, & \text{with prob. } \pi \\
\epsilon_{t+1}, & \text{with prob. } 1 - \pi,
\end{cases} \tag{3}
\]

where \( r \) is a positive constant derived from the structural model determining the exchange rate, and \( \epsilon_t \sim iid(0, \sigma^2) \). Taking expectations of both sides yields

\[
E_t[B_{t+1}] = (1 + r)B_t, \tag{4}
\]

where \( E_t[\cdot] \) is the expectation operator. The expected growth rate of the bubble is \( 1 + r \) and, therefore, Equation (3) satisfies the condition for a rational bubble (see Diba and Grossman, 1988).

### 2.1 Bubble Detection I: Recursive Unit Root Tests

Conditioning on the first regime, the bubble term follows an explosive AR(1) process. It follows from Equation (1) that the spot rate, the sum of the bubble process and fundamentals, also has an explosive root. On this basis, it is typical in the literature to test for bubbles by running right-tailed unit root tests on asset prices. Although widely used, unit root tests have an important drawback; they are inconclusive. This is due to the fact that asset prices may be explosive even in the absence of bubbles as long as their other component, fundamentals, exhibits explosive dynamics, i.e. \( \phi > 1 \). Since explosive fundamentals cannot be ruled out \textit{a priori}, especially during periods of hyperinflation, unit root tests may lead to false inference.

In order to address this issue, researchers have incorporated fundamentals into the analysis by, among other methods, running unit root tests on ratios of asset prices-to-fundamentals (e.g., stock price-to-dividend and house price-to-income ratios), testing for co-integration between asset prices and fundamentals, and comparing the variance of asset prices to that implied by fundamentals (Craine, 1993; Diba and Grossman, 1988; Phillips et al., 2014; West, 1987). A common factor in all these methods is that they rely on an economic model of fundamentals (Gürkaynak, 2008). Uncertainty about the true economic model raises concerns about misspecification problems. As we show next, information from derivative markets can be useful in this context.

Let \( n \) denote the periods to maturity. Under risk neutrality, the log of the forward rate at time \( t \) for delivery at time \( t + n \) is defined as

\[
f_{t,n} = E_t[s_{t+n}] = E_t[v_{t+n}] + E_t[B_{t+n}]. \tag{5}
\]

Using Equations (2) and (4), we can rewrite the above expression as

\[
f_{t,n} = \phi^n v_t + (1 + r)^n B_t. \tag{6}
\]
Leading Equation (1) \( n \) periods, the future spot rate at \( t + n \) is given by

\[
s_{t+n} = \nu_{t+n} + B_{t+n}. \tag{7}\]

Given that the bubble is ongoing, substituting recursively yields

\[
s_{t+n} = \phi^n \nu_t + \left( \frac{1 + r}{\pi} \right)^n B_t + \epsilon^*_t, \tag{8}\]

where \( \epsilon^*_t \) consists of two moving average processes, \( \sum_{i=1}^{n} \phi^{n-i} \theta_{t+i} \) and \( \sum_{i=1}^{n} \left( \frac{1 + r}{\pi} \right)^{n-i} \epsilon_{t+i} \).

A comparison of Equations (6) and (8) reveals that the actual future spot rate is in expectation greater than the forward rate. The difference arises because rational agents at time \( t \) are not certain that the bubble will continue and attach a nonzero probability to the bubble bursting. As a consequence, the expected growth rate \((1 + r)^n\) of the bubble component is lower than the actual rate of \((1 + r)^n / \pi^n\). Subtracting (6) from (8) yields

\[
s_{t+n} - f_{t,n} = \left( \phi^n \nu_t + \left( \frac{1 + r}{\pi} \right)^n B_t + \epsilon^*_t \right) - \left( \phi^n \nu_t + (1 + r)^n B_t \right) =
\]

\[
= (1 + r)^n \left( \frac{1}{\pi^n} - 1 \right) B_t + \epsilon^*_t. \tag{9}\]

According to the above expression, \( s_{t+n} - f_{t,n} \) is a linear function of the bubble process and the sum of two moving average processes and therefore it is explosive. From an empirical perspective, this implies that researchers can test for bubbles by simply running unit root tests on \( s_{t+n} - f_{t,n} \). These tests have the major advantage over tests on \( s_t \) (or \( f_{t,n} \)) of not depending on fundamentals. Hence, rejection of the null provides conclusive evidence in favor of bubbles.

Several unit root tests have been proposed in the literature to examine whether a time series exhibits periods of explosive behavior. In principle, any of these tests can be applied to \( s_{t+n} - f_{t,n} \) to draw inference about bubbles. We employ the GSADF unit root test proposed recently by Phillips et al. (2015a) for three reasons. First, the test is consistent with multiple changes in regime. This feature is very appealing since, in the presence of nonlinear dynamics, such as those displayed by periodically collapsing bubbles, standard unit root tests frequently indicate stationarity even though the process under examination is inherently explosive (Evans, 1991). Second, simulation evidence in Homm and Breitung (2012) and Phillips et al. (2015a) suggests that the test has accurate size and good power properties, and in many cases is superior to alternative tests for speculative bubbles. In simulation experiments (not reported due to space considerations), we investigate the performance of four alternative bubble-detection tests, proposed by Homm and Breitung (2012), in our setting. The first three are modified versions of the tests derived by Bhargava (1986), Busetti and Taylor (2004), and Kim (2000), and the last is a new Chow-type unit root test. According to the simulation results, apart from Kim’s test which exhibits power properties similar to those of Phillips et al. (2015a), the rest of the tests have no power to detect bubbles that burst in sample.\(^4\) This is in line

\(^4\)The simulation results for the tests of Homm and Breitung (2012) are available upon request.
with the finding of Homm and Breitung (2012) that the Phillips et al. (2011) procedure is more robust to multiple breaks. Finally, the recursive nature of the GSADF test allows the identification of the periods, if any, during which the series under examination displays explosive dynamics (date-stamping). Appendix A provides a detailed description of the GSADF test and the date-stamping strategy.

The above analysis assumes that agents are risk-neutral and that market fundamentals follow a simple AR(1) process. These assumptions are sufficient but not necessary for valid statistical inference based on unit root tests on \( s_{t+n} - f_{t,n} \). Suppose that agents are risk-averse, so that they demand compensation for the risk of holding foreign currency. The definition of the forward rate becomes \( f_{t,n} = E_t[s_{t+n}] + p_{t,n} = E_t[v_{t+n}] + E_t[B_{t+n}] + p_{t,n} \) where \( p_{t,n} \) denotes a time-varying risk premium (Engel, 1996). The difference between the future spot rate and the forward rate is now given by \( s_{t+n} - f_{t,n} = (1 + r)^n \left( \frac{1}{\pi} - 1 \right) B_t + \epsilon^*_t + p_{t,n} \). It is easy to see that if the risk premium is non-explosive (which is the typical assumption made in the literature, see, e.g., Taylor, 1987; Corbae et al., 1992; Engel, 1996; Carriero, 2006; and Lettau et al., 2008) this expression, like (9), is explosive only in the presence of a bubble. Therefore, even under risk aversion, unit root tests should provide conclusive evidence about bubbles.

Regarding the process for market fundamentals, a necessary condition for valid statistical inference is that the forecast error \( v_{t+n} - E_t[v_{t+n}] \) does not increase exponentially in sample. This condition is met by the majority of processes suggested for \( v_t \) since it allows for higher-order AR terms, nonlinear dynamics and heteroskedastic errors. A case worth noting that violates this condition is a process with probabilistic regimes, i.e., a ‘peso’ process, where one of the regimes has an explosive root. Although not typically considered in asset price determination models, such a process may be relevant when studying hyperinflation periods because of the probability of a monetary reform.

In the case of the German interwar hyperinflation, the possibility of an expected structural change in the money supply has been thoroughly studied (see, e.g., Flood and Garber, 1980, 1983; LaHaye, 1985). The findings in the literature suggest that the probability of reform was near zero until the middle of August 1923. Consequently, employing data prior to the middle of August 1923, as has been common in other studies (see, e.g., Casella, 1989; Hooker, 2000), should yield unbiased results.

In the next section we show that when a bubble is ongoing the difference between the future spot rate and the forward rate also gives rise to deviations of the slope coefficient in the Fama regression from its efficient market hypothesis value. We exploit this fact and propose a testing procedure that is complementary to unit root tests on \( s_{t+n} - f_{t,n} \).
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5For instance, threshold and smooth transition autoregressive processes, which arise in theoretical models of exchange rate determination with market frictions (Dumas, 1992; O’Connell and Wei, 2002), fall in this category.
2.2 Bubble Detection II: Rolling Fama Regressions

Fama (1984) develops the following regression to test for efficiency in the foreign exchange market

\[ s_{t+n} - f_{t,n} = \alpha_n + \beta_n(f_{t,n} - s_t) + u_{t+n}, \]  

(10)

where \( \alpha_n \) and \( \beta_n \) are regression coefficients, and \( u_{t+n} \) denotes the error term. In a standard framework with rational expectations and risk neutrality, the forward rate is an unbiased predictor of the future spot and the efficient market hypothesis (EMH) corresponds to \( H_0: \beta_n = 0(= \beta^{EMH}) \). Following Fama (1984) and Hodrick and Srivastava (1986), a number of studies have reported least squares estimates for the slope coefficient in regression (10),

\[
\hat{\beta}_n = \frac{\hat{\text{cov}}(s_{t+n} - f_{t,n}, f_{t,n} - s_t)}{\hat{\text{var}}(f_{t,n} - s_t)},
\]

(11)

that are significantly less than zero and, in many cases, less than minus one. Perhaps the most common explanation for the strong rejection of the null hypothesis is the presence of a risk premium which, if negatively correlated with the forward premium, could cause a downward bias in \( \hat{\beta}_n \) (see, e.g., Maynard, 2003).

An ongoing bubble, on the other hand, has the opposite effect. It drives \( \hat{\beta}_n \) above rather than below the EMH value. To simplify the analysis, let fundamentals follow a random walk, \( \phi = 1 \). We have already obtained an expression for the regressand in the Fama regression in Equation (9). Using (1) and (6), we can also obtain an expression for the forward premium

\[ f_{t,n} - s_t = (\nu_t + (1 + r)^n B_t) - (\nu_t + B_t) = (1 + r)^n - 1) B_t. \]

(12)

Substituting (9) and (12) into the expression for the least squares slope coefficient yields

\[
\hat{\beta}_n = \frac{(1 + r)^n \left( \frac{1}{\pi^n} - 1 \right)}{(1 + r)^n - 1} + \frac{\hat{\text{cov}}(\varepsilon^*_{t+n}, B_t)}{[(1 + r)^n - 1] \hat{\text{var}}(B_t)}.
\]

Because the bubble term is uncorrelated with future errors the \( \text{plim} \) of \( \frac{\hat{\text{cov}}(\varepsilon^*_{t+n}, B_t)}{[(1 + r)^n - 1] \hat{\text{var}}(B_t)} \) is zero (for a proof see Rubin, 1950), and

\[
\text{plim} \hat{\beta}_n = \frac{(1 + r)^n \left( \frac{1}{\pi^n} - 1 \right)}{(1 + r)^n - 1} > 0 = \beta^{EMH}.
\]

Hence, when the bubble is ongoing the value of the slope coefficient exceeds the EMH value.

\[ \text{Notice that the variables that enter the Fama regression are explosive, which implies that regression coefficients follow non-standard limiting distributions and results based on conventional inference methods can be misleading (Cavanagh et al., 1995; Engsted and Nielsen, 2012; Jansson and Moreira, 2006; Phillips and Magdalinos, 2008). We show that the variance of the least squares estimator (11) depends on the parameters \( \pi \) and \( r \) in a simulation experiment below and return to the issue of statistical inference at the end of this section.} \]
Table 1 shows how the theoretical value of the slope coefficient (plim $\hat{\beta}_n$), computed using expression (13), changes with values of $r = \{0.05, 0.10\}$, $\pi = \{0.3, \ldots, 0.9\}$ and $n = \{1, 4\}$. We observe that the size of the deviation of plim $\hat{\beta}_n$ from the EMH value of zero depends crucially on the probability of the bubble regime $\pi$. This is to be expected since when a bubble develops but the probability of such an event occurring is small (e.g., $\pi = 0.3$), there is a large difference between the realized future states of the economy $(s_{t+n})$ and the expectations of rational agents $(f_{t,n})$. In these rare occasions, the deviation of the slope coefficient from its EMH value is large. As the probability of the bubble regime increases, the difference between the future spot and the current forward rate narrows and the slope of the Fama regression approaches the EMH value.

In many empirical applications, tests for bubbles are applied to small samples of data. A question that naturally arises is what are the small-sample properties of the least squares estimator (11) when the regression variables contain a bubble. To answer this question, we run a simulation experiment. In the experiment, we set the number of repetitions equal to 20,000, the sample size equal to 25, $\theta \sim \mathcal{N}(0, 1)$, $\epsilon \sim \mathcal{N}(0, 0.09)$, $n \in \{1, 4\}$, $r \in \{0.05, 0.1\}$, and $\pi \in \{0.3, \ldots, 0.9\}$. The mean and standard deviation of the estimates are reported in Table 1 next to the theoretical values. Importantly, there is no evidence of bias with mean estimates being almost identical to theoretical values. Regarding the standard deviation, we observe that this statistic decreases with $r$ and increases with $\pi$, i.e., it decreases as the regression variables become more persistent, with very few exceptions.

We have established that the slope coefficient in the Fama regression exceeds the EMH value when a bubble is ongoing and fundamentals follow a random walk. We note that this result cannot be generated by explosive fundamentals. Suppose that fundamentals follow an AR(1) process with $\phi > 1$ and there are no bubbles. The forward premium is given by

$$f_{t,n} - s_t = (\phi^n - 1)v_t, \quad (14)$$

and

$$s_{t+n} - f_{t,n} = \epsilon'_{t+n}, \quad (15)$$

where $\epsilon'_{t+n} = \sum_{i=1}^{n} \phi^{n-i} \theta_{t+i}$. Substituting (14) and (15) into the expression for the least squares slope coefficient yields

$$\hat{\beta}_n = \frac{\hat{c}ov(\epsilon'_{t+n}, v_t)}{(\phi^n - 1) \hat{\alpha} \hat{r}(v_t)}.$$ 

The plim of the above expression is zero and, therefore, plim $\hat{\beta}_n = \beta^{EMH}$. We conclude that, like unit root tests on $s_{t+n} - f_{t,n}$, tests based on $\hat{\beta}_n$ allow the researcher to differentiate between explosive behavior brought about by the process for fundamentals and by the presence of rational bubbles.
**Hypothesis Testing with a Persistent Regressor.** Fama's predictive regression (10) may contain a highly persistent, even explosive (under the alternative of bubbles), regressor which renders standard inference procedures invalid (see Campbell and Yogo, 2006; Cavanagh et al., 1995; Engsted and Nielsen, 2012; Jansson and Moreira, 2006; Phillips and Magdalinos, 2008). As shown by Stambaugh (1999), this inference problem may be further amplified if the innovations in Fama’s regression and the innovations of the forward premium are correlated, i.e. the regressor is endogenous.

Consider the following bivariate system

\[ y_{t+1} = \beta x_t + u_{1,t+1}, \]

\[ x_{t+1} = \rho x_t + u_{2,t+1}, \]

where \( y_{t+1} = s_{t+1} - f_{t+1}, x_t = f_{t+1} - s_t, \) and \((u_{1,t+1}, u_{2,t+1})'\) is a martingale difference sequence with finite fourth moment and possibly non-zero correlation coefficient \( \delta = \text{corr}(u_{1,t+1}, u_{2,t+1}) \). Our objective is to test the null hypothesis of no bubbles or equivalently no predictability \( H_0 : \beta = 0 \) against the alternative of an ongoing bubble \( H_1 : \beta > 0 \) in the presence of uncertainty about the degree of regressor persistence \( \rho \). It is typical in the predictive regression literature to model this uncertainty by adopting a local-to-unity setting where \( \rho = 1 + c/T \). In this setting, widely employed test statistics, such as \( t \)-ratios, have distributions that depend on the unknown localizing coefficient \( c \) and the correlation coefficient \( \delta \) (see Cavanagh et al., 1995). Although \( \delta \) can be consistently estimated from the data, the nuisance parameter \( c \) cannot, which leads to a nonstandard and nonpivotal inference problem.

Several methods have been proposed in the literature to bypass this problem. By far, the most popular are Bonferroni-type methods (Campbell and Yogo, 2006; Cavanagh et al., 1995; Hjalmarsson, 2011; Torous et al., 2004). These methods involve, first, inversion of a unit root test to construct confidence intervals for \( c \) (Stock, 1991), and, second, inversion of the nonpivotal limit distribution of the test statistic corresponding to the null hypothesis of no bubble, \( H_0 : \beta = 0 \). Unfortunately, despite their popularity, Bonferroni-type methods have some undesirable properties. In a recent paper, Phillips (2014) shows that confidence intervals constructed in the first stage of the testing procedure are invalid at the limits of the domain of the localizing coefficient. The failure at the boundary has adverse implications for the performance of predictive regression tests. Specifically, for values of \( \rho \) distant from unity, the \( t \)-test of Cavanagh et al. (1995) is undersized, while the widely used two-sided \( Q \)-test of Campbell and Yogo (2006) is oversized, falsely rejecting the null of no predictability with probability approaching unity when in fact the null hypothesis is true.

A recently developed alternative to Bonferroni-type methods is the IVX method of Phillips and Magdalinos (2009), Phillips and Lee (2013) and Kostakis et al. (2015). The key idea behind the IVX method is to create an instrument, which relies solely on the regressor (hence the name IVX) but falls within the class of near-stationary processes, and use it to remove endogeneity and conduct valid statistical inference. This approach has several advantages that make it particularly attractive for our purposes: i) it allows stan-
standard chi-square testing for a variety of autoregressive processes for the regressor, from stationary to mildly explosive, ii) it has good finite-sample properties (Kostakis et al., 2015), iii) it is straightforward to implement because it is based on linear regression, and iv) it can be extended to long-horizon predictive regressions (Phillips and Lee, 2013). For all these reasons, we adopt the IVX method and a rolling-window framework to test for bubbles (for a description of the IVX testing procedure see Appendix B).  

**Forward and Futures Prices** Although our theoretical analysis has focused on the foreign exchange market, the proposed framework is general, and can be applied directly to any market for which forward or futures prices are available. It should be noted, however, that in practice the distinct characteristics of forward and futures contracts may cause their prices to diverge, and thus lead to different estimation results. On the one hand, forward contracts are unstandardized, they trade over the counter, and they settle at maturity. On the other hand, futures contracts are standardized with respect to their size and maturity date, and they trade in organized exchanges, in which a clearing house guarantees against credit risk, and ensures that all profits and losses are settled at a daily basis (*marking to market*). As a consequence, futures contracts usually have lower default risk and are more liquid. In this context, forward and futures contracts may also differ due to taxes, transaction costs, and margin requirements (Hull, 2015). Despite their distinct characteristics, the findings of the empirical literature suggest that, for financial assets, the prices of these two types of derivative contracts are not significantly different and therefore, for our purposes, they can be treated as equivalent (see, Chow et al., 2000, and the references therein).

Alternatives to Bonferroni-type methods are also provided by, among others, Jansson and Moreira (2006) and Elliott et al. (2015). The first paper develops a conditional likelihood procedure based on a set of sufficient statistics. This testing procedure is theoretically appealing because it exhibits specific optimality properties in the local-to-unity model. However, simulation results in Kasparis et al. (2015) and Kostakis et al. (2015) show that, in practice, it exhibits substantial size distortions in cases of strong endogeneity. Moreover, Kasparis et al. (2015) find that there are severe difficulties with its numerical implementation. The second paper proposes a nearly optimal test that maximizes power over a range of values for the unknown localizing parameter $c$. An attractive feature of this test is that it switches to a standard $t$-test when the localizing coefficient estimate crosses a specific threshold and, thus, it avoids the problems of Bonferroni-type methods. Elliott et al. (2015) show that, for large sample sizes, the nearly optimal test displays good properties and almost uniformly dominates the $Q$-test of Campbell and Yogo (2006). In our context, it is imper-ative that the testing procedure also displays good small-sample properties since periodically collapsing bubbles, if they exist, may be short-lived. However, the small-sample performance of the Elliott et al. (2015) test has not been explored yet. By conducting a battery of simulation experiments, we find that, for small samples, the Elliott et al. (2015) test exhibits severe oversizing when there is strong endogeneity, the regressor is stationary, and there is no prior knowledge of any nuisance parameters. On the other hand, the test is undersized in the presence of an explosive regressor - a property which may well be important when testing for speculative bubbles. The simulation results are available upon request. We are grateful to Michael Jansson for kindly providing his Matlab code, and to Graham Elliott for making his code available online [http://econweb.ucsd.edu/~gelliott/RECENTPAPERS.htm](http://econweb.ucsd.edu/~gelliott/RECENTPAPERS.htm).

An exception is the foreign exchange market. Forward foreign exchange contracts are more actively traded than futures contracts, and have comparable default risk since the majority of transactions involves major banks and securities dealers (see, for instance, Cornell and Reinganum, 1981).
3 Monte Carlo Simulations

In this section, we examine the performance of the recursive unit root test and the rolling Fama regression in detecting and dating bubble episodes by conducting a battery of Monte Carlo experiments. The design of the experiments is similar to that of Phillips et al. (2015a) and allows us to investigate the role of a number of factors in the performance of the tests. These factors include the number of bubble episodes, the location of the bubble in the sample, the duration of the bubble, the probability of the bubble collapsing, the periods to maturity, and the bubble type.

3.1 Processes with a Single Bubble Episode

For our first Monte Carlo exercise, we consider a scenario with a single bubble episode which starts at time $\tau_f = 31, 51$ or 71 and lasts for $d = 10, 15, \text{ or } 20$ periods. The sample size in this and the following exercises is set equal to $T = 100$ observations, the number of repetitions is 1,000, the nominal significance level is 5 percent, and the values for the parameters describing the economy are, unless otherwise stated, $\pi = \{0.5, 0.7\}$, $r = \{0.05, 0.1\}$, $n = 1$, $\sigma_\epsilon = 0.3$, and $\sigma_\theta = 1$.

Before proceeding to the main Monte Carlo simulation results, we demonstrate the applicability of the two methods on one of the realizations generated with $r = 0.05$, $\pi = 0.7$, $\tau_f = 71$ and $d = 15$. Figures 1 and 2 display test statistics (BSADF and IVX) and 95 percent critical value sequences for the Phillips et al. test and for the rolling Fama regression, respectively. Overall, the observed patterns are consistent with the theoretical analysis. Once the bubble starts the estimated test statistics gradually increase and eventually exceed their critical values rejecting the null hypothesis of no bubbles. When the bubble bursts both statistics fall below the critical bound almost instantaneously and remain there until the end of the sample.

Regarding the main simulation results, Table 2 reports the empirical power of the tests Rej., the percentage of times one, two and more than two bubble episodes are detected, the mean estimate of the start date of the bubble $\bar{\tau}_f$, and the mean estimated duration $\bar{d}$. Several interesting conclusions emerge from the results. Starting with the empirical power, we observe that, for both tests, it increases with the duration of the bubble $d$ and the structural parameter $r$, and it decreases with the probability of the economy being in the bubble regime $\pi$. The positive relation between empirical power and bubble duration is intuitively obvious and does not require explanation. As far as $r$ and $\pi$ are concerned, these two factors determine the value of the AR coefficient in the bubble process (3) and, consequently, the degree of explosiveness of $s_{t+n} - f_{t,n}$ and $f_{t,n} - s_t$. When the value of $r$ increases and the value of $\pi$ decreases, the AR coefficient of
the bubble process takes larger values, and the two variables that enter the Fama regression equation become more explosive. This increase in the degree of explosiveness raises the power of the tests. Furthermore, it explains why, as \( \pi \) decreases and \( r \) increases, the tests detect the bubble episode earlier (see \( \bar{\tau}_f \)) and the mean estimated bubble duration (\( \bar{d} \)) becomes longer.

--Table 2--

Turning to the comparison of the results for the two methods, we see that the empirical power of the rolling IVX test is similar to or higher than the recursive unit root test. The difference between tests is particularly apparent (about 60 percentage points) when the bubble duration \( d \) is short, the value for \( \pi \) is large, and the value for \( r \) is small. In other words, when the degree of explosiveness of the Fama variables is low, and the bubble is short-lived. A possible explanation for the superiority of the IVX over the unit root test in terms of power is that, under the null hypothesis of no bubble, the \( s_{t+n} - f_{t,n} \) process (9) is in fact stationary, rather than a unit root, which makes the unit root test conservative (see also the discussion of Phillips et al. (2015a, Section 5) about the application of unit root tests to price-to-fundamentals ratios).

With regards to date-stamping, the results in Table 2 (see \( \bar{\tau}_f \)) suggest that the Fama regression is again superior to the unit root test because it always detects earlier the emergence of the bubble. Both methods, however, perform remarkably well in detecting the collapse of the bubble, which is the reason the sum of \( \bar{\tau}_f \) and \( d \) is the same as the date of collapse. The performance of the methods is also exceptional in terms of detecting the correct number of bubble episodes. Specifically, the maximum number of times that the methods falsely detect more than one bubble episodes never exceeds 6 percent of the total number of repetitions. Finally, it is worth noting that the location of the bubble does not affect the power of the tests, the time required to detect the bubble, \( \bar{\tau}_f - \tau_f \), and the mean estimated duration.

3.2 Processes with Two Bubble Episodes

For the second Monte Carlo exercise, we consider a scenario with two bubble episodes, which start at times \( \tau_{f,1} = 31 \) and \( \tau_{f,2} = 71 \), and last for \( d_1, d_2 = \{10, 15, 20\} \) periods. Not surprisingly, the results presented in Table 3 suggest that the empirical power in the presence of two bubbles is higher compared to that for one bubble and, like for the one-bubble data generating process (DGP), it depends positively on the duration of the bubble episodes \( d \), and negatively on the probability of being in the bubble regime \( \pi \). As before, the rolling Fama regression is equally or more powerful than the recursive unit root test, and it detects bubbles earlier. In the majority of cases, the Fama regression is also superior in detecting the correct number of bubble episodes. The largest differences between the two methods occur when one of the two bubbles is short-lived and the other
is not (i.e., $d_1$ or $d_2$ equals 10 periods, and $d_1 \neq d_2$), $\pi = 0.7$, and $r = 0.05$. For these parameter values, the Fama regression detects two bubbles in more than 70 percent of the cases, while the recursive unit root test in less than or equal to 14 percent of the cases. A possible reason for these large differences is that, as explained before, the recursive unit root test may be conservative, frequently failing to detect short-lived bubbles when the probability of being in the bubble regime is high, i.e. $\pi = 0.7$. On the contrary, for $\pi = 0.5$, both methods perform well in terms of power and detecting the correct number of bubble episodes.\(^9\)

---Table 3--

### 3.3 Different Periods to Maturity, $n$

In the previous two simulation exercises, we set the number of periods to maturity $n$ equal to one. We now extend the analysis to $n = 2, 3$ and 4. The simulation design is identical to that used for the one-bubble simulation exercise with the exception that we now consider a single starting date $\tau_f = 31$, and a bubble duration of $d = 10$ periods.

---Table 4--

According to the results reported in Table 4, the number of periods to maturity has a substantial positive effect on the empirical power of the recursive unit root test for $\pi = 0.7$ but has no effect for $\pi = 0.5$. Specifically, when $n$ increases from 2 to 4, the number of rejections almost doubles (from 22 to 41 percent) for $\pi = 0.7$ and $r = 0.05$, and it increases from 44 to 58 percent for $\pi = 0.7$ and $r = 0.1$. Regarding the Fama regression, the empirical power of the IVX test does not appear to depend on the periods to maturity $n$. However, it should be noted that as $n$ increases the Fama regression behaves slightly worse in detecting the correct number of bubble episodes. This property is not shared by the recursive unit root test. Overall, the conclusion that emerges from these results is that, as $n$ increases, the performance of the Phillips et al. (2015a) test can improve substantially, which makes this test more attractive for large $n$.

### 3.4 Periodically Collapsing Bubbles

In the last simulation exercise, we examine bubble episodes that do not occur at a specific part of the sample, as before, but instead emerge randomly. We also expand the

\(^9\)We have run simulation experiments using DGPs with three bubble episodes. The results indicate that increasing the number of bubble episodes does not change the relative performance of the two methods.
analysis by considering the type of bubbles proposed by Evans (1991). This bubble DGP is given by

$$B_{t+1} = \begin{cases} (1+r)B_t \eta_{t+1}, & \text{if } B_t \leq b, \\ \left[ \lambda + \frac{1}{\pi} (1+r) \zeta_{t+1} \left( B_t - \frac{1}{(1+r)} \lambda \right) \right] \eta_{t+1}, & \text{if } B_t > b, \end{cases}$$

(18)

where $\lambda$ and $b$ are positive constants with $\lambda < (1+r)b$, $\eta_{t+1}$ is a lognormal variable scaled to have a mean of unity (that is, $\eta_{t+1} = \exp(\kappa_{t+1} - \sigma^2_{\kappa}/2)$ where $\kappa_{t+1} \sim N(0,\sigma^2_{\kappa})$), and $\zeta_{t+1}$ is a Bernoulli process that takes the value of one with probability $\pi$ and the value of zero with probability $1 - \pi$. Like Blanchard’s DGP, it is easy to verify that the DGP specified by (18) satisfies the condition for a rational bubble, i.e., $E_t[B_{t+1}] = (1+r)B_t$.

However, contrary to Blanchard’s DGP, bubbles of the Evans’ type never fall to zero since $B_t > 0$ implies $B_s > 0$ for all $s > t$. Consider, for example, a bubble that starts below the threshold $b$. The bubble initially grows at a constant expected rate of $(1+r)$. Eventually the bubble exceeds $b$, and once this happens, its expected growth rate conditional on the bubble not collapsing increases to $(1+r)/\pi$. When the bubble collapses, it drops to a positive expected value of $\lambda$, and the cycle begins again.

The fact that the expected growth rate conditional on the bubble erupting is greater than the unconditional expected growth rate implies a gap between the future spot and forward exchange rates. By adopting the framework of Section 2, it is straightforward to show that the difference between the two exchange rates is given by

$$s_{t+n} - f_{t,n} = (1+r)^n \left( \frac{1}{\pi} \prod_{i=1}^{n} \eta_{t+i} - 1 \right) B_t + \left( 1 - \frac{1}{\pi} \right) \lambda \sum_{i=1}^{n} \left( \frac{1+r}{\pi} \right)^{n-i} \prod_{j=i}^{n} \eta_{t+j}$$

$$+ \sum_{i=1}^{n} \phi^{n-1} \theta_{t+i}.$$  

(19)

According to this expression, the $s_{t+n} - f_{t,n}$ process is explosive and does not depend on fundamentals. Thus, the application of the recursive econometric tests is valid for the bubble DGP of Evans (1991).

For the simulation exercise, we follow Evans (1991) and scale up bubbles generated from (18) by a factor of twenty. Furthermore, we set the parameters of the two periodically collapsing bubble processes and of the process for fundamentals equal to $\pi = \{0.3,0.5,0.7,0.9\}$, $r = \{0.05,0.1\}$, $n = \{1,2,3,4\}$, $\lambda = 0.5$, $b = 1$, $\sigma_e = 0.3$, $\sigma_\theta = 1$, and $\sigma_{\kappa} = 0.05$. Finally, in order to make the analysis meaningful from a practical standpoint, we focus on bubble episodes that are not very short-lived, and discard series for which the duration of the longest bubble episode is less than or equal to five consecutive time periods. Table 5 presents the empirical power of the two econometric tests in this setting. Panel A reports results for the bubble DGP of Blanchard (1979), and Panel B for the bubble DGP of Evans (1991).
Overall, the results are in line with those for the previous simulation exercises. Both tests display very high power (equal to or greater than 95 percent) when \( \pi \) is low. As \( \pi \) increases, their empirical power decreases. The decline becomes particularly apparent for the unit root test when the number of periods to maturity \( n \) and the structural parameter \( r \) take small values. For instance, for the DGP of Evans with \( n = 1 \) and \( r = 0.05 \), the power of the GSADF drops from 100 to 16 percent as \( \pi \) increases from 0.3 to 0.9, while the corresponding drop in power for the IVX test is from 100 to 86 percent.

The relationship between \( \pi \) and empirical power, however, is not always monotonic. Looking at the results for \( r = 0.1 \) and \( \pi = \{0.7, 0.9\} \), we observe cases where an increase in \( \pi \) is associated with higher (although slightly) empirical power. To explain this finding, we note that raising \( \pi \) has two opposite effects in the presence of periodically collapsing bubbles. On the one hand, similarly to the previous simulation experiments, when \( \pi \) increases and the economy is in the bubble regime, the AR coefficient of the bubble process decreases, and \( s_{t+n} - f_{t,n} \) and \( f_{t,n} - s_t \) become less explosive. As an implication, an increase in \( \pi \) tends to lower the power of the tests. On the other hand, as \( \pi \) increases, bubble episodes become more frequent, which tends to raise power. Hence, what our results suggest is that the overall effect is ambiguous and depends on the specific values of the DGP parameters.

Finally, a comparison of the results for the two tests (IVX and GSADF) reveals that the rolling Fama regression method is again more (in some cases substantially) powerful than the recursive unit root. In accordance with the findings from the previous simulation experiment, the difference between methods is large when the number of periods to maturity \( n \) is small and the probability of the bubble regime \( \pi \) is high. As \( n \) increases the performance of the recursive unit root test generally improves, while the performance of the Fama regression remains the same or slightly worsens. As a consequence, for \( n = 4 \), the difference in performance is substantially smaller - in some cases, less than 5 percentage points.

4 Empirical Applications

In this section, we provide two empirical applications of the proposed bubble detection methods to US dollar exchange rates. The first concerns the interwar German hyperinflation, and the second the recent floating-rate period. We also illustrate how the proposed methods can be applied to stock market data, and, in particular, the S&P 500 index, using futures prices.

4.1 The German Hyperinflation

For the first empirical application, we use weekly German mark-US dollar spot and forward exchange rates spanning the period December 24th, 1921 to August 11th, 1923. The data is taken from Einzig (1937). As already mentioned, we restrict the analysis to the period before the middle of August 1923 to avoid potential biases related to ‘peso’ prob-
lems. The starting date, on the other hand, corresponds to the change of convention to a four-week forward rate. The use of weekly data allows us to analyze a much larger sample than those typically used in the German hyperinflation literature (see, e.g., Michael, Nobay, and Peel, 1994).

–Figures 3 and 4–

Figure 3 shows the evolution of the logarithm of the spot rate, $s_t$, over time. As it is evident from the figure and well documented in the literature, the mark depreciated rapidly against the dollar in the early 1920s. At the start of our sample period, December 24th, 1921, a dollar was trading for 190 German marks. By August 11th, 1923, the same amount of dollars could buy more than three million marks, which implies an increase by a factor of 17 thousand in less than two years.

Similarly to other hyperinflations, the large movements in the exchange rate were mainly driven by the rate of money supply growth. A rapid monetary expansion started in the summer of 1921, when the German authorities adopted a policy of selling the mark to buy foreign currencies in order to pay World War I reparations, and finished in November 1923 with the introduction of a new currency, the Rentenmark, which replaced the old currency at a conversion rate of one to a trillion. According to texts regarded as authoritative on the German hyperinflation (e.g., Bresciani-Turroni, 1937; Graham, 1930), the rate of growth of the money supply was the main but not the sole driving force of exchange rate movements. A second factor that appears to have played an important role in the foreign exchange market at that time is destabilizing speculation. In his analysis of foreign exchange trading, Bresciani-Turroni (1937, p. 101) underlines the role of self-fulfilling beliefs in the determination of the exchange rate: “The dollar rate was increased rapidly from one day to the next and from one hour to the next by the expectation of a future rise”. The question we address in this section is whether speculative bubbles arose in the foreign exchange market.

–Table 6–

We begin our empirical analysis by examining the integration properties of spot and forward exchange rates. Perhaps surprisingly, despite a large amount of research on the German hyperinflation, the properties of these series have not been examined so far. The second and third columns of Table 6 report standard ADF and GSADF test statistics, respectively. The fifth column reports 95 percent critical values. The fact that the ADF statistics for the whole sample are greater than the 95 percent critical value indicates

---

10Funke et al. (1994) focus on Poland’s hyperinflation period and run a regime switching unit root test. Nielsen (2008) examines the Yugoslavian hyperinflation using a vector autoregression model.
that the series have been explosive in the sample period. However, as shown in Section
2, explosive dynamics in asset prices does not constitute evidence neither in favor nor
against bubbles since it may reflect bubbles or explosive market fundamentals, or both
of these factors.

To shed light on the existence and duration of speculative bubbles, we investigate
the integration properties of the difference between the future spot and forward rates,
$s_{t+4} - f_{t,4}$, which is plotted in Figure 4. Looking at the results reported in the fourth col-
umn of Table 6, we observe that the GSADF statistic exceeds the 95 percent critical value
but the ADF fails to do so. This implies that, although there are episodes of explosive
dynamics, the $s_{t+4} - f_{t,4}$ series is not explosive throughout the sample period. The con-
clusion that emerges is that a speculative bubble process in the foreign exchange market
exists, however, it is not ongoing for the entire sample -it collapses.

In order to identify the bubble period(s), we plot the BSADF statistics for $s_{t+4} - f_{t,4}$
and the corresponding 95 percent critical value sequence in Figure 5.\textsuperscript{11} A comparison
of the BSADF statistics with the critical value sequence suggests that self-fulfilling ex-
pectations drove the German mark-US dollar away from market fundamentals in two
occasions: in July-August 1922, and in July 1923. The bubble episodes are short-lived,
with the second episode lasting a single period. Given the short duration of exuberance,
it is not surprising that the GSADF test rejects the null of a unit root in $s_{t+4} - f_{t,4}$, while
the standard ADF does not.

\textsuperscript{11}The minimum window size used for the recursive unit root test is 18 weeks, which is smaller than the
window size of 25 weeks used for the rolling Fama regression. (A discussion about the selection of the
(minimum) window size is provided in the Appendix.) As a consequence, the estimates for the IVX statistic
start later than those for the BSADF statistic. Figures 5 and 6 plot the two test statistics for the same time
period in order to allow a direct comparison of the results of the two methods.

We complement the unit root analysis by running rolling Fama regressions. Figure
6 displays the sequence of IVX statistics together with 95 percent critical values. The
maximum IVX statistic is 4.069, which is greater than the 95 percent critical value, and
thus the null hypothesis of no bubbles is again rejected by the data. Overall, the observed
pattern of the IVX statistic is very similar to that of the BSADF statistic. Starting below the
critical value sequence at the beginning of the sample, the statistic rises and becomes
significant in July 1922, indicating a first bubble episode. It then falls back below the
critical value and remains insignificant until June 1923. In June 1923, the statistic starts
increasing sharply again and exceeds the critical value sequence for the second time.
This second bubble episode continues until August 1923—a month before the authorities
suspended forward trading in the German mark due to its rapid depreciation.

Interestingly, the two periods identified as consistent with speculative bubbles co-
incide with those that Bresciani-Turroni (1937, p.102) gives as examples of destabilizing
speculation that pushed the mark away from fundamental conditions: “For some time it was foreign speculation which provoked the great fluctuations of the exchanges...[ ] By August 1922 the dollar rate had risen beyond 1,900 marks; but a violent reaction set in and the dollar fell to little more than 1,200 marks...[ ] Towards the middle of August 1923 the dollar rate rose giddily to 1, 2, 3, and 5 million marks; later falling suddenly to 3 millions. These examples [] show that speculation did not exercise stabilizing influence on the exchanges, but had rather the opposite effect.” Regarding the first period, Graham (1930, p.50) singles it out as representative of the flight from the mark: “The greatest effect exerted by speculators in exchange is ordinarily supposed to have occurred after the middle of 1922...”. Moreover, this period coincides with the peak deviation of the mark from its purchasing power parity. The gap between the internal value of the currency and its exchange value was the largest among all European countries at the time (for historical evidence on the misalignment of the currency see Graham, 1930, p.119).

Our analysis does not employ a specific model of exchange rate determination and, therefore, no direct conclusions can be drawn about the time series properties of market fundamentals. Nonetheless, the results of the standard ADF test on $s_t$ and $s_{t+4} - f_{t,A}$ taken together do provide indirect evidence. Bearing in mind that $s_{t+4} - f_{t,A}$ does not depend on market fundamentals, while $s_t$ does, the fact that the standard ADF statistic is insignificant for $s_{t+4} - f_{t,A}$ but it is significant for $s_t$ (see Table 6) suggests that the process for market fundamentals is explosive. This conclusion is consistent with the finding of Flood and Garber (1980) of an explosive money supply process during the German hyperinflation. It also supports Nielsen’s (2008) view that hyperinflation data display explosive dynamics.

Before proceeding to the second empirical application, we would like to highlight two implications of the above results for standard statistical tests applied to the German hyperinflation. First, the fact that the process for market fundamentals is most likely explosive implies that statistical inference about bubbles based on unit root tests on spot prices alone is invalid. For this reason, either spot and forward rates should be used or an asset price determination model needs to be estimated. Second, because the identified bubble periods are short, standard statistical tests may fail to reject the null hypothesis of no bubbles, even if they are based on a correctly specified model, due to their low power. In this context, econometric models that allow for structural change, like the ones employed in this paper, seem more suitable.

4.2 The Recent Float

After the collapse of the Bretton Woods system, the world economy witnessed a dramatic change in the behavior of foreign exchange markets. Exchange rates among major currencies became, on the one hand, highly volatile in the short run and, on the other, highly persistent, moving over long periods of time in one direction (Engel and Hamilton, 1990). A prime example, that has attracted a considerable amount of attention in the literature, is the sustained appreciation of the US dollar against the British pound in the first half of the 1980s (see, e.g., De Grauwe and Rovira-Kaltwasser, 2012; Froot and
During the period December 1980 to February 1985, the British pound price of the US dollar increased by more than 100 percent, from 0.418 to 0.924, which raised serious concerns about whether movements in the value of the dollar reflect only changes in macro fundamentals. Most notably, in June 1985, the then Federal Reserve Chairman, Paul Volcker, referred to an overvalued dollar and the possibility of a sharp decline (Feldstein, 1994). In line with Volcker’s statement, the results of several studies from that period suggest that it is very difficult to reconcile the large dollar appreciation with the predictions of conventional economic models (based on variables such as inflation rates, interest rate differentials, and relative income) and thus other factors must also be taken into account, such as speculative bubbles (see, for instance, Evans, 1986; Sarno and Taylor, 2002).

In this section, we re-examine the presence of speculative bubbles in the British pound-US dollar foreign exchange market by applying the two methods proposed in Section 2 to monthly data on spot and forward rates for the period January 1979 to December 2013. The data is downloaded from the Bank of England website http://www.bankofengland.co.uk/. An advantage of using data for the recent float, in comparison to data for the interwar period, is the greater availability of forward rates, which allows us to obtain and compare results for different periods to maturity; namely one, three, and six months.

Figures 7 and 8 show the evolution of the logarithm of the spot rate and the difference between the logarithm of the future spot and the logarithm of the six-month forward over time. It is evident from Figure 7 that the long swings in the British Pound-US dollar rate is not a phenomenon unique to the 1980s. For instance, in the first half of 2000s, the dollar experienced another long (but not as extreme as that of the 1980s) period of depreciation, with the spot rate falling by more than one-third from June 2001 to October 2007, and then rebounding a year later. Thus, different periods of exuberance in the foreign exchange market may exist during the recent float. Turning to the time series plot of the difference between future spot and forward rates (Figure 8), we observe large and persistent deviations from the EMH value of zero, especially in the 1980s, early 1990s, and mid-to-late 2000s. However, the series does not exhibit trend-like behavior over very long time periods like the spot rate, which suggests a lower degree of persistence.

Table 7 provides statistical support to this conclusion. The ADF and GSADF statistics for the spot rate (second column) are much larger than those for the future spot rate minus the one-month forward rate (third
column) and, although this gap narrows as the number of periods to maturity increases, it remains substantial.\textsuperscript{12} What is more important is that, according to the results, the null hypothesis of a unit root cannot be rejected in favor of the alternative of explosive dynamics at the 5 percent significance level for any of the series examined. The fact that the unit root tests cannot detect any period of exponential growth, even in the spot rate, suggests that there is no evidence in favor of rational speculative bubbles. This is also the conclusion that emerges from the results for rolling Fama regressions. Looking at Panel B of Table 7, we observe that, irrespective of the number of periods to maturity, the maximum IVX test statistic is below the 95 percent critical value. As an implication, the slope of the Fama regression never significantly exceeds the EMH value and, therefore, the no-bubbles hypothesis cannot be rejected.

In contrast to our findings, the studies of Meese (1986) and Evans (1986) provide evidence in support of speculative bubbles in the British pound-US dollar rate in the early 1980s. A possible explanation for the discrepancy between the former study and ours is related to the joint hypothesis problem. In particular, Meese (1986) employs the Hausman-type test of West (1987) which relies on a particular economic model and, consequently, may falsely reject the null hypothesis due to an erroneous assumption about fundamentals.\textsuperscript{13} Regarding the latter study, Evans (1986) advocates a test that exploits the fact that the median of excess returns is different from zero in the presence of periodically collapsing bubbles. However, as Evans (1986) points out, a nonzero median may arise due to factors other than bubbles, such as nonsymmetric innovations of fundamentals. That is, the test is based on a necessary but not a sufficient condition for bubbles.

4.3 The US Equity Market

As a final application, we examine the US equity market. Our monthly dataset includes the S&P 500 price index, an observed market fundamental series (namely, S&P 500 dividends), and S&P 500 futures prices for horizons of three, six, and nine months.\textsuperscript{14} The first two series are downloaded from Robert Shiller's website and the remaining from Bloomberg. The dataset starts in December 1982, which corresponds to the commencement of S&P 500 futures trading on the Chicago Mercantile Exchange in April of the same year, and ends in March 2015.

\textsuperscript{12}Unit root tests results for one-, three-, and six-month forwards rates are not reported because they are virtually identical to those for the spot rate.

\textsuperscript{13}Meese (1986, p. 367) too recognizes the possibility that the economic model adopted may not be well-suited for the dollar-pound rate.

\textsuperscript{14}We follow Chernenko et al. (2004) and obtain regularly-spaced futures prices by linearly interpolating near-term contracts. We do not consider a twelve-month horizon to avoid issues related to low trading activity.
Figure 9 displays the logarithm of the real S&P 500 price index. As can be seen from the figure, the period under examination is characterized by a number of market rallies followed by market crashes (for a historical perspective, see Mishkin and White, 2002, and Shiller, 2015). The most remarkable episode is the great surge of the 1990s, the so-called millennium boom. In April 1994, the S&P 500 index stood (in nominal terms) at 447 units. In the subsequent years, stock prices increased at an unprecedented rate, which led Alan Greenspan to talk about irrational exuberance in the stock market, and by the early 2000s the index had more than tripled, to 1485 units. This rapid price increase was followed by a dramatic market crash. During the crash, the S&P 500 index lost in a few years almost 44 percent of its value, reaching a minimum of 837 units in February 2003. With the exception of the famous stock market run-up and collapse of the 1920s, no other historical episode comes close to resembling the behavior of the S&P 500 around 2000. Two other stock market episodes that, although lesser than the millennium boom, are worth noting are: Black Monday in October 1987 when, following a surge of stock prices, the S&P 500 index fell by about 20 percent, setting a new record one-day decline (see Carlson, 2006); and the 2007-2009 US bear market, during which the S&P 500 index lost around 50 percent of its value. As illustrated in Figure 10, which depicts the S&P 500 price-to-dividend ratio, and as argued by Shiller (2015) and many other authors, it is difficult to reconcile these stock price movements with the behavior of observed market fundamentals.

To investigate the existence of speculative bubbles in the US stock market, we run unit root tests on the logarithm of the real S&P 500 price index, $s^*_t$, the logarithm of the price-to-dividend ratio, $s_t - d_t$, and the difference between the logarithm of the future spot price and the logarithm of the futures price, $s_{t+n} - f_{t,n}$ with $n = 3, 6, \text{ and } 9$ months. We also run rolling Fama regressions. All results are reported in Table 8. By focusing on the GSADF test statistics (Panel A), we observe that the null hypothesis of non-explosive behavior can be rejected at the five percent significance level for all series but one, $s_{t+3} - f_{t,3}$. The finding that the S&P 500 price index and the S&P 500 price-to-dividend ratio display episodes of explosive dynamics is in accordance with the recent empirical literature on bubbles in the US stock market (see, e.g., Homm and Breitung, 2012; Phillips et al., 2015a). Our study complements this literature by showing that $s_{t+6} - f_{t,6}$ and $s_{t+9} - f_{t,9}$ also display explosive dynamics. By doing so, it provides novel evidence, based on a more agnostic approach about market fundamentals, in favor of speculative dynamics. Unlike the GSADF test, the results for the standard ADF test and rolling Fama regressions are not statistically significant (see Table 8). The failure of the standard ADF test to reject the null hypothesis is not surprising given, as already discussed, the high likelihood of Type II error in the presence of periodically collapsing bubbles. With regards to the results for the rolling Fama regressions, we note that the
power of the IVX test declines with the maturity horizon (see Section 3) which may explain why the test fails to reject the null of no-bubbles for maturity horizons of six and nine months, while the GSADF does so.

–Figures 11, 12 & 13–

For identifying the periods of exuberance, we plot the sequence of BSADF statistics together with the corresponding 95 percent critical value sequence for the logarithm of the real S&P 500 price index, $s_t^*$, the logarithm of the S&P 500 price-to-dividend ratio, $s_t - d_t$, and the difference between the logarithm of the future spot index and the logarithm of the futures price index, $s_{t+9} - f_{t,9}$, in Figures 11, 12, and 13, respectively. As can be seen from the two former figures, the BSADF test detects three episodes of exuberance in the real S&P 500 index and in the price-to-dividend ratio. These three episodes are also identified in the study of Phillips et al. (2015a), and correspond closely to Black Monday in October 1987, the millennium boom, and the US bear market of 2007-09. Turning to $s_{t+9} - f_{t,9}$, we observe that the BSADF test detects the latter two episodes but fails to detect speculative dynamics for Black Monday. By comparing the results for $s_t^*$ and $s_t - d_t$ with those for $s_{t+9} - f_{t,9}$, we also observe that the period of exuberance corresponding to the millennium boom is shorter and takes place slightly later in the sample for the $s_{t+9} - f_{t,9}$ series.

In summary, the above analysis suggests that episodes of exuberance do exist in the US stock market. This conclusion holds when controlling for observed market fundamentals, and when futures prices are used to avoid specifying the asset pricing model, with the latter approach yielding somewhat more conservative results.

5 Conclusions

Econometric tests for bubble detection examine a joint hypothesis of no bubbles and a model of asset price determination. These tests fail to provide conclusive evidence about bubbles because rejection of the null may be due to the existence of bubbles or the misspecification of the asset price determination model, or to both of these reasons.

The present paper proposed two novel methods for bubble detection that use spot and forward (or futures) asset prices to alleviate this problem. The underlying idea is simple: when a periodically collapsing bubble is ongoing, both the forward price and the future spot price incorporate it but with different weights because of the probability of collapse. As a direct implication, the forward price becomes a biased predictor of the future spot price, and the difference between the two (as a linear function of the bubble) has an explosive root. On this basis, our first method employs the recursive unit root test of Phillips et al. (2015a) to test for explosive behavior in the difference between the future spot price and the forward price. The second method employs rolling Fama regressions to test the unbiasedness hypothesis. Both methods do not rely on a specific
model of asset price determination, are robust to an explosive root in the process for fundamentals, and are accompanied by date-stamping strategies. As an empirical application, we analyzed the existence of speculative bubbles in the German mark-US dollar exchange rate during the interwar German hyperinflation, and the British pound-US dollar rate during the recent float. For the former period, we found two short-lived bubble episodes: one in July-August 1922 and another a year later in the summer of 1923. According to texts regarded as authoritative on the interwar hyperinflation, these episodes coincide with large and persistent speculative movements in the German foreign exchange market. Regarding the recent float, we found no evidence of speculative bubbles. To illustrate the applicability of the proposed methods to other markets, we also examined the behavior of the S&P 500 index from 1982 to 2015. Our findings indicate that, during this period, the S&P 500 index displayed at least two episodes of exuberance. These episodes correspond to the millennium boom and the bear market of 2007-09.

Consider the following Augmented Dickey-Fuller (ADF) regression equation

\[ \Delta y_t = a_{r_1, r_2} + \gamma y_{t-1} + \sum_{i=1}^{k} \psi_i \Delta y_{t-i} + \epsilon_t, \] (20)

where \( y_t \) denotes a time series process, \( \epsilon_t \overset{iid}{\sim} N(0, \sigma_{r_1, r_2}^2) \), and \( r_1 \) and \( r_2 \) denote fractions of the total sample size that specify the starting and ending points of a subsample period. We are interested in testing the null hypothesis of a unit root, \( H_0 : \gamma r_1, r_2 = 0 \), against the alternative of explosive behavior in \( y_t \), \( H_1 : \gamma r_1, r_2 > 0 \). Let

\[ \text{ADF}_{r_1}^2 = \frac{\hat{\gamma}_{r_1, r_2}}{\text{s.e.} (\hat{\gamma}_{r_1, r_2})} \]

denote the test statistic corresponding to this null hypothesis. Setting \( r_1 = 0 \) and \( r_2 = 1 \) yields the standard ADF test statistic, \( \text{ADF}_1^0 \). The limit distribution of the \( \text{ADF}_0^1 \) statistic is given by

\[ \frac{\int_0^1 W dW}{\left( \int_0^1 W^2 \right)^{1/2}}, \]

where \( W \) is the standard brownian motion. The \( \text{ADF}_0^1 \) test entails comparing the \( \text{ADF}_0^1 \) statistic with the right-tailed critical value from its limit distribution. Although widely employed, this test has extremely low power in detecting episodes of explosive behavior when these episodes end with a large drop in prices, i.e. in the presence of boom-bust dynamics. As a matter of fact, nonlinear dynamics, such as those displayed by periodically collapsing bubbles, frequently lead to finding spurious stationarity even though the process under examination is inherently explosive (see Evans, 1991).

In order to deal with the effect of a price collapse on the performance of the test, Phillips et al. (2011) propose a recursive procedure which is based on the estimation of the ADF regression on subsamples of the available data. In particular, the authors propose estimating (20) using a forward expanding sample with the end of the sample period \( r_2 \) increasing from \( r_0 \) (the minimum window size) to one (the entire sample period). Note that the beginning of the sample period is held constant at \( r_1 = 0 \). The test statistic, called sup ADF (SADF), is defined by

\[ \text{SADF}(r_0) = \sup_{r_2 \in [r_0, 1]} \text{ADF}_{r_0}^2, \]

Under the null hypothesis, the limit distribution of the SADF statistic is given by

\[ \sup_{r_2 \in [r_0, 1]} \frac{\int_0^{r_0} W dW}{\int_0^{r_0} W^2}. \]

Similarly to the ADF\(_1^0\) test, when the SADF statistic exceeds the right-tailed critical value from its limit distribution, the unit root hypothesis is rejected in favor of explosive behavior.
The SADF test performs well when there is a single boom-bust episode. Simulation experiments in Homm and Breitung (2012) indicate that the SADF outperforms alternative methods, such as the modified Bhargava, the modified Busetti-Taylor and the modified Kim, in terms of power. However, the test may perform poorly when there are more than one boom-bust episodes, and may also be inconsistent.

More recently, Phillips et al. (2015a) derive a new unit root test, the Generalized SADF (GSADF), that covers a larger number of subsamples than the SADF by allowing both the ending point, \( r_2 \), and the starting point, \( r_1 \), of the subsample to change. This extra flexibility results in substantial power gains in comparison to the SADF. Moreover, the test is consistent with multiple boom-bust episodes. The GSADF statistic is defined by

\[
\text{GSADF}(r_0) = \sup_{r_2 \in [r_0,1], r_1 \in [0,r_2-r_0]} \text{ADF}_{r_1}^{r_2}
\]

Under the null hypothesis, the limit distribution of the GSADF statistic is

\[
\sup_{r_2 \in [r_0,1], r_1 \in [0,r_2-r_0]} \left\{ \frac{1}{r_w} \left[ W(r_2)^2 - W(r_1)^2 - r_w \right] - \int_{r_1}^{r_2} W(r) \, dr \right\} \left( \int_{r_1}^{r_2} W(r) \, dr - \left[ \int_{r_1}^{r_2} W(r) \, dr \right]^2 \right)^{1/2}
\]

where \( r_w = r_2 - r_1 \). Again, rejection of the unit root hypothesis in favor of explosive behavior requires that the test statistic exceeds the right-tailed critical value from its limit distribution.

Suppose that the GSADF test rejects the null hypothesis of a unit root. We are interested to identify the period(s) during which the series under examination displayed explosive dynamics. Phillips et al. recommend a dating strategy based on the Backward sup ADF statistic

\[
\text{BSADF}_{r_2}(r_0) = \sup_{r_1 \in [0,r_2-r_0]} \text{BADF}_{r_1}^{r_2}.
\]

The authors define the origination date of the bubble as the first observation that the BSADF statistic exceeds its critical value

\[
\hat{r}_e = \inf_{r_2 \in [r_0,1]} \{ r_2 : \text{BSADF}_{r_2}(r_0) > scu_{r_2}^{\beta_T} \}
\]

and the termination date as the first date after which the BSADF falls below its critical value

\[
\hat{r}_f = \inf_{r_2 \in [r_0,1]} \{ r_2 : \text{BSADF}_{r_2}(r_0) < scu_{r_2}^{\beta_T} \}
\]

where \( scu_{r_2}^{\beta_T} \) is the 100\( \beta_T \)% critical value of the sup ADF based on \( |r_2 T| \) observations and \( \beta_T \) is the chosen significance level.\(^{15}\) The consistency of the above dating strategy in the presence of one or two bubbles is established in Phillips et al. (2012) Section 4.

The computation of the SADF, BSADF, and GSADF test statistics necessitates the selection of the minimum window size \( r_0 \). The minimum window size has to be large

\(^{15}\)Note that the researcher may neglect very short periods of exuberance by setting a minimum duration period.
enough to allow initial estimation but it should not be too large in order to avoid missing short episodes of exuberance. Following Phillips et al. (2015a), we use the rule-of-thumb:
\[ r_0 = 0.01 + 1.8/\sqrt{T}. \]

The implementation of the unit root tests also requires the limit distributions of the BSADF and GSADF test statistics. These distributions are non-standard and depend on the minimum window size. Hence, critical values have to be obtained through Monte Carlo simulations. We obtain finite sample critical values for the GSADF and BSADF statistics by generating 2,000 random walk processes with \( N(0, 1) \) errors.

**Appendix B: The IVX Testing Procedure**

Consider the following bivariate system

\[ y_{t+1} = \beta x_t + u_{1,t+1}, \tag{22} \]
\[ x_{t+1} = \rho x_t + u_{2,t+1}, \tag{23} \]

where the innovations \((u_{1,t+1}, u_{2,t+1})'\) follow a martingale difference sequence, and \( \rho = 1 + c/T^\alpha \) for some \( \alpha \geq 0 \). In this setting, the AR coefficient for the regressor is not restricted to the vicinity of unity but is allowed to take a much wider range of values. Depending on the value of \( c \) and \( \alpha \), the regressor can belong to one of the following categories:

i) integrated (\( c = 0 \) or \( \alpha > 1 \))

ii) local-to-unity (\( c \neq 0 \) and \( \alpha = 1 \))

iii) near stationary (\( c < 0 \) and \( \alpha \in (0, 1) \))

iv) locally explosive (\( c > 0 \) and \( \alpha = 1 \))

v) mildly explosive (\( c > 0 \) and \( \alpha \in (0, 1) \))

In the center of the IVX procedure is the creation of an instrument \( z_t \) which, although relies solely on the regressor, falls in the near stationary category iii. Specifically, given an artificial autoregressive scalar, \( c_z < 0 \),

\[ \rho_z = 1 + c_z/T^\zeta, \quad \zeta \in (0, 1), \quad c_z < 0, \tag{24} \]

the IVX instrument is initialized at zero and sequentially computed for the remaining periods according to

\[ z_t = \rho_z z_{t-1} + \Delta x_t. \tag{25} \]

---

16 For exposition purposes, we focus on the simple bivariate case. The model can easily be extended to include multiple regressors, and an intercept in the predictive regression. The model can also be extended to allow for autocorrelation in \( u_{2,t+1} \), in which case Newey-West type estimators must be used for the computation of long-run covariance matrices. For a detailed description of the IVX procedure see Phillips and Magdalinos (2009), Kostakis et al. (2015), and Phillips and Lee (2013).

17 Monte Carlo simulation results in Kostakis et al. (2015) suggest setting \( c_z = -1 \) and \( \zeta = 0.95 \).
It can be shown that the estimator
\[ \hat{\beta}_{IVX} = \frac{\sum z_t y_{t+1}}{\sum z_t x_t}, \]  
has the following limit theory
\[ T ^ {\frac{1}{2}} (\hat{\beta}_{IVX} - \beta) \Rightarrow \psi', \]
where \( \psi' \) is a mixed normal variable, and the IVX test statistic
\[ IVX = \frac{\hat{\beta}_{IVX} - \beta}{\hat{\sigma}_{IVX}}, \]
is standard normal (Kostakis et al., 2015; Phillips and Lee, 2013; Phillips and Magdalinos, 2009).\(^{18}\)

The above limit theory is based on the assumption of no serial correlation in the error term of the predictive regression. For \( n > 1 \), the time to maturity exceeds the sampling interval, the data in regression (22) are overlapping, and consequently the error term \( u_t \) exhibits serial correlation (Hodrick and Srivastava, 1986). Phillips and Lee (2013) propose an extension of the IVX procedure to long-horizon regressions which allows valid statistical inference. In particular, the authors show that testing the null hypothesis of no predictability is equivalent to testing the significance of the slope coefficient \( \hat{\beta}_n \) in the empirical regression
\[ y_{t+n} = \beta_n x^n_t + u_{1,t+n}, \quad x^n_t = \sum_{j=1}^{n} x_{t+j-1}, \]  
and propose the following long-horizon IVX estimator\(^{19}\)
\[ \hat{\beta}_{n,IVX} = \frac{\sum y_{t+n} z^n_t}{\sum x^n_t z^n_t}, \]
whose asymptotic null distribution is again mixed gaussian regardless of the degree of persistence of the regressor.

In order to test for periodically collapsing bubbles, we use the IVX test inside a rolling-window regression framework. We select the size of the rolling window so that, on the one hand, the IVX test exhibits good size properties and, on the other, direct comparisons with the results obtained by the recursive unit root procedure can be made. With respect to the former criterion, we have conducted a battery of simulation experiments which indicate that the IVX test performs well for sample sizes as small as 25 observations. On this basis, we set the window size equal to the maximum of 25 observations and the size suggested by the rule of Phillips et al. (2015a) (\( \lfloor r_0 \times T \rfloor \)).

\(^{18}\)We are grateful to Michael Stamatogiannis for sharing his Gauss code for implementing the IVX procedure.

\(^{19}\)In empirical applications, data may only be available for \( n > 1 \) periods to maturity. In such cases, we use interpolation methods to approximate short-horizon variables.
In our rolling-window regression framework, the null hypothesis of no-bubbles is examined multiple times. As a consequence, the likelihood of false rejection (i.e. the likelihood of Type I error) may exceed the desired significance level. To address the issue of multiple hypotheses testing, we perform a Bonferroni correction, i.e. adjust the nominal significance level by the number of hypotheses. It is a well-known fact that the Bonferroni correction results in conservative tests. Nevertheless, the simulation experiments in Section 3 indicate that the IVX procedure is still as or more powerful than the recursive unit root test. Finally, for dating episodes of exuberance, in the second stage of the rolling Fama regression procedure we compare the sequence of IVX statistics against standard normal critical values.
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An alternative approach is to employ a bootstrap technique. Such an approach may be more powerful but is too computationally intensive to permit Monte Carlo evaluations.


Table 1: The table reports the theoretical value of the slope coefficient (\( \hat{\beta}_n \)) in the Fama regression in the presence of an ongoing bubble of the Blanchard (1979) type. The table also reports small sample properties (means and standard deviations, sd) of the least squares estimator obtained from Monte Carlo simulations. Details of the simulation exercise are provided in the main text.

Table 2: DGPs with a Single Bubble Episode

Panel A: \( \pi = 0.5, r = 0.05 \)
| $\tau_f$ | $d$ | GSADF | | IVX | |
|---|---|---|---|---|
| | | Rej. 1 | 2 | 3 | $\bar{r}_f$ | $\bar{d}$ | Rej. 1 | 2 | 3 | $\bar{r}_f$ | $\bar{d}$ |
| 31 | 10 | 0.06 | 0.06 | 0.00 | 0.00 | 39.4 | 0.6 | 0.66 | 0.61 | 0.04 | 0.01 | 37.0 | 3.0 |
| 15 | 0.81 | 0.80 | 0.01 | 0.00 | 42.0 | 3.0 | 0.95 | 0.88 | 0.07 | 0.01 | 38.1 | 6.9 |
| 20 | 0.98 | 0.97 | 0.01 | 0.00 | 42.9 | 7.1 | 1.00 | 0.91 | 0.07 | 0.01 | 38.6 | 11.4 |
| 51 | 10 | 0.06 | 0.06 | 0.00 | 0.00 | 59.6 | 0.4 | 0.68 | 0.63 | 0.05 | 0.01 | 57.1 | 2.9 |
| 15 | 0.78 | 0.78 | 0.00 | 0.00 | 62.2 | 2.8 | 0.96 | 0.88 | 0.06 | 0.01 | 58.4 | 6.6 |
| 20 | 0.97 | 0.97 | 0.01 | 0.00 | 63.1 | 6.9 | 1.00 | 0.93 | 0.07 | 0.01 | 58.6 | 11.4 |
| 71 | 10 | 0.05 | 0.05 | 0.00 | 0.00 | 79.6 | 0.4 | 0.66 | 0.61 | 0.04 | 0.01 | 77.2 | 2.8 |
| 15 | 0.79 | 0.79 | 0.00 | 0.00 | 82.2 | 2.8 | 0.95 | 0.89 | 0.06 | 0.01 | 78.3 | 6.7 |
| 20 | 0.97 | 0.97 | 0.01 | 0.00 | 83.0 | 7.0 | 0.99 | 0.91 | 0.07 | 0.02 | 78.5 | 11.5 |

Panel B: $\pi = 0.7$, $r = 0.05$

| $\tau_f$ | $d$ | GSADF | | IVX | |
|---|---|---|---|---|
| | | Rej. 1 | 2 | 3 | $\bar{r}_f$ | $\bar{d}$ | Rej. 1 | 2 | 3 | $\bar{r}_f$ | $\bar{d}$ |
| 31 | 10 | 0.98 | 0.98 | 0.00 | 0.00 | 36.5 | 3.5 | 0.99 | 0.97 | 0.02 | 0.01 | 34.7 | 5.3 |
| 15 | 1.00 | 1.00 | 0.00 | 0.00 | 36.6 | 8.4 | 1.00 | 0.98 | 0.02 | 0.00 | 34.8 | 10.2 |
| 20 | 1.00 | 1.00 | 0.00 | 0.00 | 36.6 | 13.4 | 1.00 | 0.98 | 0.01 | 0.00 | 34.8 | 15.2 |
| 51 | 10 | 0.97 | 0.97 | 0.00 | 0.00 | 56.6 | 3.4 | 0.99 | 0.96 | 0.02 | 0.01 | 54.7 | 5.3 |
| 15 | 1.00 | 1.00 | 0.00 | 0.00 | 56.7 | 8.3 | 1.00 | 0.98 | 0.01 | 0.00 | 54.8 | 10.2 |
| 20 | 1.00 | 1.00 | 0.00 | 0.00 | 56.7 | 13.3 | 1.00 | 0.99 | 0.01 | 0.00 | 54.8 | 15.2 |
| 71 | 10 | 0.98 | 0.98 | 0.00 | 0.00 | 76.6 | 3.4 | 0.99 | 0.97 | 0.02 | 0.01 | 74.7 | 5.3 |
| 15 | 1.00 | 1.00 | 0.00 | 0.00 | 76.7 | 8.3 | 1.00 | 0.98 | 0.01 | 0.00 | 74.8 | 10.2 |
| 20 | 1.00 | 1.00 | 0.00 | 0.00 | 76.7 | 13.3 | 1.00 | 0.98 | 0.02 | 0.01 | 74.7 | 15.3 |

Panel C: $\pi = 0.5$, $r = 0.1$

| $\tau_f$ | $d$ | GSADF | | IVX | |
|---|---|---|---|---|
| | | Rej. 1 | 2 | 3 | $\bar{r}_f$ | $\bar{d}$ | Rej. 1 | 2 | 3 | $\bar{r}_f$ | $\bar{d}$ |
| 31 | 10 | 0.20 | 0.20 | 0.00 | 0.00 | 39.2 | 0.8 | 0.78 | 0.73 | 0.04 | 0.00 | 36.9 | 3.1 |
| 15 | 0.90 | 0.90 | 0.00 | 0.00 | 41.3 | 3.7 | 0.98 | 0.92 | 0.05 | 0.01 | 37.8 | 7.2 |
| 20 | 0.99 | 0.99 | 0.00 | 0.00 | 41.7 | 8.3 | 1.00 | 0.95 | 0.04 | 0.01 | 37.9 | 12.1 |
| 51 | 10 | 0.18 | 0.18 | 0.00 | 0.00 | 59.3 | 0.7 | 0.75 | 0.71 | 0.04 | 0.01 | 57.0 | 3.0 |
| 15 | 0.88 | 0.88 | 0.00 | 0.00 | 61.4 | 3.6 | 0.97 | 0.91 | 0.05 | 0.01 | 57.8 | 7.2 |
| 20 | 0.99 | 0.99 | 0.00 | 0.00 | 61.9 | 8.1 | 1.00 | 0.95 | 0.05 | 0.01 | 58.0 | 12.0 |
| 71 | 10 | 0.19 | 0.19 | 0.00 | 0.00 | 79.4 | 0.6 | 0.76 | 0.71 | 0.05 | 0.00 | 77.0 | 3.0 |

Panel D: $\pi = 0.7$, $r = 0.1$

Continued on Next Page
Table 2 – Continued

<table>
<thead>
<tr>
<th>$\tau_f$</th>
<th>$d$</th>
<th>Rej.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>$\bar{\tau}_f$</th>
<th>$\bar{d}$</th>
<th>Rej.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>$\bar{\tau}_f$</th>
<th>$\bar{d}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>0.89</td>
<td>0.89</td>
<td>0.00</td>
<td>0.00</td>
<td>81.4</td>
<td>3.6</td>
<td>0.98</td>
<td>0.93</td>
<td>0.04</td>
<td>0.01</td>
<td>77.7</td>
<td>7.3</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.99</td>
<td>0.99</td>
<td>0.00</td>
<td>0.00</td>
<td>81.9</td>
<td>8.1</td>
<td>1.00</td>
<td>0.94</td>
<td>0.05</td>
<td>0.01</td>
<td>77.9</td>
<td>12.1</td>
<td></td>
</tr>
</tbody>
</table>

Notes: The table reports results for the Phillips et al. (2015a) test on $s_{t+n} - f_{t,n}$ (GSADF), and for the rolling Fama (1984) regression (IVX) in the presence of a single bubble episode. The minimum window size for the Phillips et al. (2015a) test is 19 observations, and the window size for the rolling Fama regression is 25 observations. Rej. denotes the rejection rate, $\tau_f$ denotes the time the bubble starts, $d$ denotes the duration of the bubble, 1, 2 and 3 denote the percentage of times one, two and more than two bubble episodes are detected, respectively, $\bar{\tau}_f$ denotes the mean estimate of $\tau_f$, and $\bar{d}$ denotes the mean estimated duration conditional on the correct number of bubble episodes detected. Further details for the simulation exercise are provided in the main text.
Table 3: DGPs with Two Bubble Episodes

Panel A: $\pi = 0.5, r = 0.05, \tau_{f,1} = 31, \tau_{f,2} = 71$

<table>
<thead>
<tr>
<th>$d_1$</th>
<th>$d_2$</th>
<th>GSADF</th>
<th>IVX</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Rej.</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>1.00</td>
<td>0.06</td>
</tr>
<tr>
<td>15</td>
<td>1.00</td>
<td>0.04</td>
<td>0.96</td>
</tr>
<tr>
<td>20</td>
<td>1.00</td>
<td>0.04</td>
<td>0.96</td>
</tr>
<tr>
<td>15</td>
<td>10</td>
<td>1.00</td>
<td>0.03</td>
</tr>
<tr>
<td>15</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>20</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>1.00</td>
<td>0.04</td>
</tr>
<tr>
<td>15</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>20</td>
<td>1.00</td>
<td>0.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Panel B: $\pi = 0.7, r = 0.05$

<table>
<thead>
<tr>
<th>$d_1$</th>
<th>$d_2$</th>
<th>GSADF</th>
<th>IVX</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Rej.</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>0.10</td>
<td>0.09</td>
</tr>
<tr>
<td>15</td>
<td>0.82</td>
<td>0.71</td>
<td>0.11</td>
</tr>
<tr>
<td>20</td>
<td>0.98</td>
<td>0.84</td>
<td>0.14</td>
</tr>
<tr>
<td>15</td>
<td>0.80</td>
<td>0.71</td>
<td>0.09</td>
</tr>
<tr>
<td>15</td>
<td>0.96</td>
<td>0.27</td>
<td>0.69</td>
</tr>
<tr>
<td>20</td>
<td>0.99</td>
<td>0.18</td>
<td>0.80</td>
</tr>
<tr>
<td>20</td>
<td>0.98</td>
<td>0.85</td>
<td>0.12</td>
</tr>
<tr>
<td>15</td>
<td>0.99</td>
<td>0.19</td>
<td>0.80</td>
</tr>
<tr>
<td>20</td>
<td>1.00</td>
<td>0.05</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Continued on Next Page
Table 3 – Continued

<table>
<thead>
<tr>
<th>Panel C: $\pi = 0.5, r = 0.1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSADF</td>
</tr>
<tr>
<td>$d_1$</td>
</tr>
<tr>
<td>10 10</td>
</tr>
<tr>
<td>15 10</td>
</tr>
<tr>
<td>20 10</td>
</tr>
<tr>
<td>15 10</td>
</tr>
<tr>
<td>15 10</td>
</tr>
<tr>
<td>20 10</td>
</tr>
<tr>
<td>20 10</td>
</tr>
<tr>
<td>15 10</td>
</tr>
<tr>
<td>20 10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel D: $\pi = 0.7, r = 0.1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSADF</td>
</tr>
<tr>
<td>$d_1$</td>
</tr>
<tr>
<td>10 10</td>
</tr>
<tr>
<td>15 10</td>
</tr>
<tr>
<td>20 10</td>
</tr>
<tr>
<td>15 10</td>
</tr>
<tr>
<td>15 10</td>
</tr>
<tr>
<td>20 10</td>
</tr>
<tr>
<td>20 10</td>
</tr>
</tbody>
</table>

Continued on Next Page
Table 3 – Continued

<table>
<thead>
<tr>
<th></th>
<th>GSADF</th>
<th></th>
<th></th>
<th>IVX</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>d1  d2  Rej. 1 2 3</td>
<td>τf,1  d1  τf,2  d2</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>1.00</td>
<td>0.10 0.89 0.01</td>
<td>41.9  8.1 81.6 3.4</td>
<td>1.00</td>
</tr>
<tr>
<td>20</td>
<td>1.00</td>
<td>0.01 0.98 0.00</td>
<td>41.9  8.1 82.0 8.0</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Notes: The table reports results for the Phillips et al. (2015a) test on \( s_{t+n} - f_{t,n} \) (GSADF) and for the rolling Fama (1984) regressions (IVX) in the presence of two bubble episodes that start at times \( \tau_{f,1} = 31 \) and \( \tau_{f,2} = 71 \). The minimum window size for the Phillips et al. (2015a) test is 19 observations, and the window size for the rolling Fama regression is 25 observations. Rej. denotes the rejection rate, \( d_1 \) and \( d_2 \) denote the duration of the first and of the second bubble, respectively, 1, 2 and 3 denote the percentage of times one, two and more than two bubble episodes are detected, respectively, \( \bar{\tau}_{f,1} \) and \( \bar{\tau}_{f,2} \) denote the mean estimate of \( \tau_{f,1} \) and \( \tau_{f,2} \), and \( \bar{d}_1 \) and \( \bar{d}_2 \) denote the mean estimated duration conditional on the correct number of bubble episodes detected. Further details for the simulation exercise are provided in the main text.
Table 4: Different Periods to Maturity, $n$

<table>
<thead>
<tr>
<th>Panel A: $\pi = 0.5, r = 0.05, \tau_f = 31, d = 10$</th>
<th>GSADF</th>
<th>IVX</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>Rej.</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>3</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>4</td>
<td>0.98</td>
<td>0.97</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: $\pi = 0.7, r = 0.05$</th>
<th>GSADF</th>
<th>IVX</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>Rej.</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0.22</td>
<td>0.22</td>
</tr>
<tr>
<td>3</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>4</td>
<td>0.41</td>
<td>0.40</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel C: $\pi = 0.5, r = 0.1$</th>
<th>GSADF</th>
<th>IVX</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>Rej.</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>3</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>4</td>
<td>0.98</td>
<td>0.98</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel D: $\pi = 0.7, r = 0.1$</th>
<th>GSADF</th>
<th>IVX</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>Rej.</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0.44</td>
<td>0.44</td>
</tr>
<tr>
<td>3</td>
<td>0.54</td>
<td>0.53</td>
</tr>
<tr>
<td>4</td>
<td>0.58</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Notes: The table reports results for the Phillips et al. (2015a) test on $s_{t+n} - f_{t,n}$ (GSADF) and for the rolling Fama (1984) regression (IVX) in the presence of a single bubble episode that starts at time $\tau_f = 31$ and lasts for $d = 10$ periods. The minimum window size for the Phillips et al. (2015a) test is 19 observations, and the window size for the rolling Fama regression is 25 observations. Rej. denotes the rejection rate, 1,2 and 3 denote the percentage of times one, two and more than two bubble episodes are detected, respectively, $n$ denotes the periods to maturity, $\bar{\tau}_f$ denotes the mean estimate of $\tau_f$, and $\bar{d}$ denotes the mean estimated duration conditional on the correct number of bubble episodes detected. Further details for the simulation exercise are provided in the main text.
Table 5: Periodically Collapsing Bubbles

<table>
<thead>
<tr>
<th></th>
<th>Blanchard's DGP</th>
<th></th>
<th></th>
<th></th>
<th>Evans' DGP</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>GSADF</td>
<td></td>
<td>IVX</td>
<td></td>
<td>GSADF</td>
<td></td>
<td>IVX</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( r ) \n</td>
<td>( \pi = 0.3 )</td>
<td>( \pi = 0.5 )</td>
<td>( \pi = 0.7 )</td>
<td>( \pi = 0.9 )</td>
<td>( \pi = 0.3 )</td>
<td>( \pi = 0.5 )</td>
</tr>
<tr>
<td>0.05</td>
<td>1</td>
<td>0.95</td>
<td>0.49</td>
<td>0.20</td>
<td>0.10</td>
<td>0.98</td>
<td>0.78</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.96</td>
<td>0.61</td>
<td>0.30</td>
<td>0.17</td>
<td>0.97</td>
<td>0.75</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.96</td>
<td>0.66</td>
<td>0.33</td>
<td>0.21</td>
<td>0.97</td>
<td>0.74</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.97</td>
<td>0.66</td>
<td>0.37</td>
<td>0.28</td>
<td>0.98</td>
<td>0.74</td>
<td>0.48</td>
</tr>
<tr>
<td>0.10</td>
<td>1</td>
<td>0.96</td>
<td>0.58</td>
<td>0.28</td>
<td>0.30</td>
<td>0.98</td>
<td>0.82</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.97</td>
<td>0.66</td>
<td>0.40</td>
<td>0.42</td>
<td>0.97</td>
<td>0.77</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.98</td>
<td>0.72</td>
<td>0.42</td>
<td>0.47</td>
<td>0.98</td>
<td>0.78</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.97</td>
<td>0.70</td>
<td>0.44</td>
<td>0.51</td>
<td>0.96</td>
<td>0.77</td>
<td>0.53</td>
</tr>
</tbody>
</table>

Notes: The table reports the empirical power of the Phillips et al. (2015a) test on \( s_{t+n} - f_{t,n} \) (GSADF), and the empirical power of the rolling Fama (1984) regression (IVX) in the presence of periodically collapsing bubbles of the Blanchard (1979) type (Panel A) and of the Evans (1991) type (Panel B). The minimum window size for the Phillips et al. (2015a) test is 19 observations, and the window size for the rolling Fama regression is 25 observations. Further details for the simulation exercise are provided in the main text.

Table 6: The table reports ADF and GSADF test statistics for the German mark-US dollar spot exchange rate, \( s_t \), the four-week forward rate, \( f_{t,A} \), and the difference between the future spot and forward rates, \( s_{t+4} - f_{t,A} \). The finite-sample 95 percent critical value for the GSADF test is obtained using 2,000 simulations. The minimum window size for the GSADF test is 18 weeks.
## Panel A: Unit Root Tests

<table>
<thead>
<tr>
<th></th>
<th>$s_t$</th>
<th>$s_{t+1} - f_{t,1}$</th>
<th>$s_{t+3} - f_{t,3}$</th>
<th>$s_{t+6} - f_{t,6}$</th>
<th>Critical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADF</td>
<td>-2.916</td>
<td>-13.388</td>
<td>-5.407</td>
<td>-4.040</td>
<td>-0.055</td>
</tr>
<tr>
<td>GSADF</td>
<td>1.793</td>
<td>-2.440</td>
<td>0.591</td>
<td>0.837</td>
<td>2.175</td>
</tr>
</tbody>
</table>

## Panel B: Rolling Fama Regressions

<table>
<thead>
<tr>
<th>Periods to Maturity ($n$)</th>
<th>1 month</th>
<th>3 months</th>
<th>6 months</th>
<th>Critical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum IVX statistic</td>
<td>3.310</td>
<td>2.789</td>
<td>1.765</td>
<td>3.64</td>
</tr>
</tbody>
</table>

Table 7: The table reports ADF and GSADF test statistics for the British pound-US dollar spot exchange rate, $s_t$, and for the difference between the future spot and forward rates $s_{t+n} - f_{t,n}$ with $n = 1, 3$ and 6. The table also reports results for rolling Fama regressions. The finite-sample 95 percent critical value for the GSADF test is obtained using 2,000 simulations. The minimum window size for the GSADF test and the window size for the rolling Fama regression are set equal to 41 observations.

## Panel A: Unit Root Tests

<table>
<thead>
<tr>
<th></th>
<th>$s_t^*$</th>
<th>$s_t - d_t$</th>
<th>$s_{t+3} - f_{t,3}$</th>
<th>$s_{t+6} - f_{t,6}$</th>
<th>$s_{t+9} - f_{t,9}$</th>
<th>Critical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADF</td>
<td>-1.468</td>
<td>-1.971</td>
<td>-5.898</td>
<td>-4.561</td>
<td>-3.470</td>
<td>-0.055</td>
</tr>
<tr>
<td>GSADF</td>
<td>3.054</td>
<td>3.378</td>
<td>1.759</td>
<td>2.482</td>
<td>2.902</td>
<td>2.169</td>
</tr>
</tbody>
</table>

## Panel B: Rolling Fama Regressions

<table>
<thead>
<tr>
<th>Periods to Maturity ($n$)</th>
<th>3 months</th>
<th>6 months</th>
<th>9 months</th>
<th>Critical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum IVX statistic</td>
<td>1.448</td>
<td>2.462</td>
<td>1.874</td>
<td>3.62</td>
</tr>
</tbody>
</table>

Table 8: The table reports ADF and GSADF test statistics for the logarithm of the real S&P 500 index, $s_t^*$, the logarithm of the price-to-dividend ratio, $s_t - d_t$, and for the difference between the logarithm of the future spot price and the logarithm of the futures price, $s_{t+n} - f_{t,n}$ with $n = 3, 6, 9$. The table also reports results for rolling Fama regressions. The finite-sample 95 percent critical value for the GSADF test is obtained using 2,000 simulations. The minimum window size for the GSADF test and the window size for the rolling Fama regression are set equal to 40 observations.
Figure 1: Simulation results for the Phillips et al. (2015a) test. The figure displays the sequence of BSADF statistics (blue line). The red line represents 95 percent critical values obtained from 2,000 Monte Carlo simulations. The minimum window size is 19 observations.
Figure 2: Simulation results for the rolling Fama (1984) regression. The figure displays the sequence of IVX statistics (blue line) corresponding to the null hypothesis that the slope coefficient in regression (10) is zero (no bubble) based on subsamples of 25 observations. The red line represents 95 percent critical values.
Figure 3: The figure displays the logarithm of the German mark-US dollar spot exchange rate from December 24th, 1921 to August 11th, 1923.
Figure 4: The figure displays the difference between the logarithm of the future German mark-US dollar spot rate and the logarithm of the forward rate, $s_{t+4} - f_{t+4}$, from December 24th, 1921 to August 11th, 1923.
Figure 5: The figure displays the sequence of BSADF statistics for the future spot minus the forward rate, $s_{t+4} - f_t$, (blue line) together with the 95 percent critical value sequence (red line) obtained from 2,000 Monte Carlo simulations. The minimum window size is 18 weeks.
Figure 6: The figure displays the sequence of IVX statistics (blue line) corresponding to the null hypothesis that the slope coefficient in the rolling Fama regression (10) is zero (no bubble) based on subsamples of 25 observations. The red line represents 95 percent critical values.
Figure 7: The figure displays the logarithm of the British pound-US dollar spot exchange rate from January 1979 to December 2013.
Figure 8: The figure displays the difference between the logarithm of the future British pound-US dollar spot rate and the logarithm of the forward rate, $s_{t+6} - f_{t,6}$, from January 1979 to December 2013.
Figure 9: The figure displays the logarithm of the real S&P 500 index from December 1982 to March 2015.
Figure 10: The figure displays the logarithm of the S&P 500 price-to-dividend ratio from December 1982 to March 2015.
Figure 11: The figure displays the sequence of BSADF statistics for the real S&P 500 index (blue line) together with the 95 percent critical value sequence (red line) obtained from 2,000 Monte Carlo simulations. The minimum window size is 40 months.
Figure 12: The figure displays the sequence of BSADF statistics for the S&P 500 price-to-dividend ratio (blue line) together with the 95 percent critical value sequence (red line) obtained from 2,000 Monte Carlo simulations. The minimum window size is 40 months.
Figure 13: The figure displays the sequence of BSADF statistics for the S&P 500 future spot price minus the futures price, $s_{t+9} - f_{t,9}$, (blue line) together with the 95 percent critical value sequence (red line) obtained from 2,000 Monte Carlo simulations. The minimum window size is 40 months.