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Highlights 

 A nonpremixed hydrogen flame was simulated using LES with detailed chemistry. 

 Effects of five different kinetic mechanisms on the LES results were examined. 

 The linear eddy model was employed for the turbulence-chemistry interactions. 

 Detailed H2/O2 mechanisms lead to reasonable agreements with experimental results. 

 

Abstract 

Five different chemical mechanisms for hydrogen combustion are employed in large eddy 

simulation of a nonpremixed hydrogen jet flame to investigate the ability of these mechanisms 

to represent the turbulence-chemistry interactions and other combustion phenomena. The 

mechanisms studied include a reduced mechanism, two detailed H2/O2 reaction mechanisms, as 

well as a detailed H2/CO mechanism and the GRI3.0 mechanism. Linear eddy model is 

incorporated to evaluate the effect of turbulence-chemistry interactions. Extensive simulations 

of a well-known experimental case (German Aerospace Centre DLR nonpremixed flame M2) 

have been performed for the purpose of validation. Comparisons against experimental data 
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including scalar distribution profiles are presented where a reasonable agreement is observed 

for the detailed mechanisms. Flux analyses of the species conservation equations and ignition 

delay time tests showed that chemical kinetics plays a role in the development of flame 

structures in the jet flame. This study highlights the importance of precise descriptions of the 

chemical kinetics in LES of nonpremixed hydrogen combustion. 

 

Keywords: detailed chemistry; hydrogen combustion; large eddy simulation; linear eddy 

model; nonpremixed flames  

 

1. Introduction 

Hydrogen utilization has gained great attentions because of the increasing interests in 

low-carbon economy in recent years. Hydrogen-enriched fuels are an attractive alternative for 

power generation since it can be produced from a variety of methods including both renewable 

and non-renewable resources [1]. However, the usage of hydrogen is accompanied by 

significant scientific and technological challenges. Hydrogen has some specific characteristics 

that make it very different from traditional fossil fuels. Property characteristics such as high 

diffusivity, wide flammability range, short ignition delay time, and high flame temperature not 

only make the use of hydrogen unsuitable for the traditional combustion systems, but also 

increase the potential of explosion hazards [2, 3]. Numerical modelling of hydrogen 

combustion also needs specific treatments [4]. One of the most complex problems in hydrogen 

combustion modelling is the calculation of turbulence-chemistry interactions which affect the 

temporal and spatial scales related to a wide range of vortices. To investigate the mechanisms 

controlling these interactions, experimental apparatus has been utilised over the past decades. 

The nonpremixed flame experiments performed in the cooperative framework of the 

International Workshop on Measurements and Computation of Turbulent Nonpremixed Flames 

(TNF) are well-known benchmark cases that have been numerically simulated by many authors, 

e.g. [5-10]. Among these, the burner in DLR Stuttgart [11] was designed with the aim of 
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creating strong turbulence-chemistry interactions in a stable nonpremixed flame with relatively 

simple fluid mechanics and turbulence structures, which have been widely used in the 

validation of hydrogen combustion simulations.  

Nonpremixed flames are very sensitive to flame-turbulence interactions and therefore, when 

performing modelling studies, the selected chemistry model has to be able to capture these 

effects. Besides, hydrogen is an important intermediate species in the oxidation of 

hydrocarbons as well as of oxygenated fuels. The elementary kinetics of H, O, OH, HO2 and 

H2O2 determine the composition of the radical pool in other fuel reaction systems. In general, a 

detailed chemical mechanism is needed for accurate modelling of the flames, which can be 

useful for in-depth understandings of hydrogen combustion kinetics as well as hydrocarbons. 

Numerous kinetic mechanisms about hydrogen/hydrocarbon have been proposed and validated 

through various experimental data in the literature, e.g. [12-18]. However, three-dimensional 

calculations with detailed chemistry are usually prohibitively expensive when one tries to 

resolve all the relevant scales. Accordingly, there have been studies using simplified 

approaches to the combustion kinetics such as the flamelet generated manifold reduction, e.g. 

[19, 20]. 

A noticeable and expensive study using three-dimensional direct numerical simulation (DNS) 

with detailed chemistry was performed for the investigation of flame stabilization in a lifted 

hydrogen jet flame [21]. Analysis of the relative locations of key intermediate species and 

reaction flux show the presence of autoignition as a stabilization mechanism occurring near the 

flame base. Other studies with different detailed kinetic mechanisms were carried out for 

hydrogen-air mixtures using the LES approach [22, 23], the joint scalar PDF method [7], and 

the conditional moment closure model [24]. However, comparisons of the mechanisms were 

generally restricted to simple zero- or one-dimensional laminar computations, like ignition in a 

fully premixed mode, freely propagating laminar premixed flames or counter-flow flames. 

Numerical simulations of the TNF cases or other flames with evaluation of detailed 

mechanisms have been performed in two-dimensional domains [7, 25, 26]. Since turbulence is 

intrinsically a three-dimensional phenomenon and turbulent flames in three-dimensional 
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computations are necessary for understanding combustion in practical systems, it is important 

to perform a study on the influence or performance of different chemical kinetics on modelling 

the turbulence-chemistry interactions for nonpremixed turbulent flames in a three-dimensional 

domain.  

Prediction of turbulent flames also requires proper turbulent mixing models to represent the 

flow field structures. It is generally accepted that large eddy simulation approaches exhibit 

improved predictions for unsteady mixing processes compared to the traditionally used 

Reynolds-averaged Navier-Stokes modelling methods [27]. The LES approach is based on 

resolving the large scales of the flow and modelling the small scales. It is used to study the 

complex unsteady turbulent reacting flows in this work. LES of reacting flows has been 

extensively applied to study both nonpremixed and premixed jet flames, including 

ignition/extinction processes [28, 29]. Ignition events in LES take place at small scales and 

therefore subgrid scale models are required. In this context, the linear eddy model (LEM) [30, 

31] is employed to represent the turbulence-chemistry interactions.  

The present study aims at testing and validating several kinetic mechanisms to model the 

combustion of hydrogen-enriched fuels. This work provides a practical way to investigate the 

mechanisms concerning the identification of chemical pathways, the evaluation of 

performances, and the validation of chemistry reduction techniques. A brief description of the 

test case for validation is given in the next section, followed by concise descriptions of the 

chemical mechanisms, the main aspects of the LES-LEM approach and the numerical setup. 

Results are reported and compared with experimental data subsequently. Then analyses on 

ignition delay times are carried out and some conclusions are drawn at the end. 

 

2. Test case description 

The flame considered in this work is one of the series of nonpremixed H2/N2/air jet flames in 

the database of TNF Data Archives-DLR [11]. The denoted flame M2 is the combustion of 

hydrogen diluted in nitrogen with a composition of 75% H2 + 25% N2 in mole fraction. 
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Detailed descriptions of the experiments and the characteristics of flame M2 can be found in 

the literature [11]. The nozzle diameter of the burner is D = 0.8 cm, and the inlet velocity is ujet 

= 4230 cm/s, based on which the Reynolds number is calculated as Re = 9300. The fuel ejected 

to the tube nozzle inlet is diluted in N2 to reduce the heat losses by radiation. The flame is 

stabilized by a coflow air at 30 cm/s. The ignition procedures can be established by either a 

spark or a pilot. This case was selected because the flame is characterised by preferential 

diffusion at the upstream locations and the turbulence-chemistry interactions are obviously 

stronger than those in a laminar flame.  

The computational solution domain is a three-dimensional cylinder, of an extent (0, 25D) in the 

axial (z) direction, and (0, 11D) in the radial (r) direction. An extrusion of 0.3cm is included in 

the bottom which accounts for the fuel injection tube. A schematic representation of the 

computational domain is shown in Fig. 1. 

At the inlet plane, a top hat velocity profile is defined. The coflow boundary is treated as a 

non-slip wall. The fuel is a mixture of hydrogen and nitrogen, while the coflow is air. The fuel 

jet and coflow temperatures at the inlet are set to be 1100 K and 298K, respectively. The hot 

fuel ejected into the air leads to autoignition. A Dirichlet-type boundary condition for the 

pressure is used at the azimuthal boundary. In the exit plane, non-reflecting continuative 

boundary conditions are imposed to avoid reflection of acoustic waves back into the domain. 

 

3. Model description 

The physicochemical models and the numerical procedures used in the simulations are 

described in this section, including three sub-sections dealing with the chemical mechanisms, 

the LES-LEM approach and the numerical procedures. 

3.1 Reaction mechanisms for hydrogen combustion 

A large number of detailed, reduced or global mechanisms including H2/O2 kinetics can be 

found in the literature. Most of the detailed ones are dedicated to the combustion of 



6 
 

hydrocarbons with sub-mechanisms for H2/O2 kinetics, but an accurate description of the H2/O2 

subset is also essential for the overall performance of hydrocarbon mechanisms. In this study, 

five most recent mechanisms are selected, which have been widely used and/or validated for 

hydrogen combustion. 

The well-known Gas Research Institute (GRI) mechanism has been developed for C1/C2 

kinetics [16]. It is an extensively used standard kinetic mechanism for modelling the 

combustion of hydrocarbons. Although it is optimised for nature gas, validations against 

experimental data have also been performed for hydrogen combustion [33, 34]. The most 

recent version “GRI-Mech 3.0” including 28 reversible reactions for H2/Air kinetics is used in 

this study.  

Based on the GRI3.0 (represents “GRI-Mech 3.0” hereinafter), some recently improved 

mechanisms for hydrogen combustion can be found. A comprehensive H2-CO mechanism by 

Davis et al. [12] used the 20 reactions contained in GRI3.0 for H2/O2 chemistry, listed in Table 

1, with a few rate coefficients updated. Furthermore, Hong et al. [13] presented a mechanism 

based on the same 20 reactions in a form identical to that found in GRI3.0; however most of 

the reaction rate constants from the GRI3.0 mechanism are not retained. 

Another well-established scheme for hydrogen combustion is a 19-step detailed mechanism in 

which (R14) H + HO2 = H2O + O was not included [17]. Mechanisms premised on it have been 

developed for years. One of recent mechanisms by Ó Conaire et al. [14] shows good agreement 

when validated against experiments at temperatures ranging from 298 to 2700 K, pressures 

from 0.05 to 87 atm, and equivalence ratios from 0.2 to 6. It is also employed in the 

calculations performed.  

In addition to the detailed mechanisms, a most recent reduced mechanism by Boivin et al. [15] 

which represents a 3-step or 12-step reduced finite-rate chemical kinetic mechanism based on 

the fuel mixture is considered in this study. It is a reduction from the well-known San Diego 

kinetic mechanism [18] by an assumption of OH, O and H2O2 being in steady-state. It was 

designed to deal with high-temperature autoignition and flame propagation. Specifically, a 
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correction was included in the mechanism based on an eigenvalue analysis of the chain 

reactions (R1-R4) between reactants and the main radicals, to improve autoignition. This 

mechanism has been successfully applied to flame M2 [35]. 

The five chemical mechanisms considered in this work – GRI3.0 [16], Davis et al. [12], Hong 

et al. [13], Ó Conaire et al. [14] and Boivin et al. [15], are listed in Table 2. According to the 

literature, all of these mechanisms have been validated in some kinds of 

premixed/nonpremixed laminar flames, as well as autoignition tests, for a wide range of 

pressure, temperature and equivalence ratio. 

3.2 Mathematical model 

By resolving all relevant length scales, the LEM accounts for the effect of turbulent mixing 

effectively. It has the ability to demonstrate the small scale processes taking place in the flow 

which are of great importance to precisely describe turbulent mixing and combustion [30]. One 

of the main advantages of the LEM is its ability to directly incorporate the chemical reaction 

term without any modelling assumption since all subgrid scales are resolved by the LEM solver. 

The physical process including subgrid turbulence convection, molecular diffusion and 

chemical reaction are modelled in a one-dimensional domain immersed in each LES cell 

according to the conventional LEM approach proposed by Kerstein [31, 32]. LEM works on all 

temporal and spatial scales. Due to its simplicity, LEM allows for parametric studies such as 

varying the turbulence intensity, and performing large scale simulations under affordable 

computational costs.  

Similar to other conventional LES methods, the LES-LEM approach calculates the large scales 

explicitly by the filtered transport equations, while the unsolved small scales are dealt with 

using subgrid models. The spatially Favre filtered governing equations are the mass 

conservation equation, the momentum transport equations, the energy conservation equation 

and the subgrid kinetic energy equation, which is used to close the subgrid stress in the 

momentum equation through an eddy viscosity model. One can find this set of equations as 

follows or elsewhere [4, 27]. 
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In above equations, x1 = X, x2 = Y and x3 = Z are used; subscript sgs represents subgrid scale 

variables; ui is the Favre filtered ith velocity component. ρ,	p,	e are the density, pressure, and 

internal energy respectively, while sgsk , jq , sgs
jh , sgs   and cQ   are the subgrid turbulent 

kinetic energy, heat flux, subgrid scale enthalpy flux, subgrid scale viscous work and heat 

release respectively. In Eq. (4), sgs
t νν C k    is the subgrid eddy turbulent viscosity; Sij and τij 

are the strain rate tensor and filtered stress tensor respectively. Prt is the subgrid Prandtl 

number, and Cε, Cν are constants. 

The velocity field is split into a filtered LES-resolved part ju  and a fluctuation component 

which can be in turn decomposed into an LES-resolved fluctuation ju 
 
and an unresolved 

subgrid fluctuation ju  . This general decomposition of the instantaneous velocity field can be 

written as j j j ju u u u    . With which the species conservation equation can be written as: 

    m cm
j j j m m m

j j j

ρY Y
ρ u u u Y ρD ρ

t x x x

                 
         (5) 

where Ym is the mass fraction of the species m, c
mρ represents the source terms. Eqs (4) - (5) are 

solved by an explicit scale separation approach. The subgrid scale processes considered in this 

study are the molecular diffusion and the turbulent stirring, since chemical reactions are not 

resolved in the one-dimensional LEM domain in this work. The process of large-scale 
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advection is implemented separately in the resolved field with contributions from the subgrid 

scale. Eq. (5) is split into two sub-steps in the implementation: 
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where ΔtLES is the timestep from n to n+1, Yn+1/2 is the mass fraction in the intermediate stage. 

Eq. (6) represents the subgrid scale process. In LEM, this scalar transport is computed by 

solving a one-dimensional reaction-diffusion equation with a turbulent advection model. 

Accordingly, it leads to the following expression: 

 1m m
m stir

Y Y
ρD F

t ρ s s

          
        (8) 

where s represents the coordinate along the LEM domain, and Fstir is the advection by small 

scale fluctuations (stirring) modelled by the triplet map [31]. Eq. (8) is time integrated using a 

time step Δtdiff imposed by the local subgrid diffusion (or chemistry) scales and determined by: 
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where Cdiff is a constant taken as 1.0 for numerical stability purpose, Δ is the size of the LEM 

cell. The effect of the subgrid convection is represented by Fstirr which is modelled as in the 

original LEM model by the stochastic triplet map. These events are characterised by two 

parameters: a mapping frequency and a probability density function of subgrid turbulent eddy 

size l, given by [36]: 
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where η represents the Kolmogorov length scale, Cλ is a model constant. In the above equations, 

sgsRe u ν    is the subgrid Reynolds number. From the frequency λΔ, the time step among 

triplet-map events can be determined as: 

 1
stirt

λ
 

  
      (12) 

The convective transport caused by the resolved field and the turbulent fluctuations is 

accounted for by the implementation of a Lagrangian volume-of-fluid method using the 

splicing technique proposed by Kerstein [31, 32]. Considering that the small scale turbulent 

fluctuations are isotropic, the unresolved scale flux is estimated from the subgrid scale 

turbulent kinetic energy, while the resolved scale flux is computed directly from the LES 

equations.  

3.3 Numerical algorithms 

The LES-LEM approach is implemented in a parallel unstructured finite-volume code [4, 37] 

that solves the above time-dependent governing equations. Careful attentions are needed for 

defining the timestep of the simulation in the computations. The spatial differencing is 

computed in two steps. Step 1 corresponds to the computation of the diffusive terms present in 

the momentum, energy and mass conservation equations, to obtain the pressure field by the 

conjugate residual method through a modified SIMPLE algorithm. The one-dimensional 

subgrid scale diffusion equation is computed and coupled to the filtered equations. The 

convective transport of the scalar variables and momentum fluxes are computed in Step 2 using 

a quasi-second order upwind differencing approach. Here in the reaction sub-step of the LEM 

calculations, the mixture in each cell reacts and proceeds to the next step through an adiabatic 

constant-pressure process. The cell thermo-chemical composition is taken to be temperature, 

species mass fractions and density. The chemical time scale should be smaller than the time 

scale in turbulence. In this work, time step in chemical reaction calculation was set as one fifth 

of the turbulent time step and no more than 0.5 μs. The reaction equation is integrated using the 

DVODE solver [38, 39]. In a CFD calculation that uses detailed chemistry, the computational 
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time spent in the reaction computation is in general dominant. Numerical integration is used in 

marching the solution in time, with the diffusion computed implicitly.  

Several tests were performed for flame M2 using the five mechanisms in this study. These tests 

were performed on grids of 0.8 million and 1.2 million, respectively; and with time averaging 

over at least 30000 steps (more than 60 ms) after the ignition. The comparisons of these tests 

with different meshes show that the numerical errors of both time averaged velocities and 

temperatures are generally no more than 2% (with respect to the radial profile in three axial 

locations). The results reported in this work were computed on the grid of 0.8 million. The 

mean and root mean square (RMS) results presented in this article represent data obtained from 

the plane of x = 0. 

 

4. Results and discussion 

4.1 Instantaneous results 

Fig. 2 illustrates the three-dimensional instantaneous iso-surfaces of temperature and vorticity 

magnitude; the instantaneous results represent 24 ms after the beginning when the flame 

reached the outlet boundary. The cross-stream vorticity component ω1 for the five 

computational cases at a given time instant is defined as: 

 32
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3 2

uu
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The flames are observed to be different in high temperature regions, in terms of 

three-dimensional shapes and vortical structures at this time instant. The case using the reduced 

mechanism by Boivin et al. [15] is more laminar-like since the flame shape seems to be 

smoother than that produced by the detailed mechanisms. Similar phenomena can be observed 

in the top of Fig. 3 which presents the instantaneous cross-sectional temperature contour plots 

at the same time instant. Focusing on the vorticity magnitude in Fig. 2, the selected iso-surfaces 

mainly exist in the shear layer and the head regions because of the large velocity gradients in 

these regions. Complex vortices transport heat and fuel mass by convection and this transport 
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phenomenon leads to inhomogeneity and promotes large density and pressure gradients that 

continue vorticity generation. However, the vorticity distribution range in the cases of four 

detailed mechanisms is broader than that predicted by the reduced mechanism. Considering 

together with the flame shape, it can be qualitatively thought that the flame structures are 

affected by the kinetic mechanisms considerably.  

Comparing the mean flame temperature profiles at the same cross-section in Fig. 3, it is 

obvious that the reduced scheme produced the highest temperature in comparison with the 

other four detailed mechanisms. Another noticeable feature in instantaneous temperature 

profiles is that the flame heights are not the same. This is mainly because of the different 

ignition times which will be discussed subsequently. 

4.2 Comparison with experiments 

A quantitative comparison of the flames obtained in the five simulations is presented in Fig. 

4(a)-(c). It represents profiles for mean values and RMS fluctuations of the temperature, mass 

fractions of the main species H2, O2, H2O at axial locations of z/D = 5, z/D = 10 and z/D = 20 

versus r/D, as obtained with mechanisms of GRI3.0 [16], Davis et al. [12], Hong et al. [13], Ó 

Conaire et al. [14] and Boivin et al. [15]. The simulated results are presented in five line plots 

while measurements are shown by circular symbols. Generally, qualitative agreements between 

the predictions and experimental data are observed for all chemical mechanisms employed. 

Most trends in both mean and RMS profiles are well captured by the LES–LEM approach with 

the chemical kinetics considered. This indicates that the LES-LEM method and all the 

mechanisms have the ability to describe the flame M2. 

For the mean values, all the simulations capture the trends well, except the mean temperature 

profiles in the vicinity of the symmetry axis (r/D< 1), as shown in Fig. 4(a)-(c). The inlet fuel 

temperature in the simulation was 1100 K which led to auto-ignition taking place, while it was 

spark ignition under ambient temperature of 298 K in the experiments. The difference between 

the spark ignition and numerical initial conditions may contribute to the large deviations (about 

500 K) between the predictions and the experiments near the centreline, while this kind of 
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disagreement does not appear in the species predictions. Except that, the agreement between 

the mean values and experiments is reasonable. The maximum temperatures predicted by the 

four detailed mechanisms are very close if the small difference in averaging period for the 

statistical analysis is taken into consideration. Meanwhile the reduced mechanism 

overestimates the maximum temperature by 200-300 K compared to the experiments. This is 

an inevitable drawback of using explicitly reduced chemical mechanisms [15]. Because the 

reduction techniques were performed with fewer intermediate species and/or steady-state 

assumptions for certain species in comparison with detailed schemes, the reduced mechanism 

could lead to over prediction of combustion heat release. In Fig. 4, it can be noticed that the 

positions of temperature peaks are generally well represented by the simulation results, 

especially at downstream locations. 

RMS fluctuations in the simulations are comparable to the experimental measurements in terms 

of the overall tendency, but large differences are observed in the magnitudes and the peak 

values are not well reproduced. Specifically, the results generally under predicted the upstream 

peak values. However, the magnitudes and peak values were well captured in the downstream 

plane z/D = 20. This is reasonable because the upstream flame evolves with a well-defined 

shear layer largely affected by the inlet conditions, but the flame becomes turbulent and 

wrinkled as it progresses downstream which is less dependent on the inlet conditions. The 

experimental perturbations at the nozzle inlet are complex with uncertainties, which cannot be 

reproduced by the artificial oscillations in velocity profiles employed in the simulations. 

On the basis of species mass fraction, the profiles of mixture fraction in the same plane are 

shown in Fig. 5. The mixture fraction ξ in this study is defined as:  
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where YK and MK are the total mass fraction of element K (H or O) and molecular weight of 

element K; YK,1 and YK,2 are the element mass fractions in the unburnt fuel and in the coflow air, 

respectively. The stoichiometric mixture fraction is determined as ξst = 0.14. The correct 
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prediction of mixture fraction is essential to the calculation of nonpremixed turbulent 

combustion [7]. Radial profiles of mean mixture fraction derived from the five mechanisms are 

shown in Fig. 5. The agreements between all the calculations and the experimental data are 

generally acceptable. There are small but discernible differences between the calculations. 

Particularly, the prediction given by Boivin et al. mechanism [15] is slightly higher than the 

other four detailed mechanisms in the outer flame regime. It predicts most accurately 

downstream in the plane z/D = 20 when r/D>1.5, while all the four detailed mechanisms under 

predict the mixture fraction.  

As mentioned above, both the mechanisms by Davis et al. [12] and Hong et al. [13] use the 

same kinetics as GRI3.0 [16], but the predictions by Davis et al. [12] and GRI3.0 [16] are 

closer for many variables, even in the RMS fluctuations, especially in the plane z/D = 5 which 

represents the flame base. However, it is not conclusive to say which scheme is more accurate 

or consistent than the others from the profiles since the four detailed chemical kinetic 

mechanisms present similar and well-enough predictions. To further evaluate the numerical 

results against experiments, scatter plots of temperature and species mole fractions are 

presented in Figs. 6–7. Only the Davis et al. [12], Ó Conaire et al. [14] and Boivin et al. [15] 

mechanisms are selected as typical cases for simplicity considerations. 

In Fig. 6(a)-(b), the four rows of figures correspond to instantaneous experimental data, as well 

as numerical results by Davis et al. [12], Ó Conaire et al. [14] and Boivin et al. [15]. The data 

include temperature and three main species which cover nearly 1200 samples or a time 

evolution of about 50 ms. In Fig 6(a), the scalar plots correspond to probing at the point [r/D, 

z/D] = [1.0, 5.0] which is close to the flame base in fuel-rich zones. The experiments show that 

temperature is distributed along the adiabatic equilibrium condition (solid line) and 

concentrated around a mixture fraction ξ = 0.2, indicating that is the most reactive area. The 

range of fluctuating temperature values is not well illustrated for the same reason of inlet fuel 

conditions, but all the distributions of species are in good agreement. When focusing on the 

mixture fraction, it can be seen that Ó Conaire et al. [14] exhibits the best agreement in which 

the value range is precisely reproduced. For the next scatter plots in Fig. 6(b), results are shown 
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for another probing point located downstream at [r/D, z/D] = [3.125, 20.0] which is turbulent in 

fuel-lean zones far from the nozzle inlet. Therefore, the influence of the inlet condition is 

negligible due to dissipation. As expected, the temperature and species are more similar to the 

experiment than those at the first probing point. Although the reduced kinetics of Boivin et al. 

[15] matches the mixture fraction fluctuation range well, the scatters tend to concentrate in the 

mixture ξ ≈ 0.02-0.08 rather than in the lean mixture from zero as that in the experiments. The 

scattering of the points in the vertical direction of these plots is much thinner than that of the 

experiments, as shown in Fig. 6. It can be mainly attributed to the weaker RMS fluctuations in 

temperature and species profiles. 

This study further compares the key intermediate species HO2, H and OH between the three 

detailed mechanisms, which were not measured in the experiments. Scalar plots of 

instantaneous species mass fraction versus mixture fraction are shown in Fig. 7, as obtained by 

chemistry of Davis et al. [12], Ó Conaire et al. [14] and Boivin et al. [15]. The data include all 

the points in the planes z/D = 5 (blue scatters) and 20 (red) but eliminate non-reacting points (T 

< 500K) for better visual effects. Radical OH in the reduced Boivin et al. scheme [15] was not 

computed directly; instead it was estimated using the steady-state expression [15].  

The recombination reactions involving the radical OH with either H2 or radical HO2 (R3, R6, 

R14) constitute the main chemical pathway for H2O formation in hydrogen combustion. 

Therefore, as OH is formed at temperature peaks [35], it is in these regions where most of the 

H2O is formed. This process is well characterised by all the mechanisms and is confirmed 

through the different structure of OH concentration in Fig. 7 combined with temperature and 

H2O profiles in Fig. 3. 

However, there are significant differences in the prediction of hydroperoxyl radical HO2 by the 

three mechanisms. First, the reduced chemistry significantly under predicts HO2 mass fraction. 

The second difference is that the HO2 peaks correspond to the mixture fraction near ξst by the 

Boivin et al. mechanism [15] while the calculations by detailed kinetics are in lean mixtures. 

Previous studies [10, 19] also proved that the chemical production for HO2 radical occurs in a 
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relatively narrow zone in the very lean mixture fraction. Even employed a 12-step reaction 

scheme, the reduced chemistry still cannot predict HO2 as precise as detailed kinetic schemes 

do. Another difference would be the cone zone shapes of HO2 scatters. As can be seen, the 

shape by Ó Conaire et al. [14] has a small shift to the right with the mixture fraction as the 

flame propagates downstream. In contrast, the predictions of H radical did not show so many 

dissimilarities by the three kinetic schemes. 

Reactions R1 and R9 are of vital importance as they play a key role in controlling the chemical 

pathways in the ignition zone, and HO2 typically peaks in ignition zones. HO2 is mainly 

produced by reaction R9 from consumption of H radical and oxygen. So that upstream HO2 

sinks in very lean mixtures. With radical H accumulating upstream, radical HO2 starts being 

consumed with H through reaction R10 further downstream. Therefore, HO2 concentrates in a 

richer mixture fraction. The mechanism of Ó Conaire et al. [14] gives a better representation of 

this process, as confirmed by comparison of HO2 distributions in the two planes.  

In addition to the scatter plots, flux analyses of the contributions of chemical reactions in 

species conservation equations Eq. (5) are performed for radicals H and HO2, as shown in Fig. 

8. The intensity of source terms is plotted versus radial distance. The different 

turbulence-chemistry interactions of radicals H and HO2 upstream and downstream are 

demonstrated again. 

4.3 Discussion 

Comparison of the shapes of the mean and RMS profiles in the flame, shown in Fig. 4, 

indicates that the mixing layer between hot fuel and the coflow is not well reproduced in the 

simulations. The simulated flames are generally wider than the experimental flame. This may 

be due to differences in the sampling methods used to obtain the RMS values in the simulations 

and experiments, in addition to the different inlet boundary conditions. Taking into account 

these differences, the flame simulations mostly capture the correct trends, indicating the 

impacts of the chemical kinetics on turbulence-chemistry interactions, which is the main 

objective of the present work.  
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The detailed and reduced chemical schemes predict the mean values and RMS fluctuations 

very similarly for the main species. However, the maximum temperatures are generally over 

estimated about 200-300 K by the reduced scheme, as shown in Figs. 3-4. The key intermediate 

species analyses shown in Figs. 6-8 confirm that the detailed mechanisms are generally more 

accurate in describing the turbulence-chemistry interactions as the flame evolves, whereas the 

reduced mechanism is insufficient for predicting some radicals. 

 

5. Analysis of the ignition delay time 

This work was mainly aimed at performing a comparative study of different chemical kinetic 

mechanisms in a three-dimensional domain with LES approach. To further assess the five 

chemical kinetic schemes, the standard ignition delay time (IDT) has been analysed which 

largely decouples the effects of mixing and turbulence from chemistry. For the IDT analysis, 

simple calculations using the homogeneous model at constant pressure (1 atm) and enthalpy 

were carried out. The results were validated with shock tube experiments for stoichiometric 

hydrogen/air mixtures performed by Snyder et al. [40], Slack [41], Craig et al. [42], as shown 

in Fig. 9. Only part of the experimental data was selected [33]. The tests were accomplished 

using an in-house code modified from the well-known SENKIN code [43]. 

The definition of the IDT is of great importance, which can lead to different results. In previous 

studies, the IDT has been defined for DNS using the heat release rate [9]. One possibility is to 

define IDT as the time at which the marker variable, such as the temperature as well as radical 

H or OH, reaches the maximum temporal gradient. However, these definitions become 

problematic for turbulent LEM simulations and sometimes they may incorrectly predict 

autoignition. LEM is a stochastic model that can generate large gradients when a stirring event 

occurs, making it difficult to use gradient as a criterion for defining ignition [38]. In this work, 

the ignition delay time was taken as the instant when both the maximum temperature increased 

by 800K compared to the inlet fuel condition and the maximum mass fraction of radical OH 

reached 10-3 during a series of 100 computation steps. In fact, the tests indicated that the two 
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criteria can almost be reached at the same time. The upper limit of IDT in the tests is set to be 

100 ms.  

In Fig. 9, computed ignition delay times as a function of the inverse of temperature for the 

various reaction mechanisms are compared with these measurements. The IDTs given by the 

five mechanisms are very close when the temperature is relative high (over 1100K). In the 

lower temperature regions, the mechanisms of GRI3.0 [16] and Hong et al. [13] considerably 

over predict the ignition delay time. In the meantime, mechanisms of Davis et al.[12] and Ó 

Conaire et al.[14] agree well for temperatures around 900-1000K, and the Ó Conaire et al. 

yields slightly better agreement. The predictions from the reduced mechanism fall in-between 

the two sets of kinetics. 

Autoignition tests have also been performed for the flame M2 (75% H2 + 25% N2) with all the 

five mechanisms. The ignition delay times obtained are shown in Fig. 10. The IDTs from the 

mechanisms of Hong et al. [13] and Ó Conaire et al. [14] are almost identical to GRI3.0 [16]. 

All of them could not ignite within 100 ms when the initial temperature was decreased to 1045 

K. The Boivin et al. mechanism [15] had much shorter IDTs than the other mechanisms when 

the initial temperature was below 1200 K. The Davis et al. mechanism [12] led to IDTs shorter 

in lower temperatures but longer in high temperatures when compared to others. This detailed 

H2/CO mechanism can lead to autoignition at 1020 K but requires a long IDT which is 

hundreds times of that of the reduced mechanism. 

The different behaviours of the five mechanisms in the LES-LEM calculations can be related to 

their IDTs. It can be found that the shorter IDT is usually accompanied with higher conditional 

mean temperature. It is consistent with a previous study on methane flames [7]. The 

characteristics of IDT for three-dimensional flames are markedly different from the simple 

homogenous case when the two figures are examined. Only the reduced mechanism presents 

similar variations. Both modified from GRI3.0 [16], the Davis et al. [12] kinetics exhibits 

improved IDTs compared to Hong et al. [13], as shown in Figs. 9-10. 
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6. Conclusions 

A comparative study of five combustion kinetic mechanisms using the LES-LEM approach 

validated against a well-known nonpremixed hydrogen flame has been carried out. The five 

mechanisms including four detailed schemes (GRI3.0 [16], Davis et al. [12], Hong et al. [13], 

Ó Conaire et al. [14]) and one reduced scheme (Boivin et al. [15]) have been applied to the 

flame modelling of nonpremixed hydrogen combustion. This work highlights the necessity of 

accurate description of the chemical kinetics in LES of reacting flows. The performance of 

different chemical mechanisms is examined through comparison of the calculations with the 

experimental data, including instantaneous and means profiles, RMS fluctuations and ignition 

delay tests. The principal conclusions are as follows: 

(1) All the five mechanisms yield comparable agreements with experimental data for 

temperature and the main species (H2, H2O, O2).  

(2) The reduced kinetics over predicts the temperature peaks by 200-300K. And it displays 

significant inaccuracies in radical HO2 predictions. The steady-state assumption of radicals O, 

OH, H2O2 by the reduced mechanism has a strong impact on HO2, showing a much lower mass 

fraction and reaction rate. 

(3) The models with different combustion kinetics differ significantly in producing key 

intermediate species (HO2, H, OH) which represent different chemical pathways as the flame 

progresses downstream. The analyses on source term flux and scalar mass fraction plots 

indicate that accurate prediction of the intermediate species is important for the study of 

turbulence-chemistry interactions. 

(4) The IDTs from simple homogeneous tests cannot be used to evaluate the IDTs for 

modelling practical flames, especially with detailed chemistry. To an extent there is a consistent 

pattern among the IDTs and the turbulent flame calculations for the different mechanisms, such 

as in the prediction of mean temperature profiles. 

For the relatively simple test condition, all kinetic models show reasonable agreements 

especially for the mean quantities including species concentrations. Based on investigation of 
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the intermediate species, it is observed that the mechanism by Ó Conaire et al. [14] could 

possibly give the best results among the five kinetic mechanisms. However, the reduced 

kinetics by Boivin et al. [15] results in a significant speed-up at nearly 75% in the 

three-dimensional case compared to the detailed ones, which is computationally advantageous.  
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Tables  

Table 1 H2/O2 reaction mechanism 

 No. Reaction 

Hydrogen-oxygen  

chain reactions 

R1  H + O2 = OH + O 

R2  H2 + O = OH + H 

R3  H2 + OH = H2O + H 

R4  H2O + O = 2OH 

Hydrogen-oxygen  

direct recombination 

R5  H + H + M = H2 + M 

R6  H + OH + M = H2O + M 

R7  O + O + M= O2 + M 

R8  H + O + M = OH + M 

Hydroperoxyl formation 

and consumption 

R9  H + O2 + M = HO2 + M 

R10  HO2 + H = OH + OH 

R11  HO2 + H = H2 + O2 

R12  HO2 + H = H2O + O 

R13  HO2 + O = OH + O2 

R14  HO2 + OH = H2O + O2 

Hydrogen peroxide  

reactions 

R15  OH + OH + M = H2O2 + M

R16  HO2 + HO2 = H2O2 + O2 

R17  H2O2 + H = HO2 + H2 

R18  H2O2 + H = H2O +OH 

R19  H2O2 + OH = H2O +HO2 

R20  H2O2 + O = HO2 + OH 
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Table 2 Chemical mechanisms used in the LES-LEM calculations 

Mechanism No. species No. steps With Ar/He Ref. 

GRI3.0* 10 28 Ar [16] 

Davis et al.  16 38 Ar/He [12] 

Hong et al. 10 20 Ar [13] 

Ó Conaire et al. 10 21 Ar [14] 

Boivin et al. 8 3 or 12 None [15] 

*the carbon contained part was removed to accelerate the calculation
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Figures 

 

Fig.1 Schematic of the computational domain. 

  

 

Fig. 2 Top: instantaneous three-dimensional iso-surfaces with iso-values of 800K (blue), 
1500K (green) and 2200K (red); Bottom: instantaneous three-dimensional iso-surfaces 
of vorticity magnitude (ω1 = 500 1/s) flooded by temperature. All plots are for the time 
instant of 0.024s and correspond to the mechanisms of GRI3.0 [16], Davis et al. [12], 
Hong et al. [13], Ó Conaire et al. [14], and Boivin et al. [15] from the left to right. 
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Fig. 3 Top: instantaneous cross-sectional temperature profile at time = 24 ms; Bottom: mean 
temperature in the plane of x(r) = 0. From the left to right: GRI3.0 [16], Davis et al. 
[12], Hong et al. [13], Ó Conaire et al. [14], and Boivin et al. [15]. 
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Fig. 4 Mean and RMS profiles for the temperature and mass fractions of selected species (H2, 
H2O, O2) at (a) z/D = 5, (b) z/D = 10 and (c) z/D = 20 obtained from the five 
mechanisms (curves) in comparison with experimental data (circles). 
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Fig. 5 The predicted mixture fraction profiles in the planes of z/D = 5, 10, 20 compared with 
experimental data, symbol/line legends are the same as in Fig. 4.  

 



33 
 

 



34 
 

 

Fig. 6 Scalar plots of temperature and mass fractions of selected species (H2, O2, H2O) at the 
points of (a) z/D = 5.0, r/D = 1.0, (b) z/D = 20.0, r/D = 3.125 versus mixture fraction 
as obtained with Davis et al. [12], Ó Conaire et al. [14], and Boivin et al.[15] 
mechanisms in comparison with experiments. The solid black line represents the 
equilibrium adiabatic temperature. 
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Fig. 7 Scalar plots of species HO2, H and OH versus mixture fraction in the planes z/D = 5 
(blue) and z/D = 20 (red), samples with T < 500K are omitted for simplicity. 

  

Fig. 8 Contributions of reaction in species conservation equations for radicals H (left) and 
HO2 (right), in the planes of z/D = 5 (fine lines), and z/D = 20 (thick lines), 
respectively. 



36 
 

 

 

Fig. 9 Ignition delay time predicted by the five mechanisms for stoichiometric H2/air mixtures 
compared with shock tube data. 

 

 

 

Fig. 10 Ignition delay time calculated with the five mechanisms for flame M2. 

 


