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Abstract

This thesis investigated the design decisions and associated optimisation

methods of a 1.3 GHz Multiple Beam Klystron (MBK) for use in the Compact

Linear Collider (CLIC). In this regard refinements have been made both to the

MBK design, and investigation and optimisation methods used. The high desi-

red efficiency of 80% requires low perveance beams, to achieve the specification

output power 20 beams are needed.

The choice of cavity used in the interaction structure of a klystron has a large

impact on its size and efficiency. To optimise this a number of possible cavity

designs were produced and compared to confirm selection of the most appro-

priate. The fundamental mode (TM0, 1, 0) coaxial cavity was selected due to its

superior R/Q of 130-210 Ω and suitability as a 2nd harmonic cavity. Although

the dipole mode proved to be close in frequency to the operating mode (within

≈ 50 MHz), raising concerns of stability issues in an MBK. A novel model was

developed using standard wake field theory to investigate the effects of this

mode the klystron’s stability. A strategy for shifting this mode using a coupled

shifting gap was proposed and achieves a shift of ≈ 125 MHz, although the

models findings suggest it is not a significant problem.

Existing methods of calculating dipole and higher order modes proved time

consuming thus impeded a fully investigation of stability issues. An extended

method of moments model allows efficient calculation of monopole and higher

order modes. The model’s basis functions are altered to represent a range of

TM and TE modes with azimuthal variation, allowing their rapid and accurate

calculation.

Optimising the klystron interaction structure by hand to find a viable confi-

guration revealed shortcomings in this standard approach, although the target
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efficiency was achieved. An algorithmic approach was deemed necessary to al-

low a full investigation within reasonable time limits. The field of evolutionary

algorithms is presented and an evolutionary algorithm to automate the optimi-

sation of klystron interaction structures was developed. A number of important

related issues were dealt with and suitable interaction structures (optimised for

efficiency, bandwidth, length and electron exit velocity) produced.

Finally a design was proposed for both the input and output couplers which

is inspired by a coupler used in a gyrotron. Unconventionally, the latter exits the

tube axially avoiding the focusing solenoid, but excessive heating may preclude

its use.
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Nomenclature

Klystron Nomenclature

Tube properties

f Operating Frequency also repre-

sented as ω

N Number of beams

Pin RF input power

Pout RF output power

Pav Average RF output power

tpulse Pulse repetition frequency

fpulse RF pulse width

D Duty cycle (%)

ηt Total efficiency

ηe Electronic efficiency

G Gain at saturation

Beam properties

Vb Beam voltage

Pb DC beam power

Ib0 DC Beam current

Ib1 First harmonic of the beam cur-

rent

a Tunnel radius

b Beam radius

b
a Beam filling factor

u0 Electron velocity

γ Lorentz factor of the electrons

Space charge wave properties

βe Propagation constant

λ0 Free space wavelength

ωp Plasma frequency

λq Reduced plasma wavelength

v
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R Plasma frequency reduction fac-

tor

ωq Reduced plasma frequency

Gap properties

g Half gap length

Vg Gap voltage

Eg Gap electric field

Ig Current driven in equivalent

circuit for the cavity by gap

voltage

Rg Gap shunt impedance

R/Q R over Q

Mθ Gap coupling factor (transit

angle)

Mr Radial gap coupling factor

M Total gap coupling factor

Cavity properties

Q0 Q factor

Qe External Q factor

W Stored energy

Gun properties

K Perveance

jc Cathode current density

rc Cathode radius

conv Area Convergence

Focus properties

Bb Brillouin focusing

Bb Brillouin ratio

B0 Focusing Field

Evolutionary Algorithm Nomenclature

G Number of generations

Populations

P Population

|P| Population size

Decision space

N Number of decision values

X Individual

x Decision vector of member of P

Solution space
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M Number of solution values

z Solution vector of member of P

f fitness

γ score

Superscript

(g) at generation

∗ Optimum

Subscripts

(i) ith individual

(m) Index of mother (mth indivi-

dual)

p relating to parents

s relating to Spartans

φ relating to offspring

F Evaluation function

Strengths

σx search strength

σs kill strength

σµ mutation strength

P(µ) Probability of mutation

r Gaussian random number (0

mean and standard deviation of 1)

Significance

ι Significance index

Operators

[ω] Selection

[f] Fitness

[s] Spartan

[µ] Mutation

[R] Recombination

Reproduction

p number of parents

s number of Spartans

x̄p mean of the parents
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Notation structure

P(g)
subscript Population notation structure

propertysubscript(index) general structure where property = for example x

or f

Method of Moments Nomenclature

hn H field fourier coefficient

en E field fourier coefficient

γ = kc =
√

k2 − k2
z

kz wave number in the guide

β descrete values of kz

Ez electric field maximum in the z

direction

k free space wave number ω/c

A constant

B constant

i azimuthal variation index

ε permitivity of free space

c speed of light

µ permeabilty of free space

ω angular frequency

z longitudinal disance

r radial distance

n longitudinal variation index

an amplitude of term in series

G(k) Relationship between hn and

en

Hz magnetic field maximum in the

z direction

Eθ electric field in the θ direction
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Chapter 1

Literature Review

1.1 Introduction

There is general agreement among physicists that the Standard Model is the

best description available of the fundamental nature of matter. However there

are growing indications that the Standard Model is not able to explain all expe-

rimental observations. The problems can be grouped into Mass, the Unification

of forces and Flavour (the multitude of types of quarks and leptons). Of parti-

cular interest is the origin of mass and whether this is due to the Higgs boson. It

is hoped that particles colliding in the TeV range of energies will provide some

useful observations, on this and other physics.[30]

The current highest energy particle accelerators are hadron colliders, more

specifically proton-anti-proton. LHC1 with a centre of mass energy at collision

of 14 TeV and the Tevatron with 2 TeV are current operational colliders in this

energy range, and it is hoped that these will discover the Higgs boson. If indeed

the Higgs is detected, LHC does not have the precision to determine whether

what has been discovered is in fact the predicted Higgs, or some other Higgs-

like particle. What will be needed is a more precise machine capable of making

further measurements.[31]

It is expected that many of these measurements could be made using a

1Large Hadron Collider

1



CHAPTER 1. LITERATURE REVIEW 2

lepton-anti-lepton collider which would allow the elementary particles to col-

lide directly (a proton being a composite of quarks).[30] The well known pro-

perties of leptons, in respect to the standard model, and ease of polarisation pro-

vide constraints which increase the precision of any measurements taken.[31]

The intrinsic technical problems involved in building a muon-anti-muon

(µ+-µ−) collider, such as the intense proton source and other issues such as

cooling, rule out such a collider at this time. For these reasons it is widely ac-

cepted that the next particle accelerator should be a TeV scale electron-positron

(e+-e−) linear collider.[30] Such a collider must be linear to avoid the loss of

energy via the emission of synchrotron radiation, this is much more severe for

electrons than for protons.

There are two current designs for such a machine; International Linear Col-

lider (ILC), an L-band (1-2 GHz) superconducting linear accelerator; and the

Compact Linear Collider (CLIC), an X band (8-12 GHz) normal conducting li-

near accelerator.[28]

ILC uses klystrons to directly power the cavities which accelerate the beam.

This leads to a complicated, and expensive, beam tunnel design with the RF

(Radio Frequency) sources placed along side the beam tunnel (see fig. 1.1a); this

is further complicated by the use of super conducting cavities.[28]

The Compact Linear Collider (CLIC) study is developing the technology for

0.2 TeV - 3 TeV electron-positron collider based on the Two Beam Acceleration

(TBA) principle. It is being designed with a high centre of mass energy to com-

plement the LHC and continue investigating its findings. In contrast to the

ILC the cavities are not directly powered by the klystrons. The RF sources are

instead used to bunch a “drive beam” from which the energy is extracted to

accelerate the electrons.[30] Figure 1.2 shows the proposed layout of CLIC.
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Figure 1.1: Tunnel Configuration of a direct acceleration (TESLA) and TBA
(CLIC) accelerator showing the relative complexities

The operation of this is similar to that of a transformer. A low-energy, high-

current drive beam travels parallel to the main beam, which is accelerated by

transfer of energy from the drive beam via decelerating RF structures called

PETS (power extraction and transfer structures).[33] To achieve the high colli-

sion energy cost effectively, CLIC must accelerate the electrons using an accele-

rating gradient of 100 MV/m, this is only feasible using high frequency resonant

structures.[33]

The pulsed electron drive beam is accelerated to 2.38 GeV over 1km in the

drive beam accelerator. This is powered directly by 326 klystrons operating at 33

MW. The resulting beam is bunched at 1 GHz, using combiner rings and a delay

loop, this beam is converted into a 12 GHz 68 MW beam. This is distributed

to power the accelerating structures of the main linac via the PETs.[33] This

approach has the advantage of having no modulators or klystrons alongside

the linac (they are placed in a separate facility) enabling the main linac to be

placed in a single small, easily extendable tunnel (see fig. 1.1b).[1]

The TBA principle also allows the designers to avoid using X-Band klys-

trons, instead simpler L-Band klystrons can be used as the drive beam’s fre-
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quency is multiplied by the use of combiner rings.

Figure 1.2: Overall layout of the CLIC complex at 3 TeV[1]

The current specification of CLIC requires a high power drive beam acce-

lerated using RF sources at 1.3 GHz. A number of devices are often used as

accelerator RF sources, the tetrode, the IOT (Inductive Output Tube) and the

klystron. In the case of all of these devices the modulating signal is significantly

smaller than the resultant signal, thus they operate as amplifiers.[34]

A tetrode is a refinement of the triode, where a grid modulates the electron

flow between two plates with a potential applied across them. As the electron

flow across the plates is modulated so is the voltage. However this device can-

not reach the frequencies required due to transit time limitations.[34]

An IOT uses a gridded gun to modulate an electron beam and an RF cavity

to decelerate the beam and extract the energy from it. An IOT can reach high

operating efficiency but the gridded gun and the beam modulation limits the

available power.[34]

A klystron uses a cavity to modulate the beam before using another to ex-

tract the power. Klystrons should be able to supply both the power and effi-

ciency required at the correct frequency. The beam bunching (as opposed to
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beam modulation) allows the current in each bunch to be almost all double the

unmodulated beam current.[34]

Not all of these devices are suitable; the specification (see table. 1.1) however

is beyond the current state of the art and further research and development is

required to achieve the required efficiency and power output.

Table 1.1: Original CLIC specification (now out of date) [28]

Parameter Value Units
Operating Frequency 937.5 MHz

RF Pulse Width 100 µs
Pulse Repetition Frequency 100 Hz

Klystron Peak RF Power 50 MW
Klystron Average Power 500 kW

Efficiency ≥ 65 %
Gain at Saturation ≥ 43 dB

Beam Voltage < 220 kV

1.2 Klystron Operation

Figure 1.3: Single beam klystron schematic[2]

The main type of high power amplifier used as an RF source for high energy

particle accelerators is the klystron, for instance a 1300 MHz 10 MW source

designed by Thales.[34] The basic idea behind the operation of a klystron is

deceptively simple, an input cavity bunches an electron beam which when it

arrives at the output cavity excites an electric field much larger than the field

which caused the bunching, thus acting as an amplifier.
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In more complex terms a small RF signal is coupled to an input cavity with a

similar resonant frequency to its fundamental mode (TM0, 1, 0). As the electron

beam passes through this cavity, and depending on the phase of the electric

field, it is either accelerated or decelerated. This results in a loosely velocity

modulated beam which, if space charge was to be ignored, would converge

into tight bunches before diverging again (see fig. 1.4a).[2]

With the introduction of space charge, the electrons repel each other as they

converge and the bunches are limited in how tight they can become (see fig. 1.4b).

At this point any overtaking is unlikely, apart from at exceptionally high drive

levels (high input power). Very crudely the cavities should be placed at points

where the bunching is greatest. This is certainly true for the output cavity.

(a) Absence of space charge[2] (b) Inclusion of space charge[2]

Figure 1.4: Applegate diagram showing convergence of electrons in time
for a single RF phase[2]

This modulated electron beam travels down the drift tubes2 to the output

cavity which acts as a decelerating structure, converting the kinetic energy from

the beam into RF energy in the cavity. This is achieved by using the high charge

density in the bunches to excite RF currents in the cavity. This is then coupled

out using an appropriate transmission line.[2]

The tightness of the bunching is critical to the efficiency of the tube and

can be greatly increased with the inclusion of intermediate idler cavities. These

2or beam pipes
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extra cavities can, if the resonant frequencies and positions are chosen with care,

not only increase the efficiency, but also the bandwidth.[2]

Due to the way the bunches are formed the beam has a high harmonic

content, particularly so in a broadband klystron. The cavity frequencies (and

their higher mode frequencies) must not coincide with the higher harmonics of

the beam, as this will cause suprious signals to be amplified.[2]

A second harmonic cavity is often included as the third cavity to increase

efficiency. This cavity causes electrons left in the ”anti bunch” to be collected

into the bunch.[34]

1.3 Components of a Klystron

1.3.1 Electron Gun

The electron gun is responsible for the generation of the required electron

beam. The beam must be well formed as it leaves the gun region and enters the

focusing field.[2]

An electron gun operates by emitting electrons from a source, the cathode,

and accelerating them using a voltage applied between the cathode and anode

(see fig. 1.5). The shape of the anode and a focusing electrode form the beam to

the desired size.[2]

The key defining parameters of the gun are the beam voltage Vb (which de-

fines the electron velocity), the beam current Ib0 and the beam radius b.[2]
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Figure 1.5: Diagram showing the components of an electron gun. The
control electrode is not used on high current cathodes.[2]

In many systems, such as broadcast of communication, continuous RF po-

wer is required. For others, such as radar, pulsed power is advantageous. This

can be achieved by modulating the RF, or modulating the beam itself. Klys-

trons for scientific use are often pulsed, for efficiency and due to the design of

the accelerators which they power. Pulsing of the beam can be achieved by

modulating the acceleration voltage, or by the use of a control electrode close

to the cathode surface to suppress emission. In high power scientific klystrons

such an electrode would be quickly destroyed, so either the high voltage must

be modulated or the beam left on and the RF source modulated.[2]

Cathode loading is a measure of how much current is produced per area of

the cathode. This must be kept within strict limits to avoid shortening the life

of the cathode surface.

jc =
Ib0

A
(1.1)

where Ib0 = the beam current and A = the area of the cathode.
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The area convergence of the gun conv is defined by:

conv =
r2

c
b2 (1.2)

This is a measure of how much the gun focusing fields compress the beam

after it leaves the cathode. Poor selection of this value leads to complex or poor

beam focusing, although it is often mandated to some extent by beam size and

cathode loading limitations.[2]

1.3.1.1 Thermionic Emission

The mechanism by which the cathode produces electrons is thermionic emis-

sion or thermal electron emission, which is the emission of electrons induced

by heat. This occurs when the energy given to the electrons by a heat source

exceeds the forces restraining them, causing them to be emitted from the sur-

face. The rate of electron emission from the cathode surface is described by

Richardson-Dushman equation:

J = 120T2 exp
(
− eφ

kT

)
(1.3)

where J = current density in A · cm2, T = temperature in Kelvin, k is Boltz-

mann’s Constant, e is the charge on an electron, φ = is the work function of the

cathode surface in electron volts.[2]

The temperature is the temperature of the cathode surface and for suitable

emission using existing cathode technology, this is kept at around 1200 K. The

work function φ of a material is the minimum energy required to remove an

electron from a material. Materials which have a high φ and remain solid at

1200 K are limited.[2]
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1.3.1.2 Cathode Chemistry

The chemistry of the cathode comes from a desire to have as low a work

function as possible; to achieve as high emission as possible; at as low a tempe-

rature as possible as reliably as possible.

In early cathodes tungsten was used with a work function of 4.5 eV. At 1200

K this would give a current density of only 1.5 · 10−11 A·cm−2, needing 2526 K

to achieve just 1 A·cm−2.[2]

It was found that a reduced work function could be achieved using an oxide

of alkaline earth metals, commonly barium or strontium. This is applied in

carbonate form as a coating for a nickel cathode, which is then reduced to the

oxide during processing. This is referred to as an oxide cathode and can provide

current densities of 0.3− 1 A·cm−2 continuously. In operation the thin coating

releases barium which evaporates. This coating is the only supply of barium

which severely limits the life of the cathode, especially at high current density.

Ion bombardment can strip the coating and it can also be easily poisoned by

gasses during construction and operation.[2]

The L-Type cathode attempts to solve these problems by releasing the ba-

rium from a reservoir of (BaSr)CO3 behind a porous tungsten cathode. When

the reservoir is heated the carbonate breaks down into barium oxide and, by

reaction with the tungsten, free barium is released to form a layer on the ca-

thode surface. The work function for such a cathode is 1.5 eV, this allows high

theoretical emission with reliable operation around 4 A · cm−2. A major pro-

blem with this design is difficulty in sealing the reservoir.[2]

The B-Type or dispenser cathode removes the problems associated with sea-

ling the reservoir by using the tungsten plug itself as the reservoir. Barium oxide

is stored directly mixed with oxides of aluminium and calcium. This cathode

yields a work function of 2.05 eV and a current density of 4 A·cm−2.[2]

B-Type cathodes have been adopted instead of oxide cathodes since the late

1980’s. In an investigation of the advantages of using a B-type cathode compa-
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red to an oxide coated cathode found that gun failure due to voltage breakdown

is reduced from 70% to 3%.[35, 36]

The M-Type cathode is a development of the B-type dispenser cathode where

the cathode surface is coated with osmium, rhenium, ruthenium or iridium.

The work function is lowered by 0.1 eV and allows the cathode to be operated

at 1200 K as opposed to 1340 K for a B-Type. This type of cathode is widely used

in high power klystrons.[2]

The life of the cathode is also improved, but ion bombardment can remove

the osmium layer causing it to revert to B-Type with its associated higher opera-

ting temperatures.[2] M-type cathodes also suppress excess barium evaporation

and, although easy to poison by gasses and metallic vapours, can be repaired

by ageing.[37]

1.3.1.3 Cathode Lifetime

Cathode loading is always a problem in high power electron devices. Due

to the limits on voltage, beam power is often increased by increasing the cur-

rent. The radius of the cathode (rc), and so the gun geometry, is defined by the

cathode current density (jc).[2]

rc =

√
Ib0

π jc
(1.4)

where rc =cathode radius; Ib0 =beam current; jc =cathode current density

A cathode with a high current density (obtained by increasing the cathode

temperature) has a dramatically reduced reliability and lifetime due to the more

rapid depletion of the (BaSr)CO3 reservoir. A high convergence gun can be

used to spread the current over a larger area, but this significantly complicates

electron gun design.[2]

The reliability and lifetime of a cathode is one of the most important pro-

perties from a commercial point of view. Although there are several potentially

superior cathode types, the M-Type is often used due to its proven reliability.[2]
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If the cathode loading is 2 A/cm2 there is the potential for 145,000 hours of ope-

ration as opposed to 6 A/cm2 which which has the potential for only 30,000

hours (see fig. 1.6).[3, 38]

Figure 1.6: Cathode lifetime with respect to cathode loading[3]

1.3.1.4 Cathode Operating Regimes

The current drawn from the cathode is not only related to its emission pro-

perties as might be expected, there are in fact two distinct regions where dif-

ferent conditions dominate.[2]

Voltage

C
ur

re
nt

Temperature 
Limited

Space Charge 
Limited

Figure 1.7: Voltage vs. current for an electron gun showing the space
charge and temperature limited regions

In the absence of an electron beam, the electric field in a planar diode va-
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ries linearly from the cathode to the anode. The relationship between current

density (J) and voltage (V) for an planar diode with infinite plates separated by

distance d is described by the Child-Langmuir three-halves power law.[2]

J =
4ε0

9d2

√
2ηV3/2 (1.5)

where η = charge to mass ratio of an electron.

With the introduction of electrons this field is lowered around the cathode

and the gradient there is reduced due to space charge. The system will then

reach a state where no electrons on the cathode surface are attracted to the

anode, and the electrons which reach the anode have escaped from the cloud

surrounding the cathode. This occurs for lower values of V and is called the

space charge limited region where Ib0 ∝ V3/2
b .[2]

Klystron cathodes are predominatly run in the space charge limited region to

make them more predictable. The current only depends on the cathode geome-

try, rather than on the temperature or work function (which changes over time).

If the high electric field gradients were experienced by the cathode surface the

thin coatings could be pulled off.[2]

At higher values of Vb the emission falls short of that predicted by space

charge limited operation and emission becomes dependant on thermal emis-

sion, this is known as the temperature limited region.[2]

1.3.1.5 Perveance

The constant of proportionality of Ib0 ∝ V3/2
b in the space charge limited

region is known as the perveance K (often referred to as the micro-perveance

µK = K · 106) and is a result of the Child-Langmuir law (see eq. 1.5).[2]

K =
Ib0

V3/2
b

(1.6)

For a given power the beam current increases and the beam voltage de-
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creases with increasing perveance. This causes a corresponding drop in effi-

ciency that can be explained by the increase in space charge and the bunches

becoming harder to form and maintain due to the increased repulsive forces.

Since high efficiency operation is only possible with a highly modulated beam,

this situation is to be avoided. Consequently in order to create high efficiency

klystrons a low perveance is required.[2]

Ideally (see eq. 1.6) a low current and a very high voltage would be used

to obtain the required power while maintaining the low K (this approach is

used for many super power klystrons). However there are practical limits on

the value of Vb, such as voltage breakdown (see sec. 1.3.5.1) which also limits

the maximum current. With a single beam klystron low perveance, high power

operation is difficult (requires very high voltages) which leads to the idea of

multiple beam klystrons (see sec. 1.4). This allows a set of low perveance me-

dium power beams to be combined efficiently into a high power, high efficiency

device. Effectively the space charge forces would be spread out to lessen their

effects.

The relationship between efficiency and perveance can be shown by the em-

pirical formula (see eq. 1.7) which has been found to be a good fit for the data

obtained from a variety of different klystrons. It suggests efficiencies of 80% are

theoretically possible for low perveance beams.[3]

ηe = 0.78− 0.16 · µK (1.7)

This is only one interpretation of the results and many such relationships

exist.[3] It is of course imperfect but gives a good indication of what perfor-

mance can be expected.[39]

1.3.2 Beam Confinement

As the electron beam traverses the interaction structure, space charge forces

will, if unopposed, act to increase the beam radius. This will cause electrons to
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be intercepted by the klystron structure, lowering the efficiency and potentially

causing damage to the structure. In order to prevent this from happening the

beam must be confined using a suitable field, for in only the smallest of tubes

can this be avoided.[2]

The beam can either be focused using an electric or magnetic field. The latter

being the most common in high power klystrons. In such a focusing system

there are three effects at play:[2]

• electric field, from the space-charge, expanding the beam

• a magnetic field parallel to electron velocity exerting a rotational force

from the radial motion of the expanding space charge

• and then the rotational velocity in the magnetic field giving a inward force

to maintain the beam size

The final force should at least balance against the expanding force from the

space charge and the centrifugal ’force’. When the forces are balanced and there

is no radial acceleration there is a stable beam, said to be undergoing space

charge balanced flow. The minimum field required for this is called the Brillouin

field, however this allows perturbations in the beam (perhaps due to modula-

tion) to oscillate, due to the forces being unbalanced in a phenomenon known

as scalloping. To overcome this, fields 2 to 3 times stronger than this are used in

practice.[2]

The Brillouin field can be calculated as follows[2]:

Bb =

√ √
2Ib0

ε0πb2η3/2
e
√

Vb
(1.8)

B0 = BnBb (1.9)

where b = radius of the beam; B0 = focusing field; Bn= Brillouin field ratio;

Bb =Brillouin field; ηe = charge to mass ratio of electron.
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In confined flow focusing, the beam is focused by the magnetic field from the

moment it leaves the cathode so substantial magnetic flux threads the cathode.[40,

9]

When fields stronger than the Brillouin field are used the focusing flux must

thread the cathode for smooth beam entry. The flux lines are altered by the

use of shaping pole pieces to follow the trajectories of the electrons, so there

is no resultant focusing force within the gun region for electrons with an ideal

trajectory.

1.3.2.1 Solenoid Focusing

A common way of providing the constant axial magnetic field is to use a

wire3-wound solenoid. The klystron itself is made from non-magnetic materials

such as copper and ceramics, which do not effect the field. The solenoid is

bounded at each end by mild steel pole pieces, the mirroring effect of which

approximates the field of an infinitely long solenoid.

For Brillouin flow the hole in the pole piece through which the beam enters

(and magnetic flux escapes) must be as small as possible, so the field increases

sharply. In a confined flow design the beam is focused by the field from the

moment it leaves the cathode so the aperture in the pole piece must be designed

to allow the correct field profile in the gun region.[2]

The current flowing through the solenoid windings causes significant hea-

ting in high power klystrons which must be cooled. A common failure mode

for solenoids is overheating leading to short circuits.[2] In pulsed tubes the so-

lenoids often cannot be pulsed due to their inductance, and so must be run

continuously. Superconducting solenoids are another option but the clear prac-

tical implications of cooling several hundred such coils for the RF power supply

of a linac make them unappealing.

Due to the increased risk of interception in a high power klystron around

3or tape



CHAPTER 1. LITERATURE REVIEW 17

the output gap (due to high modulation and so high charge density) the field

may need to be increased. This causes problems with solenoid design as a gap

also has to be inserted at this location to allow the output wave-guide to leave

the device.[2]

1.3.2.2 PPM Focusing

Creating the magnetic field using a wire-wound solenoid requires power

and so decreases efficiency. During the design of their high power pulsed klys-

trons other teams have found that the solenoid power is comparable to the ave-

rage beam power of the klystron due to the high fields required especially at

higher frequencies.[8, 4, 7] To avoid this, a permanent magnet focusing system

can be used. However there are a number of drawbacks with this solution. The

permanent magnets are very bulky, especially when used with a large klystron

and are also susceptible to damage at high temperatures.[2]

Periodic Permanent Magnet (PPM) focusing is a system where rings of per-

manent magnets of equal size with opposing magnetic fields are used to focus

the beam. The magnetic field reversal does not affect the focusing as the force

is still perpendicular to the beam and opposes the space charge forces.[2]

This approach is very common in TWTs but not often used for high po-

wer klystrons.[4] With low perveance (which is desirable) and high voltage the

space charge wavelength becomes quite long. This allows a high ratio of beam

plasma wavelength to magnetic period which is optimum for PPM focusing

(see fig. 1.8).[4] PPM solves to some extent the size problem as using magnets

with altering field directions is substantially smaller than a uniform magnet of

the same strength.[2]

PPM is not completely ideal for klystrons for a number of reasons. The best

configuration for a PPM system uses a constant period, but the klystron has dif-

ferent drift lengths between its cavities and placing an integer number of the

magnet lengths between them constrains their spacings. The PPM system also
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gives more ripple in the beam due to the non uniform field, which will lower ef-

ficiency and may cancel out the efficiency gains. Although the complex analysis

of the PPM system may also rule it out for such a high power and high efficiency

tube, it was suggested for the SLAC 1.5 GHz MBK[41] and experimental tubes

were built with some success[42].

Figure 1.8: PPM focused beam [4]

1.3.3 Output

The purpose of the output structure is to decelerate the bunched electron

beam and convert its stored kinetic energy to RF which can be extracted from

the structure using some kind of transmission line. There are three potential

structures used for extracting the energy from the beam.

A single cavity output where the cavity is tuned to the target frequency and,

with correct external coupling decelerates the electrons, extracting their energy

in the form of RF. [2]

A coupled cavity output circuit is similar to a single cavity circuit but there

is more than one gap used. This can increase the efficiency and the bandwidth

of a tube. Such a structure can operate in more than one mode. The 0 or 2π

mode where the cavities are in phase, the π mode where the cavities are 180o

out of phase.[2]

Taking inspiration from the Travelling Wave Tube (TWT) a travelling wave

structure has been used as a deceleration structure. Instead of a cavity a slow
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wave structure is used to match the velocity of the decelerating wave with that

of the beam.[2]

Output circuit design is the most serious limitation to the power capability

of the klystron. To avoid breakdown the field must be distributed over a long

gap.[43]

1.3.4 Windows

Often power is coupled from the output cavity directly to waveguide. To

avoid the inclusion of the full length of waveguide in the klystron vacuum en-

velope, the waveguide is sealed using RF windows. The simplest window is

made from a half wavelength thick sheet of dielectric, although losses would be

unacceptably high. Windows are designed for optimal matching and minimum

RF losses.[2]

The RF windows are one of the most delicate components of a klystron ac-

counting for 25% of klystron failures, and as such are critical to the life time of

the tube.[3] Output windows need to be made from a low RF loss, refractory

material. They are often made from high grade alumina or beryllia4 in cases

where increased power dissipation is required. It is important to consider mul-

tipactor (see sec. 1.3.5.2) when designing output windows as it can cause high

thermal stress and damage the windows.[2] Mechanical stress in the windows

must be considered, sharp corners and temperature gradients due to window

cooling can lead to window failure and potential vacuum loss.[2]

50 MW peak power required for CLIC means that successful design of the

output windows is not trivial.[3] Even at the 150 MW extracted from a deri-

vative of the SLAC 5045, designed for DESY, power is extracted through four

windows fed by two waveguides with a peak power of 38 MW through each

window. The repetition rate however was only 60 Hz reducing the average

power to 2.5 MW.[44]

4often avoided due to its toxicity
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The maximum field strength allowable on the window surface is 8 kV/mm

with highly purified Al203.[45] If during the design of the klystron it is found

that this may be exceeded, a simple solution may be to increase the size of the

window. This solution was employed by a team at KEK who found some tracks

showing evidence of breakdown near the edge of the window in the direction

of the electric field.[45]

Various tubes have been designed as an extension of the SLAC 5045, a well

tried and tested tube. The approach of keeping stresses on components such as

the windows below that of an existing reliable device is preferable.[44]

The Multi-megawatt Mini-windows concept spreads the power and thermal

stress over a large number of windows which, coupled with the fact there is no

significant electric field at the windows should lead to improved reliability.[3]

There is the disadvantage that there could be reliability problems due to leaks

with the large number of joints in the structure, and the structure is only appli-

cable for certain modes.

Multipactor suppression (see sec. 1.3.5.2) and charge build up can be alle-

viated by treating the windows surface with TiN coating to lower secondary

emission yield.[43, 45] If the RF windows were to be horizontal there is the

possibility that there could be an increased risk of breakdown due to "foreign

matter" building up on their surfaces.[46]

Figure 1.9: View of output cavity with mini-windows[3]
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1.3.5 Limiting Factors

1.3.5.1 Voltage Breakdown

Voltage breakdown occurs when the electric field between two points ex-

ceeds the maximum breakdown electric field of the vacuum. The maximum

voltage hence increases with distance. This is believed to be caused by ionisa-

tion of evaporated material from the wall, usually initiated by field emission

and its associated heating.[47] This limits the voltage which can be used at the

cathode in the pursuit of a low perveance (see sec. 1.3.1.5). Not only does break-

down reduce the efficiency of the tube and disrupt its operation, but it often

leads to irreparable damage such as pitting.

In a klystron, beyond the gun, the most likely region to experience break-

down is in the output gap. The maximum permissible safe electric field in the

output gap, as used by Thales, is 10 kV/mm.

There is an empirical formula for reliable operation, with respect to break-

down, applicable to generic RF structures called the Kilpatric Limit.[48]

f = 1.6E2e−8.5/E (1.10)

where E is the electric field in kV/mm below which reliable operation can be

expected and f is frequency in MHz. The Kilpatric Limit was derived from data

produced prior to the the 1950s, short pulses and improvements in equipment,

vacuum pumps for instance, allow this limit to be exceeded.[49]

1.3.5.2 Multipactor

Multipactor is the name given to the phenomenon where secondary electron

emission resonates with the electric or magnetic fields. It was discovered by

Farnsworth in 1934 who exploited the effect in a high gain amplifier in his early

television camera tubes. He also accepted that unintentional multipactor could

result in damage to an electron device.[50]
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Multipactor often occurs between one or two surfaces in an electron device.

The emitted electron is accelerated by the electric field and strikes the tube sur-

face causing a secondary electron to be emitted, which depending on the phase

of the field, could be accelerated back to cause another secondary emission. For

this to occur on two surfaces the transit time for the electron must be roughly

equal to NT/2 (where T = one RF period, N = 1, 3...). Another type of mul-

tipactor is where the electrons are deflected back to where they came from in

an integer number of wavelengths of the RF field, this is only possible under

certain conditions.[50]

Multipactor causes a number of problems, the most obvious being damage

to the tube or output windows caused by localised heating due to interception.

For less severe multipactor a marked drop in efficiency can be seen around a

certain frequency. For high efficiency and reliable operation it is clear that mul-

tipactor should be avoided as much as possible.[34]

Multipactor is not currently easily simulated so avoiding it completely is

difficult. The best method of suppression is to find where the multipactor is

taking place and appropriately alter the geometry of the structure, perhaps ad-

ding castellations or applying a coating.[2]

1.3.5.3 Monotron Oscillations

The original monotron was a discrete device consisting of an electron beam

sent between two parallel grids. The sharp irregularities cause the beam of

electrons to excite EM fields and the system begins to oscillate.[51]

Monotron oscillations occur in a cavity when the interaction gap is long en-

ough for a beam to be both bunched and then decelerated in one cycle. This

causes the energy stored in the cavity to increase unless it is damped.[52]

The start condition is when the transit angle θ is between 2π and 3π, 4π and
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5π, etc. Where the transit angle is:[51]

θ =
ωg
v0

(1.11)

where ω = is the angular frequency of the mode; g = is the gap length; v0 =

the velocity of the electron as it reaches the gap.

If this condition is met in a klystron an unbunched beam can become bun-

ched by a single cavity, and the klystron will spontaneously oscillate. The ca-

vities must be analysed to ensure that there are no modes which allow this to

happen.[53, 51]

1.3.6 Examples

MBKs have been developed for TESLA by Thales and Toshiba using two out-

put waveguides and simple pill box type windows with a peak power of 10 MW

with success.[54, 29, 55] Higher power klystrons may take a different approach,

for instance SLAC XC6, before being abandoned because of gun breakdown

problems, produced 90 MW with two uncoupled re-entrant cavities in tandem,

each with two output windows.[43] A previous tube XC1 showed evidence of

"significant beam erosion and RF breakdown" in the output cavity during an

autopsy. It was found that in order to suppress this breakdown the gap would

have to be much longer than is possible with single cavity without producing

negative beam loading (where power is lost from the cavity into the beam).

SLAC endeavoured to solve the problem of high voltage in one of their klys-

trons, XC2, by changing to a dual gap coupled cavity output circuit operating

in the 2π mode, which reduced the peak cavity fields by 60%.[43, 56] The 2π

mode being chosen because there is no net current flow, as opposed to the π

mode which has severe electric field asymmetries.[57] A 5 fold increase in po-

wer over the Toshiba E4736 was attempted in the E3746 which used a single gap

output design, Toshiba also considered a multiple gap output with a π/2 mode
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travelling wave structure (see fig. 1.10). Since the travelling wave smoothly

decelerates the electron beam synchronous with the beam velocity the power

conversion efficiency is enhanced.[58, 5]

Figure 1.10: Cross sectional view of E3746 klystron[5]

A multiple beam klystron with coaxial cavities was designed as a source for

JLC[6] but it was found that the R/Q in the output cavity was too low. The-

refore the interaction between the cavity and the beamlets is weak. The use of

a double gap output cavity improved the efficiency by increasing interaction

(see fig. 1.11).[6]
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Figure 1.11: Cut through of a KEK klystron output cavity showing the
double gap configuration [6]

During the design of SLAC XB72K[7] where a high efficiency low gradient

output was desired a simple minded theory of a constant group phase velocity

travelling wave structure was developed. The idea was to:

"let the power flow with a constant group velocity throughout

the structure while evolving the beam due to [the merging] of the

extracted power from [the] beam. The Q value at the output port is

matched to this group velocity so that the power exits at the same

speed as it flows in the structure. This smooth flow distributes the

electromagnetic energy density equally."[7]

Figure 1.12: Multiple gap TW output structure in XB72K[7]
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If multiple un-coupled output gaps are to be used it is preferable to extract

a roughly equal amount of power from each cavity to ensure that the RF gra-

dients are sufficiently low. If the first cavity is de-tuned slightly it has been

proved experimentally that the beam travels to the second cavity (tuned to the

signal frequency) well bunched. There is also a difference in phase between the

output from each cavity, which although it can be compensated for, is another

complication.[59]

An interesting approach to damping unwanted modes in the output circuit

was employed for JLC. By tilting the output coupling slightly to break the sym-

metry in the output cavity they hoped to damp TE01 modes.[8]

Figure 1.13: Tilted output couplers for damping of TE01 modes[8]

1.3.7 Collector

The purpose of a collector is to absorb the electron beam after it exits the

klystron interaction structure, without reflecting electrons backwards through

the tube. Conveniently the space-charge in the beam acts to expand the beam

once it is free of the magnetic field, this helps to spread the power deposited in

the collector. The main consideration for a collector is to be able to dissipate the

power still remaining in the beam. Smith and Philips [2] suggest that as a rule of

thumb 10 MW should be the maximum time averaged power dissipated by one
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square metre of collector. Although the peak beam power for a CLIC klystron

is 50 MW, and so will require a 5m2 collector, it may be possible to pulse this

to significantly reduce the average power. A collector must of course be able

to dump the full beam power in the case of no modulation, as is the case when

only the RF is modulated. [2]

It has been found on lower powered klystrons that the efficiency can be im-

proved by using a depressed collector. With a conventional collector the elec-

trons are all collected at the same potential and any energy not removed by the

output cavity is dissipated as heat. With a depressed collector the electrons are

slowed by a negative potential which results in an increase in efficiency as the

energy is recovered and less energy dissipated as heat. However if the collec-

tor voltage is too low some of the slower electrons will be reflected and will hit

the sides of the tube, a phenomenon known as back-streaming. This has the

potential to cause positive feedback leading to oscillation and creates a drop in

efficiency far outweighing the possible gains. Theoretically if all the electrons

could be caught at the appropriate potential, the klystron would be 100% ef-

ficient. Unfortunately this is impossible in practice although this ideal can be

approximated using a multi-stage depressed collector where the collector has

segments at different potentials.[2]

The wide spread of energy in the spent beam of a klystron means that the

probability of an electron being repelled from a depressed collector are much

higher than for a Travelling Wave Tube (TWT) with its much narrower spread5.

In principle the multi-stage depressed collector is the solution, but the complex

nature of such a collector in a high power pulsed tube (mechanical and electro-

nic) means that the improvement in efficiency might not be worth the increased

and very complex R&D.[2]

One side-effect of high efficiency is the creation of slow electrons which can

be reflected from the collector leading to unwanted oscillations. Care has to be

5around 20% for a TWT and up to 100% in a klystron[2]
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taken in the design of the collector to minimise this.[29]

1.4 Multiple Beam Klystron (MBK)

An MBK is, simply put, a number of single beam klystrons in parallel. Their

cavities (with the exception of the input and output, which must be common)

and focusing systems can either be common or separate.

X band 75 MW single beam pulsed klystrons developed by SLAC with a

voltage of 480 kV (to achieve low perveance) were at one point intended to

power JLC and NLC. This high voltage (and high frequency) beam requires a

high focusing field and causes problems with breakdown making it an unattrac-

tive proposition. The Multiple Beam Klystron (MBK) configuration spreads the

power over a number of beams and solves these problems.[6]

Figure 1.14: Schematic of a multiple beam klystron[9]

This configuration has a number of advantages, notably for a given output
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power the gun voltage is reduced. This has the effect of reducing the perveance

of each beam, allowing higher efficiencies. They are relatively compact com-

pared to a similar single beam klystron (or group of individual single beam

klystrons) and much easier to cool. [60]

The MBK configuration is suited to high efficiency operation. The need for

low perveance (and so low current, see section 1.3.1.5) is satisfied as the cur-

rent can be spread over a larger cathode area (several cathodes) and a suitable

lifetime maintained albeit with a complicated electron gun design.

However beam focusing can be an issue as the beams are off-axis, and it is

often necessary to keep the cathode loading high to allow the beams to remain

as central as possible.[60]

A single common collector is likely to be the best most cost-effective design.[3]

When CPI designed a 6 beam klystron for TESLA, 6 isolated collectors were

used although this was mostly for diagnostic purposes and was not intended

for the final models.[40]

1.4.1 MBK Focusing

Focusing is made considerably more complicated due to the fact in an MBK

the axial magnetic field needs to be kept constant in order to limit the defocusing

radial component, which might lead to beam interception.[29, 6]

There are a number of approaches used to optimise or tune the focusing

field.[29, 6] The solenoid magnetic field could be controlled or adjusted by the

use of independent sets of coils (including bucking and trim coils) to shape

the field to the design value and improve beam quality, although in an MBK

there must be one around each beam. In another design at SLAC the field was

modified by removing the trim coil and shaping the field with a smaller di-

ameter steel gun pole piece making the bucking coil used in this design less

important.[56] However the simplest design possible is preferable. The use of

a large drift tube can require a lower focusing field but can also allow spurious
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oscillations due to propagating modes where the beam pipe is no longer cut

off.[58]

Larionov [9] states that the majority of multiple beam klystrons use Brillouin

focusing, which limits high power operation. The shielded cathodes used avoid

the complexity of shaping the field in the gun region. Confined flow focusing

helps achieve acceptable beam transmission for high power and high duty ap-

plications but needs magnetic flux to thread the cathode.[40]

The off axis nature of the electron guns makes it difficult to achieve the field

profile required. Calabasas Creek Research corrected this field for an 8 beam

singly convergent gun operating at 175 kV and 55 A using a magnetic field

shaping iron (see fig. 1.15) (which also removes the need for gun coils).[10]

Figure 1.15: Magnetic field shaping iron [10]

Another solution proposed for a Toshiba MBK (E3736) is the use of two com-

mon cathode coils which are placed around the gun structure. Two magnetic

lenses are then used to transport the beamlets into the focusing field which al-

lows flexible matching with the solenoid fields. This system allows the beam

diameter to be "fine tuned" to optimise the operation of the klystron.[9]

The focusing system can either be common or for individual beams. Jensen
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et al. [3] suggest that each beam has its own solenoid around each drift tube.

This complicates the fabrication process but may avoid problems in creating

such a large volume of uniform magnetic field. A variation in the field would

lead to a radial component in the overall trajectory of the beam.

PPM focusing may well lend itself to individual beam focusing (a regime

suggested for a GW MBK[41] and the CLIC MBK[3]). A 150 kV 15 A beam

could be focused by a PPM system using no power. By contrast if such a field

was to be generated using a solenoid it would require 1 kW. This may become

critical when very high overall efficiency is required.[3]

In an MBK designed at KEK for JLC a combination of PPM and coil focusing

was used. The main focusing field was provided by the PPMs and was common

to all the beams. A uniform field at the cathode was provided by the cathode

coil which controls the beam size. They used a matching coil to optimise the

transition between the gun and the PPM focused region (see fig. 1.16).[6]

Figure 1.16: PPM focused gun[6]

The design of MBK electron guns is complicated by their off axis location.

This is often particularly difficult due to the high convergence (ideally kept low)

imposed by limitations on cathode current density.[43] For high power opera-

tion the MBK’s lower perveance allows much lower voltages between the gun

electrodes helping to avoid gun arcing.[46]

The Thales TH1801 for instance uses 7 separate M-Type dispenser cathodes

and a beam forming electrode which surrounds each cathode. Special care was
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taken to reduce the asymmetry of the magnetic field around each beam axis and

keep the magnetic field constant (except in the compression area).[29]

1.4.2 Choice of Number of Beamlets

The choice of an MBK configuration is based on the fact that the perveance

can be lowered by distributing the current. An empirical relationship suggests

that a lower perveance leads to a higher efficiency, the relationship preferred by

Thales is6:

η = 0.78− 0.16µK (1.12)

This relation would suggest that an efficiency of 80% would be optimistic,

however Jensen et al. suggest that the low-frequency, high-efficiency MBK data

is best fitted by the slightly different empirical relationship [3].

η = 0.85− 0.2µK (1.13)

Accepting that Eq. 1.13 represents the relationship between efficiency and

micro-perveance: [3] a line of efficiency vs micro-perveance can be plotted and

the target efficiency of 80% selected (see fig. 1.17b). This leads to a preferred

micro-perveance of 0.25 A
V3/2 . For the power levels required this is simply not

possible with a single beam klystron and without the low micro-perveance the

high efficiency required is not possible.

6Private discussion with Thales Electron Devices Technical Staff



CHAPTER 1. LITERATURE REVIEW 33

(a) Plot of a selection of practical klystron
amplifiers showing several fits for the data
including that preferred by Jensen et al. [3]
(see eq. 1.13)

(b) Comparison of the relationship between
efficiency and micro-perveance preferred by
Thales (see eq. 1.12) and Jensen et al. [3]
(see eq. 1.13)

Figure 1.17: Different ways of representing the relationship between
micro-perveance and efficiency

Having selected the micro-perveance and an MBK configuration, the num-

ber of beams and their properties can be selected. For a constant power, the

relationship between the number of beams and the beam voltage and current

can be seen (see fig. 1.18). 20 beams is a good compromise between beam vol-

tage, beam current (and so cathode loading) and complexity. The required vol-

tage and currents are not beyond the state of the art and are infact reasonably

conservative.

Beam Voltage (Vb) 115 kV

Beam Current (Ib) 8.15 A

Number of beams(Nb) 20

Perveance (K) 0.209 µA/V3/2
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Figure 1.18: Relationship between number of beams, beam current and
gun voltage at constant power and perveance. The chosen combination of
number of beams, voltage and current is marked.

1.4.3 MBK Configurations

As seen in section 1.3.1.5 and more specifically equation 1.6 and 1.7 a low

perveance is required for high efficiency operation. As the voltage is limited

in order to maintain the power output of the device several beams are used in

parallel. The literature contains a number of MBK configurations:

• TM0, 1, 0 fundamental cavity (see sec. 1.4.3.1)

• TM0, 2, 0 cavity (see sec. 1.4.3.2)

• TM0, 1, 0 mode in a coaxial cavity(see sec. 1.4.3.3)

• TMm, 1, 0 coaxial cavity (see sec. 1.4.3.5)

• TMm, 1, 0cylindrical cavity (see sec. 1.4.3.6)
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1.4.3.1 TM0, 1, 0 Fundamental Cavity

Figure 1.19: Ez intensity of the TM0, 1, 0 mode in the transverse plane

This configuration uses the fundamental mode of the cavities which has a

single central maximum. This places a restriction on the number of beams

because they must fall inside ≈ λ0/4 for sufficient interaction.[60] This also

constrains the cathode and collector diameter, causing loading and power dis-

sipation issues. Depending on the frequency (and therefore λ) beam-beam in-

teractions may also become an issue.[40]

Thales has already successfully designed and built a 7 beam klystron (the

TH1801) using this mode for DESY with 6 common cavities and a beam per-

veance of 0.5*10−6µK. At a peak power of 10 MW at a pulse length of 0.5 ms,

tubes built to this design achieved a efficiency of around 65%. The 7th central

beam interacts with the cavities’ centres helping to use all the stored energy.

The use of the central beam increases the voltage across the central gap.[29, 55]
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1.4.3.2 TM0, 2, 0 Cavity

Figure 1.20: Ez intensity of the TM0, 2, 0 mode in the transverse plane

The TM0, 2, 0 mode has two field maxima, one in the centre and another smal-

ler further out. CPI proposed a klystron using the TM0, 2, 0 mode for TESLA

because this allowed them to space the beams more widely. This allows the

cathode to be larger which reduces the cathode loading, and with cleverly desi-

gned beam optics and high convergence can allow higher beam currents.[40]

Due to the larger size of the cavities their thermal dissipation is greatly im-

proved. Using a higher order mode cavity does reduces the bandwidth of the

device due to the increased mode density. Interestingly the buncher and second

harmonic cavities are kept separate and work in their fundamental modes, with

only input and output cavities being common.[40] The TM0, 2, 0 coaxial cavities

in Wright et al. [40] were found to be inherently stable with the start-oscillation

current for HOMs being at least double the beam current.[3]
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1.4.3.3 TM0, 1, 0 Coaxial Cavity

Figure 1.21: Ez intensity of the TM0, 2, 0 mode in the transverse plane of
coaxial cavity

Using the TM0, 2, 0 or fundamental mode in an MBK with widely spaced

beams both lower the R/Q of the cavity. The lack of interaction with the centre

of the cavity means that the energy stored there is not exploited; ideally the

energy should all be stored around the interaction area.

The Toshiba E3736 Klystron uses common ring shaped (coaxial) cavities in

their fundamental modes. This allows them to separate the electron guns, in-

crease the cathode size and so decrease cathode loading to improve lifetime.

This configuration allowed a theoretical efficiency of 75% to be reached.[61, 54]

Although the Toshiba did not find any troublesome modes there is no ob-

vious way of damping of unwanted modes in this configuration.[61, 54]

1.4.3.4 Higher Order Mode MBK

The λ0/4 constraint can be removed from the beam locations as imposed

by the shape of the TM0, 1, 0 mode by using a higher order mode. If the mode

is selected well it can be ensured that the energy is stored around the beam

interaction areas.[60]

This allows the beams to be well spread lowering the cathode loading. Ho-

wever the further the beams are from the centre of the focusing field the harder
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they become to focus.[60]

1.4.3.5 TMm, 1, 0 Coaxial Cavity

Figure 1.22: Ez intensity of the TMm, 1, 0 mode in the transverse plane of
coaxial cavity[3]

This is a design used by KEK [6] for their 150 MW X Band 6 Beam MBK

running in the TM12, 1, 0 mode. This device was expected to produce 150 MW

at 55% efficiency but operated at a much higher frequency than the proposed

CLIC device. The reasoning behind the choice of the coaxial mode was that the

beams can be separated by appreciably more than the wavelength. Only the

input and output cavities were proposed to work in this mode as the 4 interme-

diate cavities were designed to be independent, and work in their fundamental

modes. The KEK design had problems with low beam interaction in the cavities

which were solved with a double gap structure which increased efficiency by

5%.[6]

Their choice of mode (TM12, 1, 0) was informed by the relatively low mode

density at that point which should encourage stability. In the standing wave

regime it is possible to excite the degenerate mode (90o out of phase), which

would cause maxima in the B field at the beam pipes which could divert the

beams into the body of the klystron. Fortunately it is found that the beam holes

themselves are expected to de-tune the mode sufficiently.[6]

This mode of operation has a much denser mode spectrum compared to the
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cylindrical equivalent (see sec. 1.4.3.6) which could be a significant issue as there

is no simple way to damp higher order modes.[3] The number of beamlets in

this configuration is equal to twice the index (m) of the operating mode.

1.4.3.6 TMm, 1, 0 Cylindrical Cavity

Figure 1.23: Ez intensity of the TMm, 1, 0 mode in the transverse plane of
coaxial cavity[3]

This cavity design has not at this time been used in a klystron, either full

design or practical tube. It does however lends itself to higher order mode

damping which leads to only a 10% loss in operating mode Q with 1000 times

loss in undesirable modes. This design is favoured by Jensen et al. [3] for the

CLIC klystrons due to the ease of mode damping.

This geometry can also support a rotating wave regime, which is in fact a

superposition of two standing waves. This has the advantage of decoupling

the number of beams from the operating mode and reduces the current by 25%

when compared with a static wave. Conveniently if the number of beamlets

chosen is odd, it discourages the excitation of nearby modes increasing the sta-

bility of the tube. However it is not clear how such a rotating mode could be

reliably excited.[3]
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1.5 Klystron Analysis

1.5.1 Basic Tube Properties

The main properties of a klystron determine its external properties and constraints:

Table 1.2: Main klystron parameters

Parameter Value Units
Operating Frequency f Hz

RF Pulse Width tpulse s
Pulse Repetition Frequency fpulse Hz

Klystron Peak RF Power Pout W
Electronic Efficiency ηe %
Gain at Saturation G dB

Beam Voltage Vb V

Angular frequency as always:

ω = 2π f (1.14)

Many high power klystrons are not CW (continuous wave) devices, the out-

puts being pulsed at the repetition frequency fpulse. From this the duty cycle

(D) can be calculated:[2]

D = tpulse · fpulse (1.15)

This leads to an average power often an order of magnitude lower than the

peak output power:[2]

Pav = Pout · D (1.16)

When provided with an output power and a target electronic efficiency, an

ideal beam input power can be calculated simply:[2]

Pb =
Pout

ηe
(1.17)
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This is distinct from the overall efficiency, which takes account of heater

power, solenoid power and collector depression. The calculation of ηe should,

strictly speaking, include the RF input power Pin in addition to the DC beam

power, however in a high gain amplifier this is negligible.[2]

Often a beam voltage is supplied as this is limited by the high voltage power

supplies available. This can define the beam current:[2]

Ib0 =
Pb
Vb

(1.18)

The beam voltage and current are subject to a further constraint in the form

of perveance discussed earlier (see sec. 1.3.1.5).

As the electron velocity in high voltage tubes is mildly relativistic, this must

be taken into consideration when the electron velocity is calculated from the

voltage.

u0 = c ·
√√√√1− 1(

1 + ηVb
c2

)2 (1.19)

where η is the electrons charge to mass ratio.

The operation of a klystron can be investigated by using two techniques.

Firstly the simple, intuitive ballistic model can be used. This considers the inter-

action between electrons and the RF electric fields in the resonant cavities. Such

a model is complicated by the significant space charge concentration, causing

each electron to repel to a greater or lesser extent every other. This approach is

computationally intensive, although with modern computing technology and

some simplification such an approach has great advantages.[2]

The second approach is to represent the electron beam as space charge waves

or a plasma with a natural wavelength. The resulting equations lead to an ana-

lytical solution and is the approach used in small signal analysis.[2]
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1.5.2 Small Signal

Small signal analysis makes the basic assumption that the modulation on

the beam is small, allowing the non-linear terms to be ignored. As the density

of electron beams used in klystrons is high, the beam can be modeled as a non-

neutral plasma (or a continuum of space charge). A modulation can be imposed

on this plasma, which can model the charge density and velocity without the

need to model electrons, as a space charge wave.[2]

Radial debunching caused by space charge can be ignored for a magneti-

cally focused tube as the focusing field is specifically designed to keep this to a

minimum. The longitudinal debunching of the electrons is modelled as a natural

oscillation of the plasma, rather than an effect of a collection of electron-electron

interactions.[2]

This natural oscillation is called the plasma frequency, and for an infinitely

long plasma it is:

ωp =

√
ηeρ0

ε0
(1.20)

where ρ0 is the space charge density. If this plasma is inside a conduc-

ting cylinder (a beam pipe for example), as it is in a klystron, the frequency

is reduced:[2]

ωq = Rωp (1.21)

where the quantity R is the plasma frequency reduction factor. This is often

approximately 1
2 .[2]

This plasma frequency can instruct the location of the cavities as the mini-

mums of the beam spread can be calculated from this. Basic analysis leads to a

cavity spacing of 1
4 λq where λq is the reduced plasma wavelength (from λq =

2πc/ωq for non relativistic beams) although the true optimal lies elsewhere.[2]

The gap coupling factor measures how strongly the beam couples with a
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given gap length. This is due to the fact that the phase of the RF fields in the

cavity changes as the beam traverses the gap. This phase change is characteri-

sed as the gap transit angle. It is possible for this to be a full cycle meaning that

there has been no net energy taken from the cavity or indeed put into it. The

gap coupling factor is a function of gap transit angle for a gridded gap:[2]

Mθ =
sin (θ/2)

θ/2
(1.22)

θ =
ωg
u0

(1.23)

where g is the half gap length, ω is the angular frequency and u0 is the beam

velocity.

Of course if a gridded gap was used for a high power klystron the grid

would be quickly destroyed. The coupling factor for a non-gridded gap where

the fields can penetrate the beam tunnel is given by:[2]

Mθ = J0(θ) (1.24)

The beam filling factor also affects the coupling between the gap and the

beam. A filling factor of 100% is unachievable as the beam tunnel would inter-

cept high proportions of the beam. As the beam is always smaller than the gap

it cannot interact with all of the fields. The coupling factor to represent this is

Mr averaged over the beam:[2]

Mr =
2I0 (βeb)

βebI0 (βea)
(1.25)

The full gap coupling factor is:

M = Mr ·Mθ (1.26)

The output of a klystron using this analysis can be characterised using the
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transconductance g =
Ig

Vg1
where Vg1 is the first harmonic of the gap voltage.

From knowledge of the modulation currents (a current representing the desired

modulation on the beam) the following equation can be used to calculate the

trans-conductance for a 2 cavity klystron with an optimum drift length [2]:

gmax =
Iout

Vg1
=

M1M2

2
Ib0

Vb

ω

ωq

I
′
g2m max

I ′g2m
(1.27)

where Mx is the gap coupling factor of gap x; I
′
g2m is the nomalised (w.r.t. Ib0)

modulation gap current at the 2nd gap and I
′
g2m max is the maximum. A similar

equation is used to relate the RF current at the nth gap due to the voltage at the

(n− 1)th gap.

This transconductance can be combined with the impedance of the gaps (Z)

and the Q0 of the cavities to find the gain of the configuration. This gain tends

to be an over estimate by 10dB when compared to the large signal gain.[2]

1.5.3 Large Signal

Large signal analysis however reverts to a ballistic model. This situation is

much more complex and an analytical solution cannot be easily found. Instead

iterative solutions using steady state time domain simulations of a simplified

representation are used.[2]

The most basic simplification is the disk model where a series of disks of

charge, with axial position and velocity, represent the beam. AJDisk is an example

of such a code.[24] Radial motion is neglected and the calculation is performed

in two parts, the drift between the interaction gaps and the interaction with the

cavities. There are limitations to this treatment; for instance, the radial size of

the beam is not constant as the bunches tend to expand due to space charge;

the electric field in the gaps is not constant radially and there are quantisation

errors due to the creation of the disks. It can be improved by splitting the disks

into rings to take into account radial effect.[2]
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A more accurate, but computationally intensive, large signal simulation me-

thod is the Particle in Cell (PIC) approach as used by Klys2D developed by

Thales. This arranges the large numbers of electrons into a smaller number of

macro particles which approximate the beam.[62] This allows the treatment of

radial movement and avoids the kind of quantisation errors associated with

disks/rings.

1.6 Klystron Specification

This study attempts to decouple the design problems specifically involved

with the CLIC specification, from those more generic considerations of high ef-

ficiency operation. Klystrons following the TESLA specification have already

been built and tested (for instance the TH1801[28]), whereas no klystrons have

been built to meet the CLIC specification. This shows there are no insurmoun-

table technical issues in designing a klystron to the TESLA specification. The

existing klystrons built to the original TESLA specification achieve a practical

efficiency of ∼65% at 10 MW.[63] The power required by the CLIC specification

is very high at 50 MW, in this thesis the TESLA specification is advanced to a

higher power of 15 MW and an expected efficiency of 80%.

Table 1.3: Original CLIC specification (now out of date)[28]

Parameter Value Units
Operating Frequency 937.5 MHz

RF Pulse Width 100 µs
Pulse Repetition Frequency 100 Hz

Klystron Peak RF Power 50 MW
Klystron Average Power 500 kW

Efficiency ≥ 65 %
Gain at Saturation ≥ 43 dB

Beam Voltage < 220 kV

The CLIC specification is also subject to change, in fact since the commen-

cement of this work the operating frequency has changed from 937 MHz to 1.3

GHz, which is incidentally the operating frequency of the TESLA klystrons.
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Table 1.4: Improved TESLA MBK parameters (values in brackets are original
values)[28, 29]

Parameter Value Units
Operating Frequency 1300 MHz

RF Pulse width 1.5 msec
Pulse repetition frequency 10 Hz
Klystron peak RF power 15 (10) MW
Klystron average power 225 (150) kW

Efficiency ≥ 80 (65) %
Gain saturated 47 dB
Beam Voltage 115 kV

1.7 Methodology

This study will first focus on the MBK configuration, it will then move on to

more generic techniques for rapid klystron interaction structure design, optimi-

sation and evaluation.

The literature review has shown there are a number of competing klystron

configurations which are potentially appropriate for a high power high effi-

ciency klystron (see sec. 1.4.3). After selecting a group of suitable candidate

cavities, each will in turn be evaluated using Microwave Studio (MWS), a 3D

Finite Difference code, over a range of dimensions to allow their comparison

and the optimisation of their R/Q. From this a final cavity choice will be made

to instruct the further research into the MBK.

The calculation of many modes in a resonant cavity is a time consuming

process. The method of moments will be expanded to calculate modes beyond

the fundamental mode to which it is currently limited. This formulation will

be implemented in MathCad for comparison with MAFIA and Microwave Stu-

dio, providing a rapid and accurate analytical model for modelling any cavities

which can be divided appropriately.

A manual optimisation of the interaction structure will first be performed

to allow the cavity’s performance to be evaluated using existing techniques.

Klys2D will be used for this stage and each parameter will be optimised in turn
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using paramter sweeps.

This will be followed by the development of an Evolutionary Algorithm im-

plented in MatLab and Java. The klystron simulations in this section will be

performed by AJDisk and the high power computing requirements will be met

by Condor high throughput distributed computing system. Existing klystron

designs will first be optimised then the algorithm will be applied to the klys-

tron specification used in this work.

The interaction of an MBK with the non operating modes of a cavity is not

well covered in the literature and cannot be accurately simulated with any codes

available to the author. A time domain model will be developed and implemen-

ted in MatLab to evaluate the significance of the dipole mode on the interaction

between the beams and the cavity.

A suitable output coupler will be designed using MWS to evaluate the ex-

ternal Q and resonant frequency and tune it to suitable values determined by

the interaction structure optimisation.
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Cavity Design

2.1 Introduction

The interaction structure of a klystron defines its performance. In an MBK

this is highly influenced by the type of cavities used, thus the selection of a

cavity type has been identified as a fundamental question for MBK design.

This decision also informs the choice of focusing system and may effect the

stability of the tube. The function of this section is to compare and contrast the

various cavity options with a view to making a selection. Once this decision has

been made simulations of possible interaction structures are possible.

Discussions with Thales and CERN with reference to Jensen et al. [3] and

sec. 1.4.3, identified 5 different cavity choices for investigation:

• Re-entrant Cavity TM0, 1, 0 - as used in the TH1801 albeit with 7 beams [55]

• Recessed Re-entrant Cavity TM0, 1, 0 - a novel refinement of the re-entrant

cavity

• Coaxial Cavity TM0, 1, 0 - as used by CPI[12]

• HOM Coaxial Cavity TM10, 1, 0 - as proposed by Jensen et al. [3]

• Whispering Gallery Cavity TM10, 1, 0 - as proposed by Jensen et al. [3]

48
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While the purpose of this section is to find the maximum R/Q of the cavity for

the defined constants, it is important to remember that the optimal cavity geo-

metry will not in fact be used in the klystron. Each cavity, bar the input and out-

put cavities, in a conventionally designed klystron is tuned slightly away from

the tubes target centre frequency. It is also standard practice to alter the shape

of the cavities to introduce longitudial asymmetries or castelations in an effort

to discourage multipactor.[2] With this in mind the optimal geometry need not

be narrowed down very tightly for all possible optimisations performed as this

is of no practical use.

In order to reduce the complexity of the problem and retain comparability

between the options, only the basic cavity shapes are investigated. For instance

beam nose optimisation will be reduced to create a beam ridge. Also in order to

reduce the number of mesh cells the beam pipes are not simulated.

The cavities have a certain number of properties in common. To ensure com-

parability these are constant between the designs.

Table 2.1: Summary of fixed klystron/cavity parameters

Property Initial
gap length (g) 10.6 mm

beam radius b (rb) 5.74 mm
tunnel radius a (rt) 8.21 mm

beam ridge width (r0) 9.2 mm
cathode loading (jc) 5.5 A/cm2

cathode separation (cs) 3 mm
b/a 0.7

pitch circle radius (rpcr) 62.8 mm

These properties are constant for the initial cavity investigation. Beyond this,

as noted in chapter 1, the revised parameters are used (see sec. 2.9).
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2.2 Methodology

2.2.1 Modelling Fundamental Mode

MicroWave studio (MWS) is a Finite Difference Time Domain (FDTD) code.

It relies on the Yee algoritm to solve Maxwell’s equations [11]:

˛
∂A

E · ds = −
ˆ

A

∂B
∂t
· dA (2.1)

˛
∂A

H · ds =

ˆ
A

(
∂D
∂t

+ J
)
· dA (2.2)

The Yee cell allows these equations to be solved in turn. Eq. 2.1 can for

instance be solved using a loop of electric field round one face of the electric

field grid for the left hand side. Through this comes a magnetic field component

which is represented by the right hand side. Next the magnetic field can be

similarly calculated using the electric field component through the face of the

magnetic field grid (see eq. 2.2). The eigenmode solver finds solutions to these

equations for a rectangular mesh representing the cavity or other structure.[11]

Figure 2.1: The use of offset grids to model the magnetic and electric
fields[11]

The use of symmetry conditions can markedly reduce the mesh density. The

fundamental mode targeted in the first three types of cavities can be found by
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meshing only 1/8 of the cavity volume (see fig. 2.2). Use of symmetry condi-

tions also increases the accuracy of the eigenmode solvers.[11]

R
0

R
1

h
g

r p
cr

Beam

M
ag

ne
tic

 B
ou

nd
ar

y

E
le

ct
ri

c 
B

ou
nd

ar
y

Magnetic Boundary

Figure 2.2: The boundary conditions used for simulations performed on
the re-entrant, recessed re-entrant, coaxial fundamental cavity cavities.
Green: electric symmetry plane (E⊥ = 0) at (X,Y), Blue: magnetic symmetry
plane (H⊥ = 0) at (Y,Z) & (X,Z)

From the MWS manual[11]:

“The AKS1 method depends on an estimation of the eigenvalue of

the highest mode under consideration. This estimation is chosen

automatically during an iterative estimation refinement process. If

many of these passes are required, it might be advantageous to choose

the JDM2 eigenmode solver, which is parameter free.

The solver time for the JDM eigenmode solver increases with the

number of modes to calculate. Therefore, it is usually the method

of choice if only a few modes are required. In many cases, the JDM

solver is very robust, especially for multiple degenerated modes.”

For these reasons the JDM solver has been chosen for both the fundamental

mode and HOM simulations. For the vast majority of the simulations only a

single mode is of interest.

1Advanced Krylov Subspace
2Jacobi-Davidson
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A study of the convergence properties of the simulation showed that a mesh

of ∼80,000 mesh cells gave mesh independant frequency and a higher mesh is

not required. To optimise the R/Q a brute force approach is used, where a range

of cavities were simulated in order to build up a plot of the R/Q trends.

2.2.2 HOM Calculation - Sector Method

The mode identification method is a very slow and clumsy method of mode

targeting. Much better would be to set the boundaries to the angle which

contains only one maximum. Then the fundamental mode is the mode of inter-

est, in this case the TM10, 1, 0 mode, and an angle of 18o between the boundaries.

MWS unfortunately does not allow symmetry planes to be places at arbitrary

angles, only 90o/180o. A work around for this problem is to model only 18o of

cavity with a symmetry plane, allowing only half of this volume to be meshed

(see fig. 2.3). MWS’s PBA3 helps to avoid errors introduced by the cavity side at

an angle to the mesh cells. This is not appropriate without alteration for accu-

rately calculating Q0 ( ω0W
∆W where W is the stored energy and ∆W is the power

loss) values as the losses introduced by the extra conductors will affect the sur-

face losses, although the surface materials could be altered to correct this. The

R/Q found using this method is the R/Q as seen by the beams in a klystron.

Using this method is much more reliable and significantly faster as only one

mode need be calculated.
3perfect boundary approximation
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Figure 2.3: The boundary conditions used in MWS for the coaxial HOM
cavity, whispering gallery cavities (both TM10, 1, 0 modes).
Green: electric boundary, Blue: magnetic boundary
All boundaries in this case are electric boundaries.
The wedge shows the minimum amount of cavity that can be meshed
while still representing the correct fields.

2.2.3 MBK R/Q Definition

There are several definitions of R/Q used by different people for different

purposes. Two of particular interest are [64]:

Tube engineer’s definition R/Q =
|Vg|2

2ωW
(2.3)

MWS R/Q =
|Vg|2

ωW
(2.4)

where Vg =
´ ∞
−∞ Eg(0, z)dz; ω = 2π f ; W = stored energy.

Thales use the tube engineer’s definition for their klys2D code, so use of

MWS inbuilt definition would cause the simulations to overestimate the inter-

actions. Fortunately MWS implements its R/Q calculations in a VBA4 script

which can be altered so the definition of R/Q used can be changed to the tube

engineers definition. For simulation of an MBK the differences do not stop

there. Klys2D(see chap. 6) does not have a dedicated MBK mode and as such

4Visual Basic for Applications
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all MBKs are simulated as a series of single beam klystrons. As there are several

beams interacting with the same cavity field the definition of R/Q should be

changed to ensure the klys2D takes this fact into account.

For the purposes of interaction simulation, each section of the cavity can be

thought of as a separate cavity (although they are of course linked), MWS consi-

ders the full cavity and so calculates the R/Q incorrectly for these purposes.

R

Ib1

Ig

Vg

Figure 2.4: Simple model of interaction gap and beam with AC gap current
Ig and AC voltage Vg; cavity losses Rg and first harmonic of the beam
current Ib1

Using a simple small signal model to represent the interaction gap, the AC

gap voltage Vg can be defined in terms of Ig, gap couping factor (M), Q0 and

R/Q (see fig. 2.4).

For a single beam in a full cavity (1 beam of N possible):

Ig = MIb1 (2.5)

where Ib1 is the first harmonic of the beam current.

using Ohm’s law:

Vg = IgRg (2.6)

and we can derive this in terms of R/Q as:

Vg = MIb1(R/Q)x/NQ0 (2.7)

where (R/Q)x/N is the R/Q seen by a beam in a cavity with x beams present

and N possible beams. MWS calculates (R/Q)1/N whereas the quantity requi-
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red by klys2D is (R/Q)N/N as it only simulates a single beam in a section of the

cavity.

Figure 2.5: 4 beam klystron showing the stored energy interacted with by
one beam (1/4 of the total energy). So the R/Q calculated for a single beam
in a full cavity is in fact 1/N times the correct R/Q seen by the beams (due
to the increased stored energy being associated with the beam).

For N beams of a possible N, the current and shunt impedance must be

redefined. Rg is now derived from a stored energy of W/N as opposed to W

as we only consider a section of the cavity. The R/Q calculated at one point

((R/Q)1/N) must be multiplied by the number of beams N to find the R/Q

needed to simulate beams independently ((R/Q)N/N) (see eq. 2.3).

(R/Q)1/N · N = (R/Q)N/N (2.8)

In order to confirm this result the current and shunt impedance must be

redefined. Rg and Ib are now derived from a stored energy of W/N as opposed

to W, so:

Rg →
(

Rg
)

1/N /N (2.9)

Ig → Ig · N (2.10)

Substituting into eq. 2.6:

Vg = M(N · Ig) · Rg/N (2.11)

So Vg is unchanged with respect to N as expected.
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2.3 Re-entrant Cavity (TM0, 1, 0)

2.3.1 Description

r 0
r 1

h
g

r p
cr

Beam

(a) Schematic (no beam pipes) (b) 3D CAD representation of vacuum with
beam pipes

Figure 2.6: Re-entrant cavity

This is the standard choice of cavity for single beam klystrons and was used

in THALES’ TH1801[55].

The electric field concentration at the centre of the cavity forms its greatest

limitation when considered for use in an MBK. The TH1801 attempts to solve

this problem by using a central beam with 6 beams surrounding it. This leads

to a fairly compact configuration where the field at the outer beams is still fairly

high. However as the central beam differs from the outer beams optimisation

of the structure for all beams is non trivial.[29]

The cavity in this case must be relatively large to accommodate the 20 beams

mandated by the design (see sec. 1.4.2). This leaves the beams far from the field

maximum in the centre limiting the R/Q and so the peak voltage seen by the

beams.
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2.3.2 Initial Parameter Results

Figure 2.7: Re-entrant ca-
vity: Ez plot in radial plane
of TM0, 1, 0 Mode

Parameter Value(mm)
g 5.3

rpcr 62.8
r0 rpcr+ 9.2
r1 73-90
h 11-70

Table 2.2: Re-entrant cavity: Di-
mensions (see table. 2.1)

Using the brute force approach to cover the parameter space fully (see fig. 2.8),

the 1.3 GHz line follows the R/Q contours well when h is less than 25 mm. This

gives good flexibility when selecting an appropriate cavity geometry so other

factors (such as multipactor) can be taken into account when choosing the opti-

mum geometry.

Figure 2.8: Re-entrant Cavity: R/Q contours plotted against h & r1 (plus
1.3 GHz frequency contour) showing maximum R/Q of ~70 Ω
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Table 2.3: Re-entrant cavity: Optimal parameters and simulation results

Parameter Value Units
r1 77.44 mm
h 15 mm

R/Q 68.3 Ω
Q 4242.67
f 1.301 GHz

Results of the optimal simulation (see table. 2.3) are what would be expected

from fig. 2.8 and confirm that the highest R/Q that can be expected within the

confines of our parameters is around ≈68.3 Ω.

2.4 Recessed Re-entrant Cavity (TM0, 1, 0)

2.4.1 Description

The main weakness of the re-entrant cavity in this configuration concerns

the beam interaction with the stored energy. The beams only interact with the

edge of the E-field leaving the maximum in the centre and its associated sto-

red energy untouched. The natural way to solve this problem is to recess the

centre of the cavity to concentrate the E-field around the beams using a ridge.

This should aid interaction with the field and so increase the R/Q. For the ideal

optimisation the cavity should have no field in the centre.
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(a) Schematic (no beam pipes) (b) 3D CAD representation of vacuum with
beam pipes

Figure 2.9: Recessed re-entrant cavity

Table 2.4: Recessed re-
entrant cavity: Dimensions
(see table. 2.1)

Parameter Value (mm)
g 5.3

rpcr 62.8
r0 9.2
hr 5.3-150
r1 70-115
h 5.3-40

Figure 2.10: Recessed re-
entrant cavity: Ez plot in ra-
dial plane of TM0, 1, 0 Mode

2.4.2 Initial Parameter Results

To characterise the parameter space for a cavity with three free dimensions

a 3D graph must be used. Fig. 2.11 achieves this by interpolating between the

points in the 3D parameter space to find a surface with a frequency of 1.3 GHz.
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On to this is plotted a colour map representing the interpolated R/Q expected

for every point on the surface.

The 3D surface found can help to find the optimal R/Q, but the point found

is imprecise due to the nature of a colour map. It can with some confidence

be used to optimise one of the parameters loosely, in this case hr (the depth of

the recess) lends itself to this approach (see fig. 2.12). In order to make use of

existing simulation data, hr was chosen to lie on an existing plane of simulations

in the 3D parameter space. This plane can now be rendered as a 2D contour plot

as in the case of the re-entrant cavity.

Figure 2.11: Recessed re-entrant cavity: Iso-frequency surface where f=1.3
GHz. R/Q is represented by the colour map, showing a maximum of ~220
Ω



CHAPTER 2. CAVITY DESIGN 61

Figure 2.12: Recessed re-entrant cavity: R/Q contours plotted against h &
r1 (plus 1.3 GHz frequency contour) where hr = 101.77 mm

Table 2.5: Recessed re-entrant cavity: Optimal parameters and simulation re-
sults

Parameter Value Units
r1 86.9 mm
h 16 mm
hr 101.77 mm

rpcr 62.8 mm
R/Q 216.1 Ω

Q 6200.38
f 1.292 GHz

From fig. 2.11 it can be seen that once hr is in the region of 70 mm-100 mm

any further increase leaves the R/Q roughly stable. In fig. 2.12 hr is fixed to

101.77 mm in order to more accurately identify the highest R/Q. Again a range

of values would be appropriate, allowing the cavity size to be determined by

other factors. The R/Q of 216 Ω is much higher than for the re-entrant cavity

(see sec. 2.3) as would be expected.
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Although a large hr yields the highest R/Q it restricts the choice of inter-

action structure as the distance between the gaps will be forced to be large. A

smaller choice of hr for instance 30 mm would still yield an R/Q of around 180

Ω and would allow much greatest flexibility in cavity placement.

2.5 Fundamental Mode Coaxial Cavity (TM0, 1, 0)

2.5.1 Description
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cr
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(a) Schematic (no beam pipes), note R0 and
R1 are radial distances, not radii

(b) 3D CAD representation of vacuum with
beam pipes

Figure 2.13: Coaxial cavity

In the recessed re-entrant cavity (see sec. 2.4) the centre of the cavity is reces-

sed to concentrate the electric field on the beam ridge.

In this vein the centre of the cavity could be removed all together leaving a

toroidal geometry. This avoids the large bulge in the centre of the cavity asso-

ciated with the recessed re-entrant cavity and eases use in a practical tube.
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Figure 2.14: Fundamental
mode coaxial: Ez plot in ra-
dial plane of TM0, 1, 0 Mode

Table 2.6: Fundamental mode
coaxial: Cavity dimensions
(see table. 2.1)

Parameter Value (mm)
g 5.3

R0 9.2
rpcr 62.8-100
R1 11-60
h 11-50

2.5.2 Initial Parameter Results

Figure 2.15: Fundamental mode coaxial: Iso-frequency surface at 1.3 GHz.
R/Q is represented by the colour map

In fig. 2.15 the R/Q is clearly highest when the rpcr is 62.8 mm, its minimum

as limited by the size of the cathodes. The selection of the optimal geometry is

therefore better represented by fig. 2.16 where a slice is taken at rpcr = 68.2 mm.

This clearly shows the position of the optimal R/Q. There is limited flexibility in
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this design, although its high potential R/Q (260 Ω) means that a non optimal

geometry could be used while still yielding an appropriately high R/Q.

Figure 2.16: Fundamental mode coaxial: R/Q contours plotted against h
& r1 (plus 1.3 GHz frequency contour) for coaxial cavity (rpcr = 62.8)

Table 2.7: Fundamental mode coaxial: Optimal parameters and simulation re-
sults

Parameter Value Units
R1 31.6 mm
h 21 mm

rpcr 62.8 mm
R/Q 256.63 Ω

Q 7939.39
f 1.293 GHz

This geometry does not increase the potential R/Q by a large amount over

the recessed re-entrant cavity but it does have the advantage of being far more

compact, because of this it lends itself to use in a practical tube.



CHAPTER 2. CAVITY DESIGN 65

2.6 HOM Coaxial Cavity (TM10, 1, 0)

2.6.1 Description

The fundamental mode of the coaxial cavity has the electric field tightly

concentrated around the beams. This could perhaps be further optimised by

using the TM10, 1, 0 mode. With this mode each beam interacts (in anti phase

compared to its neighbours) with a maximum. An increased R/Q may be

found due to the advantageous distribution of stored energy, but in order to

tune the cavity the rpcr will have to be greatly increased having the opposite

effect. The TM10, 1, 0 (see fig. 2.17) is used because of the design decision of 20

beams (see sec. 2.9.6). The cavity’s construction remains identical to the stan-

dard coaxial cavity to ease comparison (see sec. 2.5).

Figure 2.17: HOM coaxial
cavity: Ez plot in radial
plane of TM10, 1, 0 mode

Table 2.8: HOM coaxial
cavity: Cavity dimensions
(see table. 2.1)

Parameter Value (mm)
g 5.3

rpcr 350-500
R0 9.2
h 5.3-100

R1 20-150

2.6.2 Initial Parameter Results

All of the simulations on this geometry were performed using the segment

method due to its markedly lower calculation time.
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Figure 2.18: HOM coaxial cavity: Iso-frequency surface at 1.3 GHz. R/Q
is represented by the colour map

Figure 2.19: HOM coaxial cavity: rpcr = 400 mm

Using fig. 2.18 which is centred around a rpcr of 400 mm (a figure obtained

from fig. 2.19) an optimum geometry can be easily identified (see table. 2.9).

The optimum R/Q is of the order of 65 Ω which is approximately the same as

for the re-entrant cavity (see sec. 2.3).
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Table 2.9: HOM coaxial cavity: Optimal parameters and simulation results

Parameter Value Units
R1 61.59 mm
h 48 mm

rpcr 400 mm
R/Q 64.5 Ω

Q 5526.98
f 1.301 GHz

2.7 Whispering Gallery Cavity (TM10, 1, 0)

2.7.1 Description
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(a) Schematic (no beam pipes), note R0 and
R1 are radial distances, not radii

(b) 3D CAD representation of vacuum with
beam pipes

Figure 2.20: Whispering gallery cavity

The whispering gallery cavity is a further refinement of the recessed re-

entrant cavity (see sec. 2.4) or a simplification of the HOM coaxial cavity (see sec. 2.6)

dependant on your point of view. The whispering gallery cavity uses the same

mode as the HOM coaxial cavity (see sec. 2.6) to attempt to focus the electric

field on the beam locations. However this cavity could experience the same low

R/Q as the HOM coaxial cavity.
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Figure 2.21: Whispering
gallery cavity: Ez plot in ra-
dial plane of TM10, 1, 0 Mode
shape in the whispering
mode cavity

Table 2.10: Whispering gallery cavity: Ca-
vity dimensions (see table. 2.1)

Parameter Value (mm)
g 5.3

R0 9.2
h 10-40

rpcr 100-500
R1 100-550

Again the TM10, 1, 0 is used because of the design decision of 20 beams 1.4.2.

2.7.2 Initial Parameter Results

All of the simulations on this geometry were performed using the segment

method due to its markedly lower calculation time.
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Figure 2.22: Whispering gallery cavity:
Iso-frequency surface at 1.3 GHz. R/Q is
represented by the colour map for whis-
pering gallery cavity with beam ridge si-
mulated in a segment. The gaps in the
plot are an artifact of the interpolation
methods used in MatLab.

Table 2.11: Whispering gal-
lery cavity: Optimal parame-
ters and simulation results

Parameter Value Units
R1 74.07 mm
h 55.76 mm

rpcr 388.3 mm
R/Q 62.7 Ω

Q 5480.6
f 1.290 GHz

The R/Q achieved here is comparable to the re-entrant cavity (see sec. 2.3)

and the HOM coaxial cavity (see sec. 2.6).

2.8 Preliminary Conclusions

As expected the re-entrant cavity did not perform well due to the large

amount of stored energy which the beams do not interact with. However the

refinement of the recessed re-entrant cavity sucessfully solves this problem and

displays promising performance. The length indicated in Table 2.12 is in this

case merely an optimum, past which no improvement is made. It could be ap-

preciably shortened with only a small loss in performance.

The fundamental mode coaxial cavity gives the advantages of the recessed

re-entrant cavity but with a reduced length and a higher mechanical strength.

The higher order mode cavities prove to be inferior as far as R/Q is concerned.
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They do however allow the radius of the tube to be increased appreciably, which

could be of great importance with respect to cooling and cathode loading when

the CLIC specification is used. However this increase in rpcr is at the expense of

R/Q meaning that extended interaction gaps or other such structures may be

required to make the tube operate satisfactorily.

Table 2.12: Initial investigation conclusions

1.3 GHz Resonance
Re-entrant Recessed

Re-entrant
Coaxial
TM0, 1, 0

Coaxial
TM10, 1, 0

Whispering
Gallery

R/Q (Ω) 68.3 216.1 256.3 64.8 62.7
Q ~4000 ~6000 ~8000 ~5500 ~5500

Outside
radius r1

(mm)

77.44 86.9 94.4 461.59 462.07

R1 (mm) 31.6 61.59 74.07
rpcr (mm) 62.8 62.8 62.8 400 388
rt (mm) 8.21 8.21 8.21 8.21 8.21
r0 (mm) rpcr +9.2 rpcr +9.2
R0 (mm) 9.2 9.2 9.2

Height (h)
(mm)

15 16
(hr ∼100)

21 48 55.76

Damping possible easy possible possible easy

Out of the cavities investigated, when R/Q and convenience are considered,

the TM0, 1, 0 coaxial cavity is the best choice although the recessed re-entrant

cavity has merit. The TM10, 1, 0 based cavities simply do not provide a large

enough R/Q to be used in high efficiency interaction structures.

2.9 Revised Parameters

The initial cavity study section uses a set of preliminary parameters to cha-

racterise the cavities. Results from the interaction simulations and discussion

with Thales led to the conclusions that some of the klystron parameters requi-

red revision (see chap. 6).5 High cathode loading for instance, leads to low

convergence, which would make a practical focusing system and gun hard to
5Private discussion with Thales Electron Devices Technical Staff
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design, especially around the gun region. This difficulty is also due to the re-

latively large beam. This would be exacerbated by the small cathode spacing

placing the beams too close together, which additionally could have lead to

thermal issues in the beam pipe noses. The interaction simulations also showed

that the gap was in danger of voltage breakdown when run at the target power

(see table. 2.13).

Table 2.13: Preliminary klystron parameter problems

Short output gap(see chap. 6) 10.6 mm
High cathode loading 5.5 A/cm2

Insufficient cathode separation 3 mm
Excessively low area convergence 2

The preliminary parameters are revised in this section (see table. 2.14).

Table 2.14: Summary of preliminary fixed klystron/cavity parameters

Property Preliminary
gap length (g) 10.6 mm

beam radius b (rb) 5.74 mm
tunnel radius a (rt) 8.21 mm
cathode loading (jc) 5.5 A/cm2

cathode separation (dcs) 3 mm
beam ridge width (r0) 9.2 mm

pitch circle radius (rpcr) 62.8 mm
b/a 0.7

2.9.1 Cavity Gap Length

The standard interaction gap of the cavities has been lengthened from 10.6

mm to 16 mm (with βe.g = 0.75 which is below the limit 1) to help avoid vol-

tage breakdown in the output gap. A promising interaction structure using

the recessed re-entrant/fundamental mode coaxial cavity was created using

Klys2D where the output gap was on the limit of safe voltage gradients (at ∼11

kV/mm). The longer interaction gap should help to solve this problem.
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2.9.2 Radius of Cathode Circle (rpcr)

The rpcr is the radius of a circle on which the centres of the beams lie. This is

defined by the beams size and the distance between cathodes. It defines (along

with the cathode size) the minimum radial size of the cavities as the beams

must fit inside them. A balance has to be struck between the R/Q of the cavities

(which increases as their radius decreases) and the ability to design and build

adequate guns. Initially a very low cathode spacing was chosen to maximise the

R/Q which is very small compared to the THALES 1801 7 beam MBK.[29] This

spacing is used in the initial cavity study as evidenced by the small cavities.

In the light of this comparison the spacing was increased to be in line with

the TH1801 in order to ensure the practicality of the tube.

If the cathode separation is increased to 10 mm (using the same cathode loa-

ding 5.5 A/cm2) this increases the rpcr from 62.8 mm to 107.39 mm. This is much

larger than before and may cause a lower maximum R/Q in the fundamental

mode cavities.

In the initial cavity study a cathode loading of 5.5 A/cm2 was used, which

is quite high even with the possibility of new Thales cathode technology.6 High

cathode loading leads to reduced tube lifetime, due to premature failure of the

electron guns. This is because of barium evaporation from the cathode surface.

Lower loading can lead to greatly increased lifetime. In a large and expensive

tube with multiple cathodes this is clearly a great advantage.

The rpcr is found from cathode loading by first calculating the cathode radius

using eq. 1.4. So the radius of the minimum circle which can contain nb beams

can be simply found:

rpcd =
(rc + dcs) · Nb

π
(2.12)

where dcs = cathode spacing; rpcr = pitch circle radius; Nb = number of

beams
6Private discussion with Thales Electron Devices Technical Staff
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A cathode loading of 3.5 A/cm2 giving a lifetime of over 10 years (~85000

hours) is a good compromise between lifetime and rpcr (see fig. 2.23). A shorter

liftime would lead to frequent replacement as the experiment is due to last 10

years and a longer life time would result too low a current density and too large

a cathode. A lower cathode loading also has the effect of increasing the low

convergence to a more suitable value by increasing the cathode surface area to

retain a constant current.

From fig. 2.23 it can be seen that the new rpcr is 118 mm from an initial value

of 62.8 mm.

(a) rpcd against Jc (cathode loading) inclu-
ding 10 mm cathode spacing

(b) Cathode lifetime w.r.t. cathode loading,
picture taken from [40]

Figure 2.23: 3.5 A/cm2 is a good compromise between lifetime and overall
tube radius.

2.9.3 Area Convergence

The initial investigation used a very low convergence of around 2. This was

caused by the small cathode radius allowed by the high cathode loading. As the

cathode loading has been lowered the convergence will naturally increase but

we can also change the beam radius. A higher convergence is required for A

good choice of beam radius might be 3.5 mm when combined with our chosen

cathode loading (see fig. 2.24).
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The focusing field is calculated using the definition of the Brillouin field and

focusing field in eq. 1.8. This value also strikes a balance between convergence

and focusing field, giving an area convergence (see eq. 1.2) of 6 as opposed to

an initial value of 2 (see eq. 1.2) with the new value being more suitable for an

effective electron gun design 7.

(a) Convergence against Jc (cathode loading)

(b) Field strength against beam radius with a Brillouin field ratio (Bn) of 2

Figure 2.24: The definition of cathode loading allows the selection of the
beam radius with consideration of the area convergence of the gun and
the focusing field strength required.

7Private discussion with Thales Electron Devices Technical Staff



CHAPTER 2. CAVITY DESIGN 75

2.9.4 Tunnel to Beam Ratio (b/a)

The initial investigation used a tunnel to beam ratio (b/a) of 0.7, for the fur-

ther investigation b/a has been changed to 0.6 in line with tubes designed at

Thales.8

So with the new beam radius the beam and tunnel parameters are:

b/a beam radius (b) tunnel radius (a)

0.6 3.5 mm 5.8 mm

2.9.5 Beam Ridge Width (R0)

The cavity models studied in chapter 2 all have the beam pipe noses combi-

ned as a ridge . The width of this ridge is 2 · r0 with its centre line at rpcr. This

is a critical dimension as ideally it would be minimised to increase the R/Q,

however it must also be large enough to allow cooling pipes to be embedded

to avoid high temperatures in the beam pipe noses. In this initial investigation

r0 was kept to a minimum to fully optimise the R/Q, however this minimises

the amount of copper in the beam pipe noses and could cause problems with

over heating. The minimum thickness of the copper is radius of the tunnel (a)

minus beam ridge width r0. The cavities are simulated with a range of r0 from

7-21 mm or a wall thickness of 1.2 mm to 15 mm.

2.9.6 Final Parameters

The rpcr has been increased sufficiently to allow a more conservative cathode

loading and separation and thus increased the convergence. The convergence

has also been increased by the reduction of the beam (and tunnel radius). The

gaps have also been extended to ease high output gap voltage gradient. The

parameters are summarised in table. 2.15. The new arrangement of beams and

cathodes shows the sparser layout of beams and the circle on which they lie

(see fig. 2.25).

8Private discussion with Thales Electron Devices Technical Staff
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Table 2.15: Summary of changes in the revised parameters

Property Preliminary Revised
gap length (g) 10.6 mm 16 mm

beam radius (b) 5.74 mm 3.5 mm
tunnel radius (a) 8.21 mm 5.835 mm

cathode loading (jc) 5.5 A/cm2 3.5 A/cm2

cathode separation (dcs) 3 mm 10 mm
beam ridge width (r0) 8.21 mm 7 mm to 21 mm

b/a 0.7 0.6
pitch circle radius (rpcr) 62.8 mm 118.5 mm

required focusing field (factor
of 2 above the Brillouin field)

370 G 600 G

convergence 2 6

The larger rpcr (and so larger cavities) and greater focusing field may rule

out using a solenoid for focusing. One of the advantages of the fundamental

mode cavities over the whispering gallery cavity was their relatively small size,

comparable to the TH1801.[29] This suggested the possibility of using existing

focusing technology.

These revised parameters are used to re-evaluate the promising cavities in

the second section of the cavity study and for the remainder of this thesis.

(a) Old cathode & beam distribution (b) New cathode & beam distribution

Figure 2.25: A comparison between the new and old beam/cathode arran-
gements
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2.10 Recessed Re-entrant Cavity (TM0, 1, 0)

r 0
r 1

h
g

r p
cr

hr

Beam

r r

(a) Schematic (no beam pipes) (b) 3D CAD representation of vacuum with
beam pipes

Figure 2.26: Recessed re-entrant cavity (repeated from Sec. 2.4)

2.10.1 Revised Parameter Results

The results from the initial investigation suggest that this cavity may be

able to support a high R/Q fundamental mode. Unfortunately the recessed

re-entrant cavity cannot be adjusted within the bounds of the revised klystron

parameters to support a fundamental mode with a frequency of 1.3 GHz.
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Table 2.16: Initial investigation recessed re-entrant cavity results (see table. 2.3)

(a) Initial investigation conclusions

1.3 GHz Resonance
Recessed

Re-entrant
R/Q (Ω) 216.1

Q ~6000
Outside
radius r1

(mm)

86.9

rpcr (mm) 62.8
rt (mm) 8.21
r0 (mm) rpcr +9.2

Height (h)
(mm)

16
(hr ∼100)

Damping easy

Starting from a minimum of h which is enforced by the value of g (the ca-

vity height cannot be smaller than the gap length) and increasing to an arbitrary

maximum, it is clear that the trend in frequency is downwards. As the initial

frequency is the highest value (1.018 GHz), this means that h must be minimi-

sed (preferably to g) which will have a detrimental effect on the R/Q as the

small change in cavity height at the gap will not act to concentrate the field so

effectively (see fig. 2.27).

Figure 2.27: Frequency change of fundamental mode in GHz w.r.t. the
height of the cavity. Increasing beyond its lower limit does not tend to-
wards 1.3 GHz.
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From a minimum of r1 which is enforced by a rpcr & r0 (the cavity cannot

be smaller than the beam ridge) and increasing again to an arbitrary maximum,

the frequency trend is again downwards. Again the preferable value of r1 is the

minimum (see fig. 2.28).

Figure 2.28: Frequency change of fundamental mode in GHz w.r.t. the
outside radius of the cavity. Increasing beyond its lower limit does not
tend towards 1.3 GHz.

Using the minima of h and r1 and plotting from a minimum of hr which is

enforced by a rpcr & r0 (the recess in the centre of the cavity has no beneficial

effect if it is smaller than the gap length) and increasing again to an arbitrary

maximum, the frequency trend this time is upwards. Unfortunately the fre-

quency maximum is still only 1.02 GHz and has begun to plateau almost 25%

from the target frequency (see fig. 2.29).
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Figure 2.29: Frequency change of fundamental mode in GHz w.r.t. the
height of the recess. Increasing beyond its lower limit the frequency tends
towards 1.3 GHz but not before the cavity becomes too large.

Although the recessed re-entrant cavity looked promising from the initial in-

vestigations within the constraints imposed by the revised klystron parameters,

it is no longer possible to find a cavity which supports a fundamental resonant

mode of 1.3 GHz. This rules out this cavity for an MBK of this specification.
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2.11 Fundamental Mode Coaxial Cavity (TM0, 1, 0)

R
0

R
1

h
g

r p
cr

Beam

(a) Schematic (no beam pipes), note R0 and
R1 are radial distances, not radii

(b) 3D CAD representation of vacuum with
beam pipes

Figure 2.30: Coaxial Cavity (repeated from Sec. 2.5)

2.11.1 Revised Dimensions

The fundamental mode coaxial cavity has a similar performance to the reces-

sed re-entrant cavity while being more longitudinally compact in comparison.

An R/Q of 250 Ω made it the favourite in that respect.

An altered optimisation method was employed for this repeated optimisa-

tion. As the frequency of a simulation converges with lower mesh density than

the R/Q, a coarse low mesh parameter sweep was used to find the 1.3 GHz

contour. With a polynomial fitted to this, a range of cavities with 1.3 GHz reso-

nance can be simulated with higher mesh. This method is explained more fully

in appendix. A.2.
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Table 2.17: Initial investigation fundamental mode coaxial cavity results

1.3 GHz Resonance
Coaxial
TM0, 1, 0

R/Q (Ω) 256.3
Q ~8000

Outside
radius r1

(mm)

94.4

R1 (mm) 31.6
rpcr (mm) 62.8
rt (mm) 8.21
R0 (mm) 9.2

Height (h)
(mm)

21

Damping possible

The coaxial cavity in this case only has 2 free dimensions:

Range

h 15-50 mm

R1 15-50 mm

This range was chosen from a coarse parameter sweep which demonstrated

that it covered the R/Q maxima adequately. For the base9 data set 15 steps were

used in each direction giving a full set of 225 simulations to characterise the

frequency space. For the line10 data set 40 simulations were used to show the

trend of the R/Q. The polynomial function representing the 1.3 GHz cavities

required 7 coefficients (optimised by overlaying the polynomial over the 1.3

GHz contour) (see sec. A.2).

Using the method described above (see sec. A.2) the range of cavities was

calculated. This was repeated for a number of values of R0. Interestingly the

maximum R/Q moves closer to the minimum h as R0 increases. This is perhaps

because as the capacitance C increases (due to larger R0 and thus a larger beam

ridge) the inductance L must be lowered accordingly by lowering the height of

9full coarse parameter sweep
10only cavities with 1.3 GHz resonance
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the cavity h. Observing the trend of R/Q vs R0 the R/Q as expected decreases as

R0 (C) increases while decreasing L (h) to keep the frequency constant (R/Q =
√

L/C).

(a) R0=7 mm (b) R0=10.5 mm

(c) R0=14 mm (d) r0=17.5 mm

(e) R0=21 mm

Figure 2.31: R/Q against h for coaxial cavities with frequency 1.3 GHz
with varying R0. Increasing R0 decreases maximum R/Q

Keeping R0 to a minimum is therefore preferable but a decision can only be

made after thermal calculations (see fig. 2.32).
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Figure 2.32: Coaxial cavity maximum R/Q (Ω) vs R0 (mm)

2.11.2 HOM in Coaxial Cavity

The HOM of the coaxial cavity were calculated using the JDM solver in MWS

with a mesh density of 30 mesh lines per wavelength and a frequency range of

0-7 GHz. The mode spectrum was split into two by assigning (x,y) symme-

try of (magnetic,magnetic) and (magnetic,electric) in order to make use of the

increase in accuracy and reduction in calculation time afforded by use of sym-

metry. The first set starting with the fundamental TM mode and the second

the dipole mode. Only TM modes with electrical symmetry around z = 0 have

been found.
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Figure 2.33: Coaxial cavity mode spectra up to 7 GHz showing R/Q and
optimal R/Q and harmonics of 1.3 GHz. Of particular note is the mode
very close to 1.3 GHz (a dipole mode).

The R/Q values were calculated for a single point at the electric field, maxi-

mum giving a worst case value.

Disturbingly the dipole mode is very close indeed to the fundamental TM

mode, with the dipole frequency being 1.360 MHz and the target frequency

being 1.3 GHz. The single point R/Q of this mode is in fact much higher than

that of the fundamental mode at 500 Ω. If the beams could be guaranteed to be

identical and modulated perfectly in phase this mode would not be a problem.

Unfortunately in a practical klystron neither of these conditions are true.

If purely the R/Q is considered, coupling is strong for many modes. Howe-

ver as the beams are held in phase (by the input cavity modulating the beams

in the correct mode) the coupling is highly dependent on the azimuthal index

of the mode or beam current/modulation asymetries.

For instance in the case of a two beam klystron:

• with ideal beams perfectly in phase dipole modes will not couple as the

bunches will see fields in antiphase and so the induced voltages will can-

cel; however the quadrupole mode will couple as the bunches will see

fields in phase (but of course not in a 4 or above beam klystron).
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• with beams allowed to take on any phase (as in the input cavity with an

incorrect mode excited); dipole modes will couple perfectly, as will the

quadrupole mode (with reduced stored energy available for interaction).

As the beams are forced into phase by the input cavity the first case is most

common. The next mode that can be excited with perfect beams is the TM20, 1, 0

.

If the external loading of the input cavity is high then the Q0 curves of the

fundamental and dipole modes could overlap allowing both to be excited. Care

would be needed with the design of the input coupler to avoid this problem.

The effects of the dipole mode on cavity-beam interaction are explored in chap-

ter 5.

2.11.3 2nd Harmonic Cavity

Table 2.18: Simulation range for coaxial 2nd harmonic cavity

R1 8-30 mm
h 7-30 mm

As the interaction structures (see chap. 6) and high efficiency operation call

for a second harmonic cavity, a compatible cavity must be found with a funda-

mental resonant frequency of 2.6 GHz. Compatibility is ensured by retaining

the rpcr as constant locating the beams in the same place inside the cavity. This

means that R1 and h should be reduced to increase the frequency. This is accep-

table as the frequency is only weakly dependant on rpcr for TM0, 1, 0 cavities.

The R/Q required need not be as high as for the other cavities so the op-

timum need not be as precise. The plot shows that a R/Q of over 120 Ω is

achievable for a wide range of cavities with dimensions well within the sen-

sible limits (see fig. 2.34 and tab. 2.19). The use of such a cavity is preferable to

trying to squeeze in re-entrant cavities between the beams.
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Figure 2.34: Coaxial 2nd harmonic cavity R/Q contours and 2.6 GHz
contour

Table 2.19: 2nd harmonic cavity possible properties

Frequency 2.6 GHz
R/Q >120 Ω

height (h) 10-22 mm
radius (R1) 16-26 mm

2.12 Conclusions

Instructed by the preliminary conclusions (see sec. 2.8) the klystron parame-

ters were reviewed and altered in order to avoid some potential problems such

as output gap arcing. The two most promising cavity geometries were optimi-

sed again for the new parameters.

Due to the enforced rpcr the recessed re-enterant cavity could not be re-tuned

to support the target frequency and so is no longer a candidate. This cavity did

however show promise and could prove useful for a different klystron specifi-

cation.

The fundamental mode coaxial cavity’s performance is degraded by the re-

vised parameters, at 140 Ω to 210 Ω (dependant on R0) as opposed to ∼ 250 Ω.
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However it remains both compact and more suitable for an interaction structure

than the HOM cavities prove to be.

From initial analysis of the HOM, the dipole mode is clearly problematic,

with a mode separation of around 50 MHz. This small gap is combined with

an R/Q two times larger. The effect of this mode needs to be evaluated and a

solution proposed.

The coaxial cavity can also be used as a 2nd harmonic cavity, without any

compatibility problems, with an R/Q of 120 Ω being easily achievable and sui-

table.

Table 2.20: Revised parameter cavity comparison

1.3 GHz Resonance
Coaxial
TM0, 1, 0

Coaxial 2nd Harmonic
TM0, 1, 0

R/Q (Ω) 130-210 >120
Q ∼8-9000 ∼8000

Outside
radius r1

(mm)

160 138.5

R1 (mm) 35-40 20
rpcr (mm) 118.5 118.5
rt (mm) 5.83 5.83
R0 (mm) 7-21 7

Height (h)
(mm)

20-27.5 15

Damping possible

With the removal of the recessed re-entrant cavity, lacking further informa-

tion about the HOM characteristics, the coaxial cavity remains a good option.

The structure of the whispering gallery cavity would have changed little with

the new parameters. Only the gap would have lengthened, so would not alter

the cavity properties sufficiently for it to be preferable to the fundamental co-

axial cavity. The higher R/Q of this cavity is more suitable to use in a klystron

interaction structure and the compactness will ease the design of the focusing

system.
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Dipole Mode

3.1 Introduction

Figure 3.1: Dipole mode of the fundamental mode coaxial cavity

As noted in the cavity selection process (see sec. 2.11.2) the dipole mode

of the coaxial cavity is close to the operating frequency of the klystron. It is

unclear whether this will affect the stability of the MBK, an attempt to model

89
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this is made in chapter 5.

During the design and construction of a similar coaxial cavity klystron by

CPI[12] problems with the dipole mode were not experienced or expected. The

dipole mode in their cavities geometry was calculated to be approximately 200

MHz from the operating frequency1.

As the dipole mode in the coaxial cavity is only 60 MHz from the fundamen-

tal mode the reasons for this and remedial actions should be evaluated.

3.2 Effect of r0 on Dipole Mode

In an effort to increase the separation r0 is altered to broaden and narrow

the beam ridge (see sec. 2.9.5). It was hoped this change in cross section would

alter the separation. In addition to the change in r0, r1 and h are re-tuned to

maintain the correct frequency. Thus a small range of different cross sections

are investigated.

(a) Dipole mode-fundamental mode fre-
quency seperation against r0

(b) Speration of monopole and dipole
mode R/Q against r0

Figure 3.2: A shift of only around 63 MHz can be expected and the R/Q of
the dipole mode remains above the monopole mode. (see fig. 2.32)

The HOM were calculated for the full range of r0 in order to find the va-

riation of the dipole mode. Fig. 3.2 shows the difference in frequency and the

difference in R/Q between the dipole and fundamental mode with respect to r0.

This shows that as r0 is changed (and so h and r1) the frequency difference bet-

1A. Balkum, private communication
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ween the dipole and fundamental mode changes a small amount from 61 MHz

to 63.5 MHz (2.5 MHz) (see fig. 3.2). The R/Q of the dipole mode also remains

over 100 Ω above the R/Q of the fundamental mode.

This does suggest that for an optimal R/Q cavity within these constraints

the dipole mode cannot be moved by trivially altering the cross section. Some

form of perturbation is required to move the dipole mode to a frequency further

away from the operating frequency.

3.3 Waveguide Theory

The coaxial cavity (see sec. 2.5) resembles a section of ridge waveguide bent

into a circle. It could be modelled as a length of straight waveguide with a

length of 2πr (where r = pcr) and with periodic boundaries at either end with a

phase advance of 2πN (where N is a natural number)(see fig. 3.3). This analysis

allows the use of well known waveguide theory to analyse the frequencies of

the modes.

Ridged waveguide

Coaxial Cavity

Figure 3.3: The conversion between coaxial cavity and ridged waveguide

The effect of the periodicity of the boundary conditions is to ensure that kz

takes on descrete values (β). Due to the shape of the dispersion curve (see fig. 3.4)

if dω
dkz

is large then the separation between the first two modes will increase dis-

proportionately. This spacing can be calculated using wave guide theory.
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kz
(a) Closely spaced β

kz
(b) Sparsely spaced β

Figure 3.4: kz, ω plot showing descrete wavelength solutions where the
periodic boundary conditions are satisfied showing the mode spacing in
ω increases with increasing β

The starting point is the dispersion relationship [13]:

k2 = k2
c + k2

z (3.1)(ω

c

)2
= k2

c + k2
z (3.2)

The wavelength of a mode (and its wave number) can be defined as:

λ =
2πr
N

(3.3)

kz =
2π

λ
=

2πN
2πr

=
N
r
= β (3.4)

where N = 0, 1, 2 . . . ∞ and represents the number of wavelengths along the

waveguide

Substitute kz by N
r in eq. 3.2 and multiply both sides by c2:
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ω2 = ω2
c +

(
cN
r

)2

(3.5)

If both sides are divided by ωc the ratio between ω and the cut off frequency

ωc is:

ω

ωc
=

√
1 +

(
cN
ωcr

)2

(3.6)

as this is an ideal lossless system ωc
c can be replaced with kc this leads to the

result:

ω

ωc
=

√
1 +

N2

r2k2
c

(3.7)

ωc is both the cut off frequency and the fundamental mode. This can be

calculated for waveguide or cavity using MWS or using a analytical ridge wa-

veguide theory such as Hoefer and Burton [65].

3.3.1 Theory Verification

In order to verify that this approach works a comparison is made with MWS

simulations of the coaxial cavity investigated previously. Two modes initially

chosen for this purpose are TMx, 1, 0 and TMx, 2, 0.
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(a) TMx, 1, 0 series (b) TMx, 2, 0 series

Figure 3.5: Plots of Ez for the two test series of modes in the coaxial cavity
(in these cases x = 0)

Percentage errors between the MWS frequencies and the theory predictions

are shown (see fig. 3.6).

The first mode error is 0% as the frequency is taken directly from MWS and

used as the seed ωc for the prediction equations. The accuracy of the prediction

decreases as the mode number (number of wavelengths around the cavity) in-

creases. The curvature of the cavity could be affecting the results to a greater

extent in this region.
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(a) TMx, 1, 0
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(b) TMx, 2, 0

Figure 3.6: Percentage deviation of the frequency prediction from the
MWS results
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There is no reason that this approach should not be applied to other kinds

of modes as long as their cut off frequencies are supplied. With this in mind the

theory was tested for the TEx11 modes (see fig. 3.7), this mode is in fact found

in two positions, both with an associated series of modes.

(a) First position (b) Second position

Figure 3.7: Plots of E for the two positions of the TEx11 series of modes
(x = 0 for these plots)

In the first instance there is a high degree of error between the predicted and

actual results for both positions of up to 12% (see fig. 3.8).
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(b) TEx 1 1 second position

Figure 3.8: Percentage deviation of the frequency prediction from the
MWS results
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This is due to the fact that the radius of each of these modes is noticeably dif-

ferent. The TMx, x, 0modes are well centred in the waveguide; the TEx 1 1 modes

with their dual positions are not.

As the cavity effectively has re-entrant nose cones it is possible for modes

to be trapped in the inner and outer sections. A careful choice of R should be

made using the mode’s centre not the cavity’s.

Instead of using the centre point of the cavity as in fig. 3.3, the radius can be

taken at the lower and upper quarter of the cavity for the first and second posi-

tions respectively. Using this correction the frequency error is brought down to

below 1% (see fig. 3.9).
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(b) TEx 1 1 second position

Figure 3.9: Percentage deviation of the frequency prediction from the
MWS results

3.3.2 Results

Using eq. 3.7 the ratios of the dipole and quadrupole modes can be plotted

against the rpcr of the cavity (see fig. 3.10). The radius of the cavity used by CPI

is approximated using knowledge of the number of beams and the frequency se-

paration observed. Fig. 3.10 clearly shows that the 6 beam configuration which

allows CPI to use a smaller cavity also leads to a large separation between the

monopole and dipole modes. A 20 beam configuration mandates a large cavity

and, from this analysis, a smaller separation between monopole mode and di-
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pole. Using the full power CLIC specification is likely to increase the size of

this cavity further, if only due to thermal constraints, and so decrease the mode

spacing further.

0.05 0.1 0.15 0.2
1

1.2

1.4

1.6

1.8

Current
CPI
Monopole
Dipole
Quadrupole

Figure 3.10: Ratio of monopole mode to dipole and quadrupole mode for
various cavity sizes showing the CPI design[12] and the current design

Interestingly eq. 3.7 does not depend on the cross section of the waveguide,

only the cut-off frequency which in this case is fixed at 1.3 GHz. This property

suggests that very little can be done by altering the cross section. The attempt

made previously (see fig. 3.2) found that a change in r0 (and a re-tuned cavity)

could only effect a ∼2.5 MHz change in dipole frequency shift (see fig. 3.2).

This theory has little to say about the R/Q which is strongly linked to the cross

section as evidenced in the associated R/Q plot (see fig. 3.2).

The seperation could be increased by altering the width of the waveguide,

but this is constrained by the required frequency of the cavity.
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3.4 Shifting Gap

3.4.1 Dipole Mode Suppression

The dipole mode remains a potential problem at ≈60 MHz from the ope-

rating mode. The waveguide theory approach (see sec. 3.3) suggests that the

cross section of the cavity is unimportant and that the ratio of the modes is

constant for constant radius. The only simple solution is to decrease the radius

to increase the spacing (see fig. 3.10). As the klystron has been optimised for

efficiency and small cavity radius, this is not possible without alteration to the

design.

There are a number of options:

• Reduce the number of beams

• Position the beams in multiple rings

• Perturb the cavity to separate the modes

• Selectively damp the dipole mode

Reducing the number of beams would increase the perveance and so lower the

potential efficiency of the tube. As efficiency is a major design goal this is unde-

sirable.

Positioning the beams in multiple rings could solve the problem by allowing

a smaller cavity to be used, but the beams will no longer be identical, further

complicating the design process. As the similarity of the beams is a distinct

advantage in interaction structure design, this is also undesirable.

Selectively damping the dipole mode is problematic as the electric and ma-

gnetic fields only exist in the same locations in the dipole mode and the opera-

ting modes. One possibility is to couple the modes to auxiliary cavities which

are tuned to perturb the dipole mode and can be filled with lossy material.

Waveguide theory may again provide an insight.
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3.4.2 Theory

Investigating the cavity as if it were waveguide is again useful. The ope-

rating mode and dipole modes can be represented as TE01 mode in rectan-

gular waveguide. [13] contains an equivalent circuit to represent this mode

(see fig. 3.11).

L2 L2

L1 C

Figure 3.11: Equivalent circuit representing the TE0, 1 in rectangular
waveguide[13]

From Section 3.3 eq. 3.6 can be taken as a starting point:

ω

ωc
=

√
1 +

c2N2

ω2
c r2 (3.8)

it has been shown by Carter [13] that for this arrangement (see fig. 3.11) there

is the relation:

ω2
c

c2 =
L2

L1
(3.9)

so substituting this into eq. 3.8:

ω

ωc
=

√
1 +

N2L1

r2L2
(3.10)

In this case it is the ratio of the inductances (along with the radius r which

shall be kept fixed) which determines the mode ratio. Either L1 can be increased

or L2 decreased to increase the mode separation.
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The components represent the fields in the following ways:

L1 → Br
L2 → Bθ

C → Ez

Altering Bθ (L2) is far easier in this case and has the advantage of the possible

solutions being rotationally symmetrical. The proposed solution is to add a slice

of vacuum in the centre of the cavity (see fig. 3.12). This will act in one sense

to stop the cavity behaving like a piece of ridged waveguide. It also breaks the

current path along the inside face of the cavity perturbing the magnetic field

and so the inductor which represents it. Such a change could be expected to

lower this inductance as desired.

Figure 3.12: Proposed dipole shifting design shown in “solid” vacuum
view

3.4.3 Results

For a range of shifting gaps it can be shown that the optimum value is

2.5 mm. As the gap increases the frequency of the dipole mode increases.
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In addition the frequency of the quadrupole mode decreases with increasing

gap. The optimum shifting gap is therefore 2.5 mm where the two modes cross

(see fig. 3.13). This yields a frequency shift between the two modes of ≈125

MHz (see table. 3.1).

Table 3.1: Modes of interest in the dipole shifted cavity

Mode Frequency
Operating TM0, 2, 0 1.305 GHz

Dipole TM1, 2, 0 1.432 GHz
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Figure 3.13: Frequency against the size of the shifting gap in mm. As
the gap increases from 0 the dipole mode moves away until it crosses the
descending quadrupole mode. It is at this point that the optimum gap lies.

The two modes of interest were previously HOM in the standard cavity, with

the operating mode now the TM0, 2, 0 and the dipole TM1, 2, 0. There is Ez field

(of a similar strength to that at the beam radius) in the centre of the cavity which

did not previously exist, which is now present both of the new operating mode

and new dipole mode.

This situation occurs because the gap in the inner conductor now behaves as

a thin pillbox cavity of a radius equal to the co-axial inner radius. This couples
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to the previous coaxial modes.

(a) Operating mode TM0, 2, 0

(b) Dipole mode TM1, 2, 0

Figure 3.14: Ez plots of new modes which interact with the beam, now
split by ≈125 MHz

This coupled pillbox cavity introduces new LOMs (Lower Order Modes) as

it behaves similarly to an independent pillbox. However their field strength at

the beam radius is very much reduced and they are far from the operating fre-

quency at 0.3 GHz and 1 GHz for the fundamental and dipole modes respecti-

vely. There are of course higher order modes than these with similar properties,

but the low field in the beam region should ensure that even with a compa-

rable frequency to that of the tube there should be little interaction. However if
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indeed these can be excited by the beam damping is non trivial.

(a) Fundamental LOM TM0, 1, 0 (b) Dipole LOM TM1, 1, 0

Figure 3.15: The two new LOM (Lower Order Modes) which may be hard
to damp. However the E-field is low in the beam region and their fre-
quency is far from the operating frequency

3.4.4 Central Post

The mechanical stability of the new cavity design could become a problem in

a full tube. If the shifting gap could be terminated centrally the LOMs (see fig. 3.15)

could be removed and the cavity stiffened (see fig. 3.16).

Figure 3.16: Shifting gap design with a central post shown in “solid” va-
cuum view.
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For even a small radius of post this moves the new operating mode TM0, 2, 0and

new dipole mode TM1, 2, 0 together (see fig. 3.17). However if mechanical stabi-

lity is a problem a very small central post (of the order of 1 mm radius) could

be used for a small loss of dipole mode separation.

When a range of post sizes are plotted, and the modes identified, the transi-

tion of the modes between the shifting gap design and the standard design can

be seen (see fig. 3.17).
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Figure 3.17: The transition between no central post (post radius = 0) and
no shifting gap (post radius = r1) (the termination of lines are due to the
frequency range of the simulation). The original operating mode and di-
pole (TM0, 1, 0, TM1, 1, 0) can be seen to transition into the new LOMs and
the new operating mode and dipole (TM0, 2, 0, TM1, 2, 0) transition into a
HOM.

As the gap is introduced to the basic coaxial cavity, the original operating

mode TM0, 1, 0transitions into the fundamental LOM TM0, 1, 0 in the shifting gap

and its associated dipole mode into the dipole LOM TM1, 1, 0 (see fig. 3.15). Two

higher order modes the TM0, 2, 0 and the TM1, 2, 0 reduce in frequency from a

very high order mode to become the new operating modes 3.14.
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3.5 Conclusions

This chapter attempts to model the coaxial cavity dipole mode using simple

waveguide theory. The cavity can be accurately represented as ridged wave-

guide which leads to the conclusion that the dipole mode ratio is fixed almost

regardless of cross section (if ωc is constant). A relationship between the fun-

damental and dipole modes can be derived from this theory. This shows good

agreement within 2% to MWS for both TM and TE modes of several orders.

The R/Q cannot be predicted using this method as it is highly sensitive to cross

section.

The coaxial cavity used by CPI has a much smaller radius giving them a

naturally larger dipole mode separation. However, due to its size, this design

will not scale to higher powers.

A simple equivalent circuit model shows that the dipole mode separation

can be altered by lowering the inductance (L2) at the centre of the cavity by

perturbing Bθ. The addition of a vacuum gap across the centre of the cavity to

achieve this has also changed the operating mode from TM0, 1, 0 to TM0, 2, 0.

The optimum value of this, with respect to dipole separation, is 2.5 mm. This

moves the dipole mode (now TM1, 2, 0) from 1.35 GHz to 1.43 GHz increasing the

split from ≈50 MHz to a much more comfortable ≈ 125 MHz.

Both the dipole and operating mode transition between TMx, 1, 0and TMx, 2, 0

as the extent of the cut reaches the centre of the cavity (a full slot). This also leads

to the addition of lower order modes (TM0, 1, 0, TM1, 1, 0...) in the centre of the

cavity. As the beams do not pass through this region they should not be excited.

A simple solution could be to introduce a small central post with a radius of the

order of 1 mm. This would add rigidity while only perturbing these LOM.

This appears to be a suitable solution to the problem of the dipole mode for

the intermediate cavities. The input and output couplers may require the use of

another solution.



Chapter 4

Method Of Moments

4.1 Introduction

Stability is key to the operation of any klystron. There is great potential for

instability with a design which employs 20 beams due to:

• Monotron oscillations (see sec. 1.3.5.3)

• Beam asymmetries

• Unwanted modes

Accurate calculation of the modes is critical to identifying and rectifying any

problems with the interaction structure. These higher order modes (HOMs) can

be found by using existing techniques such as those employed in CST MWS1

and MAFIA2. However obtaining accurate information about the higher order

modes using these codes can be problematic and very time consuming. The

singularity caused by the sharp corner limits the ability of FDTD3 or FE4 me-

thods to accurately model the otherwise simple geometries of, for instance a

re-entrant cavity. Increased mesh around the sharp corner (and often by neces-

sity the whole geometry) can help to alleviate the effects of this singularity but

1CST MicroWave Studio http://www.cst.com/Content/Products/MWS/Overview.aspx
2CST MAFIA http://www.cst.com/Content/Products/MAFIA/Overview.aspx
3Finite Difference Time Domain
4Finite Element

106

http://www.cst.com/Content/Products/MWS/Overview.aspx
http://www.cst.com/Content/Products/MAFIA/Overview.aspx
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cannot solve the problem entirely. A fundamental problem when calculating

high frequencies, even in simple geometries, is that as the frequency increases

the mesh density must also increase in order to ensure that the mesh (and its

associated equations) can fully represent the fields which are being calculated.

The increase in mesh required to calculate high frequencies and model the sharp

corner accurately, appreciably increases calculation time.

An alternative is to represent the electric and magnetic fields in each region

of the cavity by infinite series of basis functions, which are then matched by

the imposition of a continuity condition at the interface (r = r1). The method

of moments has been shown to be a very accurate and rapid method for cal-

culating the fundamental TM modes of a re-entrant resonant cavity by Carter

et al. [66, 67]. This work is based on a refinement of work by Hansen Chu [68]

and Taylor [69] and is closely related to a method used by Schwinger and Saxon

[70] to calculate admittances of discontinuities in waveguides. The fundamental

physics and equations behind the problem clearly suggest that such a method

could be used to find higher order modes of the same geometry.

The definition of TM modes does not hold in the transition between pillbox

cavity and reentrant cavity. In this work modes which closely resemble the true

TM modes will be described as TM and likewise for those which resemble TE.

4.1.1 Method of Moments

A simple singly re-entrant cavity is divided into two regions. The electric

and magnetic fields are represented by infinite series of basis functions which

satisfy Maxwell’s equations and the boundary conditions for each region. If the

infinite series of basis functions are used, the boundary conditions at the inter-

face between the regions can be matched exactly. For a real world calculation

the series must be finite, which means the E and H fields can no longer be mat-

ched at every point along the interface. However the continuity of the Poynting

flux is maintained by the method used which means that the stored energy in
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a loss-less cavity is constant (see sec. 4.2.4). This has been shown to be the ap-

propriate boundary condition when performing these calculations for resonant

cavities [66].

Figure 4.1: Representation of a re-entrant cavity used for the method of
moments. Note the division into region I and region I I .

It can been shown that the method can be extended to three (see fig. 4.2)

regions but for simplicity two regions are used during the derivations following

as the techniques and formulae can be manipulated directly to the three region

form. With three regions all of the cavity types suggested can be modelled, even

the coaxial cavities which can be modelled with a change of boundary condition

at the inner edge of region I I.

Figure 4.2: Three regions configuration
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4.2 TM Mode Derivation

This method as described in section 4.1.1 represents the fields in each region

as a series of basis functions. These functions must satisfy Maxwell’s equations

as well as the boundary conditions and can be represented in the form of a

Fourier series.

One way of solving this problem has been described by Carter et al. [66].

The end result being a set of four matrix equations, one pair which link E and

H in the same region and another pair which link E and H between regions.

Unlike Carter et al. [66] the following derivation includes the terms which

represent the azimuthal variation of the fields for reasons which will become

apparent in section 4.3. The original method was only developed for use with

monopole modes but is suitable for use with other TM-like modes with no azi-

muthal variation.

4.2.1 Field Component Equations

This derivation differs slightly from that of Carter et al. [66] who made use

of the fact that the fields of a cylindrically symmetrical TM mode in a resonator

can be derived from a scalar electric Hertzian potential function which satisfies

the equation [71]:

∇2φ + k2φ = 0 (4.1)

This derivation is based on Eq. 4.2 as it also lends its self to computation of

the TE mode basis functions. Starting with the transverse part of the Laplacian

expressed in circular cylindrical coordinates from Ramo, Whinnery, and Duzer

[72] which is clearly related to Eq. 4.1.

∇2
t Ez = −γ2Ez (4.2)
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where γ = kc =
√

k2 − k2
z; kz = ω/c in free space; k = wave number; Ez =

electric field maximum in the z direction.

Eq. 4.2 can be expanded to find:

1
r

∂

∂r

(
r

∂Ez

∂r

)
+

1
r2

∂2Ez

∂θ2 = −γ2Ez (4.3)

which has a solution in terms of Bessel functions [73] of the form:

Ez f reespace(r, θ) ∼

 AJi(γr) + BYi(γr)

AIi(γr) + BKi(γr)

 cos(iθ)ejkzz (4.4)

where i = azimuthal variation index; A and B = constants;

Note the cos(iθ) term to represent azimuthal variation (a sin(iθ) variation is

of course equally valid) and the order of the Bessel functions, also i (for instance

in Ji). i is the index of the azimuthal variation, this is the key part of the equa-

tions which was neglected by Carter et. al. due to their working assumptions.

With this term in place the equations are able to fully represent TM modes with

azimuthal variation.

From Maxwell’s equations the electric and magnetic field components can

be defined as such [72]:

Er =
−j
γ2

[
kz ·

∂

∂r
· Ez(r, θ) +

ω · µ
r
·
(

∂

∂θ
· Hz(r, θ)

)]
(4.5)

Eθ =
j

γ2

[
−kz

r
· ∂

∂θ
· Ez(r, θ) + ω · µ ·

(
∂

∂r
· Hz(r, θ)

)]
(4.6)

Hr =
j

γ2

[
ω · ε

r
· ∂

∂θ
· Ez(r, θ)− kz ·

(
∂

∂r
· Hz(r, θ)

)]
(4.7)

Hθ =
−j
γ2

[
ω · ε · ∂

∂r
· Ez(r, θ) +

kz

r
·
(

∂

∂θ
· Hz(r, θ)

)]
(4.8)

where ε = permittivity of free space; µ = permeability of free space; c =

speed of light and ω = angular frequency
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To characterise the mode the individual field components need to be found,

which for a TM mode exclude Hz:

TM︷ ︸︸ ︷
Ez Er Eθ Hr Hθ

This allows the redefinition of Eq. 4.5-4.8, using the definition of Hz = 0, to

find all of the field components in terms of Ez.

Hr =
jωε

rγ2
∂Ez

∂θ
(4.9)

Hθ =
−jωε

γ2
∂Ez

∂r
(4.10)

Er =
−1
γ2

∂

∂r
(ikzEz) (4.11)

Eθ =
−1
γ2r

∂

∂θ
(ikzEz) (4.12)

4.2.2 Application of Boundary Conditions

These field components are valid for a cylindrical waveguide, where as a

cavity of course has a finite extent. In the case of region I & I I there are conduc-

ting boundaries at z = 0 & z = z2. With the knowledge that the z variation must

be sinusoidal, it can be inferred from the boundary conditions that there must

not be tangential electric field or perpendicular magnetic field at a conductor

(see table. 4.1).

Table 4.1: The boundary conditions of TM modes

TM
@ z0 & z2 z variation

Er 6= 0 cos(nβz)
Eθ 0 sin(nβz)
Ez 0 sin(nβz)
Hr 6= 0 cos(nβz)
Hθ 6= 0 cos(nβz)
Hz - -

n = 0, 1 . . . ∞
where n = basis function index and β is fixed by the length (see bellow)
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n in Tab. 4.1 refers to the mode number in the z direction in a pillbox. This

index takes on a special importance when the fields in the two regions are mat-

ched at the boundary.

So from eq. 4.4:

Ez pillbox(r, θ, z) =

 AJi(γnr) + BYi(γnr)

AIi(γnr) + BKi(γnr)

 cos(iθ) · cos(nβz) (4.13)

where i = azimuthal variation index; γn becomes
√

k2 − n2β2 as kz = nβ

and β is π/z1 and π/z2 in region I and I I respectivly as nβzx = nπ.

In order for the functions to represent the fields inside a cavity the boundary

conditions must be applied to the solutions (see eq. 4.13). For these purposes Ez

is defined as:

Ez pillbox(r, θ, z) = R · cos(iθ) · cos(nβz) (4.14)

where:

R = (AJi(γnr) + BYi(γnr)) (4.15)

There are two boundary conditions; Eq. 4.16 that Ez must be symmetrical

and the 1st derivative must be continuous over r = 0; Eq. 4.17 that Ez must be

zero at the outer conductor .


∂Ez
∂r = 0 for i = 0

Ez = 0 for i 6= 0
@ r = 0 (4.16)

Ez = 0 @ r = r2 (4.17)

The two forms of R which meet these boundary conditions are:
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Region I (4.16):

RI = Ji(γnr) (4.18)

Region I I (4.17):

RI I = (Yi(γnr2)Ji(γnr)− Ji(γnr2)Yi(γnr)) (4.19)

With the fields defined in each region the relationship between the E field

and the H field in both region I and region I I can be found.

In order to allow the fields to be matched at the boundary it is vital that

the modes in each section can be mixed. This is achieved using the following

infinite sumation:

Ez(r, θ, z) =
∞

∑
n=0

an · Rn(γnr) · cos(iθ) · cos(nβz) (4.20)

where n is the index of the mode in the region as defined in 4.1 and an is the

amplitude of a term in the series.

When modeling a pillbox the amplitudes of the terms with an index other

than that of the mode represented will be 0. If a re-entrant cavity is calculated

the amplitude of the terms will be those which best match the field across the

interface (see sec. 4.2.4).

4.2.3 Convert Between E and H (GI and GI I)

The relationship between the E field and the H field is defined in the follo-

wing terms:

hθ = G(k)ez (4.21)

where ez is a vector of all ezns (where ezn is related to an refering to Ez defined

in Eq. 4.25), hθ is the equivalent for Hθ (see eq. 4.25) and G(k) is a matrix
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defining the relationship between the two.

In order to compute this relationship we must first calculate Ez(r, θ, z) and

Hθ(r, θ, z). From Eq. 4.20 & 4.10:

Hθ(r, θ, z) =
−jkY0

γn

∞

∑
n=0

an · R′n(γnr) · cos(iθ) · cos(nβz) (4.22)

where ωε = kY0

Which can be represented as :

Ez(r, θ, z) =
∞

∑
n=0

en · cos(iθ) · cos(nβz) (4.23)

Hθ(r, θ, z) =
∞

∑
n=0

hn · cos(iθ) · cos(nβz) (4.24)

where:

ezn = an · Rn(γnr) (4.25)

hθn = −an ·
jkY0

γn
· R′n(γnr) (4.26)

.

From this G(k) can be defined as a diagonal matrix:

hθn = Gn,n(k)ezn = −jY0
kR′n(γnr)

γnRn(γnr)
en (4.27)

as cos(iθ) · cos(nβz) will cancel.

which can be arranged to give, at r = r1:

Gn,n(k) = −jY0
kR′n(γnr1)

γnRn(γnr1)
(4.28)
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now find GI(k) (G in region I) and GI I(k) (G in region I I) from Eq. 4.28,

4.18 and 4.19:

GI
n,n(k) =

hI
θn

eI
zn

= −jkY0

(
−Ji+1(γnr1) +

i
r1

Ji(γnr1)
)

γn Ji(γnr11)
(4.29)

GI I
m,m(k) =

hI I
θm

eI I
zm

(4.30)

= −jkY0

Yi(γmr2)
(
−Ji+1(γmr1) +

i
γmr1

Ji(γmr1)
)
− Ji(γmr2)

(
−Yi+1(γmr1) +

i
γmr1

Yi(γmr1)
)

γm[Yi(γmr2)Ji(γmr1)− Ji(γmr2)Yi(γmr1)]

(4.31)

where for instance eI
zn is Eq. 4.25 for region I and m is the equivalent of n for

region I I.

4.2.4 Continuity Conditions (P and Q)

With infinite series the boundary conditions can be matched exactly for Eq.

4.23 and 4.24. In order to solve the equations the series must be finite, meaning

that Ez and Hθ can no longer be matched at every point. Continuity of Poynting

flux means that the stored energy in a loss-less cavity is constant which has been

shown to be the correct matching condition.[66] Carter et. al. show that the

continuity of the Poynting flux is satisfied using this method of field matching

and series truncation.[66]

For TM modes:

Continuous at r = r1︷ ︸︸ ︷
EZ Eθ Hθ

These matching conditions can be represented by two matrices [P] and [Q]

which represent the E-field basis functions in one region in terms of the basis
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functions in the other. These two equations are the same for modes with and

without azimuthal variation as they just serve to represent the geometry rather

than the fields themselves (although they are also derived from the boundary

conditions, these apply equally in both regions).[66]

eI I
z = PeI

z (4.32)

hI
θ = QhI I

θ (4.33)

where eI
z is a vector representation of 4.25 in region I, with eI I

z in region I I.

hI
θ and hI I

θ being the equivalent for Hθ (see eq. 4.24).

4.2.4.1 E-field Continuity P

For TM modes P relates eI
z to eI I

z , the field equations at the interface in this

case are:

Region I Region I I
∞

∑
n=0

eI
zn cos(nβIz)dz

∞

∑
m=0

eI I
zm cos(mβI Iz)dz 0 ≤ z ≤ z1

0 z1 ≤ z ≤ z2

as there can be no electric field in region I beyond z = z1 (the height of

the region) at r = r1 and as there can be no transverse electric field on a metalic

boundary Ez is also zero in region I I. The azimuthal variation cos(iθ) can safely

be ignored as it is defined to be the same in both regions so matching is not

required.

This leads to the continuity conditions at the interface (r = r1):

EI
z = EI I

z 0 ≤ z ≤ z1
EI I

z = 0 z1 ≤ z ≤ z2

This is integrated over the range over which continuity is required (0 ≤ z ≤

z2), as for z1 ≤ z ≤ z2 Ez is zero. This yields the relationships:
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Region I eI
zPI =

N

∑
n=0

ˆ z1

0
eI

zn cos(nβIz) cos(tβI Iz)dz

Region I I eI I
z PI I =

M

∑
m=0

ˆ z2

0
eI I

zm cos(mβI Iz) cos(tβI Iz)dz

The factor of cos(tβI Iz) (where t is an integer) forces the integral in region I I

to be zero except when n or m = t, yielding an invertible diagonal matrix.

This leads to:

eI
zPI = eI I

z PI I (4.34)

eI I
z = PI

(
PI I
)−1

eI
z (4.35)

eI I
z = PeI

z (4.36)

where P = PI (PI I)−1.

4.2.4.2 H-field Continuity Q

Similarly for the H fields Q relates hI
θ to hI I

θ , the field equations at the inter-

face in this case are:

Region I Region I I
∞

∑
n=0

hI
θn cos(nβIz)dz

∞

∑
m=0

hI I
θm cos(mβI Iz)dz 0 ≤ z ≤ z1

Undefined z1 ≤ z ≤ z2

as the magnetic field in region I past z = z1 (the height of the region) at

r = r1 is undefined by the boundary conditions. Again the azimuthal variation

can be safely ignored.

The continuity conditions at the interface (r = r1) are:

H I
θ = H I I

θ 0 ≤ z ≤ z1
H I I

θ is undefined z1 ≤ z ≤ z2

This time the integration is performed over the range over which continuity

is required (0 ≤ z ≤ z1), as for z1 ≤ z ≤ z2 Hθ is undefined. The result is again
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multiplied by cos(pβIz) (where p is an integer) to obtain a diagonal matrix for

region I. This gives the relationships:

Region I hI
θQI =


N

∑
n=0

ˆ z1

0
hI

θn cos(nβIz) cos(pβIz)dz when 0 ≤ z ≤ z1

0 when z > z1

Region I I hI I
θ QI I =

M

∑
m=0

ˆ z1

0
hI I

θm cos(mβI Iz) cos(pβz)dz

Applying the matching conditions allows the definition of Q:

hI
θQI = hI IQI I

θ (4.37)

hI
θ = QI IQI−1hI I

θ (4.38)

hI
θ = QhI Iθ (4.39)

4.2.5 Finding the Resonant Modes

The method used by Carter et al. [71] can be used to solve this set of equa-

tions. The four key matrix equations can now be set up as an eigensolution

problem, which can be easily solved using a secant method or any zero finder.

The solutions to this equation are k values which of course represent the reso-

nant modes of the cavity.

hI
θ = GI(k)eI

z (4.40)

hI I
θ = GI I(k)eI I

z (4.41)

hI
θ = QhI I

θ (4.42)

eI I
z = PeI

z (4.43)

This can be rearranged in a similar solvable matrix equation:
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eI
z = GI(k)−1QGI I(k)P−1eI

z (4.44)∣∣∣GI(k)−1QGI I(k)P−1 − I
∣∣∣ = 0 (4.45)

4.2.6 Implementation

These equations are implemented in MathCAD 13.1 where solutions to Eq.

4.45 are found using the secant method which was terminated when the frac-

tional error in was less than 10−12. The full fields can be computed from this

using the method described by Carter et. al. with the eigenvector found using

the eigenvec MathCAD function equation on eq. 4.45 with an eigenvalue of 1.

Similarly the other coefficients for the magnetic and electric fields can be found

using Eq. 4.40, 4.41 & 4.43.[66] The stored energy Q and R/Q can be calculated

from the resulting field distributions. Even in MathCAD (rather than an optimi-

sed FORTRAN implementation for instance) the calculations can take less than

a second on a PC with a 3 GHz Pentium 4 processor and 4 GB of RAM (which

is not required).

Ez(r, θ, z) =
N

∑
n=0

ezn cos(iθ) cos(nβz) (4.46)

Hθ(r, θ, z) =
M

∑
n=0

hθn cos(iθ) cos(nβz) (4.47)

As mentioned, infinite series are not possible in a practical implementation,

so the series must be truncated (see eq. 4.46). Carter et. al. show a useful

relationship between N and M and the convergent behaviour of the system

with respect to these variables.

M =

⌈
z2

z1
· N
⌉

(4.48)
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This does not necessarily translate entirely over to calculation of anything beyond

the fundamental TM modes but the suggested relationships are implemented as

a starting point.[66] This work does not investigate the effect on the convergent

behaviour from the new terms.

A number of useful diagnostic techniques are used during this work to aid

discovery of new modes. The secant method requires a starting value before

it can begin to search for a root. As the independent variable is k the units

for this starting value are m−1. However this can be converted to Hz, where

this frequency ideally being close to the expected resonant mode. Use of fre-

quency rather than wave number is significantly more intuitive when searching

for modes (see eq. 4.49).

f =
kc
2π

(4.49)

Another technique is to plot Eq. 4.45 with respect to k or again more ap-

propriately f . This allows the solutions to be seen graphically, reducing the

possibility that solutions will be missed. This is especially useful as the secant

method used in this situation is prone to overshooting solutions often by many

GHz. The use of these plots allows the trial value to be set close to a solution, in-

creasing the chances that the solver will converge as desired. The steps used for

the secant method are much reduced compared to those necessary when only

the fundamental mode is required. This is purely because the HOM are much

more closely separated in the frequency space. Ideally the root finder would

be able to find a full set of solutions in a given frequency range. This is not

however a trivial task.

For certain calculations MathCAD is unable to represent numbers of a suf-

ficient magnitude (over 1 · 10307) which causes the simulation to fail. In the

equations, such a large number is balanced by an equally large number on the

bottom of the fraction. This problem could be solved by using large argument

approximations of the Bessel functions when the arguments become too large,
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but this is time consuming to derive and unnecessary at this stage, as the pro-

blem can often be avoided by altering the number of basis functions.

Figure 4.3: Eq. 4.45 displayed graphically, clearly showing solutions.
These plots are for i = 0.

If these fields in both regions are plotted along the boundary (r = r1), the

matching of the fields can clearly be seen. The effect of truncating the series can

be seen in the inexact matching of Ez between the two regions (see fig. 4.4a).

Gibb’s phenomenon can also be seen around r = r1 in fig. 4.4a due to the sharp

edge.

(a) Ez in regions I (red) and I I (blue) (b) Hθ in regions I (red) and I I (blue)

Figure 4.4: Plots of Ez and Hθ calculated by the Method of Moments along
the interface between the 2 regions

4.3 TM Mode Results

The simulation of fundamental TM modes and their convergence in a re-

entrant cavity has been investigated at length by Carter et al. [71]. However
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there was no attempt made to use the same method to calculate modes of a

higher frequency. The equations used to represent the fundamental TM are

also able to represent all other modes with no azimuthal variation. Azimuthally

varying modes are of course of particular interest with respect to MBK design.

Simulating these HOM provides a starting point for the further extension of this

method.

MAFIA 2D was chosen for the comparison as it is a well known and deve-

lopmentally stable code. The 2D geometry has both speed and accuracy advan-

tages over a 3D solver such as CST MWS, requiring fewer mesh cells and taking

advantage of a further aspect of the geometry and field symmetry.

To calculate the HOM with no azimuthal variation i must be set to 0. This

simplifies the expanded form of Eq. 4.40-4.43 to those used by Carter et al. [71]

to calculate the fundamental modes.

Now the full solutions are known, modes with azimuthal variation can be

found. This is of great interest for calculating the HOM of MBK cavities as many

of the modes of interest have a non zero azimuthal variation index.

The cavity used in these tests has been used in previous testing of the me-

thod of moments and is a cavity it is known to model well.

Table 4.2: Test cavity dimensions (mm)

r1 r2 z1 z2

16 42 8 23

4.3.1 Azimuthal Variation Index (i) 0

The MAFIA results are calculated using a mesh of 200,000 mesh cells in the

2D solver specifically targeting TM modes. This constraint on the simulation

greatly increases the accuracy and speed of the calculations. The errors are of

the order of 0.01%, these results are calculated with the inclusion of the i terms.
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Table 4.3: Comparison between frequencies (in GHz) from MAFIA and MoM
Model for azimuthal variation (i) = 0

Mode MoM MAFIA Err (MAFIA-MoM/MoM)
1 2.128 2.128 0.022%
2 4.623 4.623 0.011%
3 6.982 6.982 0.001%
4 7.989 7.989 0.001%
5 9.106 9.106 0.004%
6 11.038 11.038 0.002%
7 12.697 12.697 0.005%
8 13.241 13.240 0.004%
9 13.862 13.861 0.005%
10 14.491 14.491 0.003%

4.3.2 Azimuthal Variation Index (i) 1

When the azimuthal variation index (i) is increased to 1 the likelihood that

the Bessel function arguments will overflow is increased. This makes it har-

der to find a number of basis functions which will allow the secant method to

converge on a mode. The relationship between the number of basis functions

in each region is only optimised for TM modes with no azimuthal variation, its

performance where i 6= 0 is unknown.

The MAFIA 2D simulations no longer allow for the distinction between TE

and TM modes as this distinction cannot be made. This results in many modes

being calculated that are irrelevant and which have been ommitted here.

Table 4.4: Comparison between frequencies (in GHz) from MAFIA and MoM
Model for azimuthal variation (i) = 1
The modes highlighted in bold are potentially mixing with each other in pairs.

Mode MoM MAFIA Err (MAFIA-MoM/MoM)
1 4.39 4.48 -2.05%
2 5.57 6.61 -15.76%
3 7.78 7.61 2.28%
4 8.47 8.33 1.66%
5 8.47 8.67 -2.32%
6 10.3 10.3 0.36%
7 10.3 11.3 -8.39%
8 12.0 12.1 -1.18%
9 13.1 13.2 -0.50%

10 13.7 13.5 0.93%
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4.3.3 Inaccurate modes

A number of inaccurate modes are clearly present in the results so far. The

first inaccurate mode is in fact a TE mode (see fig. 4.5) as shown in the example

plot. This is not a mode which the code is designed to find; in fact it is speci-

fically unable to calculate this mode accurately. One of the assumptions used

when the G matrices are derived is that Hz is defined as 0 (which is of course

true for TM modes) (see sec. 4.2).

The appearance of this mode in the results is not completely unexpected as

MAFIA 2D, for instance, is also unable to differentiate between TE and TM

modes when a azimuthal variation is specified.

Figure 4.5: MAFIA plot of an inaccurate mode which is in fact a TE mode

4.4 TE Modes Derivation

As no trivial method to distinguish inaccurate modes has been found so far

(short of a self defeating comparison with MAFIA 2D) the proposed solution

is to allow the equations to fully represent all possible fields. The original me-

thod as proposed by Carter et al. [71] is only capable of calculating TM modes.

However different starting assumptions can be used to allow the equations to
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represent TE modes.

4.4.1 Field Component Equations

The TE modes must be calculated using a subtly different set of assump-

tions, the most important being that Hz 6= 0 and EZ = 0. This will lead to

another similar set of matrix equations which can fully characterise TE modes,

the starting point of which can be found from Ramo et al. [72] and is the equi-

valent of Eq. 4.2 (see eq. 4.50).

∇2
t Hz = −γ2

nHz (4.50)

with the solution:

Hz(r, θ, z) =

 AJi(γr) + BYi(γr)

AIi(γr) + BKi(γr)

 · cos(iθ) (4.51)

where i = azimuthal variation index; A&B = constants;γ =
√

k2 − k2
z; kz =

ω/c in free space; k = wave number; Hz = magnetic field maximum in the z

direction

To characterise the fields the field components must be found, which for a

TE mode (remembering Ez = 0):

TE︷ ︸︸ ︷
Er Eθ Hr Hθ Hz

The components are from Eq. 4.5 to Eq. 4.8:



CHAPTER 4. METHOD OF MOMENTS 126

Er =
−jωµ

γ2
nr
· ∂

∂θ
Hz(r, θ) (4.52)

Eθ =
jωµ

γ2
n
· ∂

∂r
HZ(r, θ) (4.53)

Hr =
jβ
γ2

n
· ∂

∂r
Hz(r, θ) (4.54)

Hθ =
jβ

γ2
nr
· ∂

∂θ
Hz(r, θ) (4.55)

4.4.2 Apply Boundary Conditions

Again these field components are only valid for a cylindrical waveguide. In

the case of region I I there are conducting boundaries at z = 0 & z = z2. With

the knowledge that the variation must again be sinusoidal, the z variation can

be inferred from the boundary conditions.

Table 4.5: The new boundary conditions compared to the TM equivalents

TM TE
@ z0 & z2 z variation @ z0 & z2 z variation

Er 0 sin(nβz) 0 sin(nβz)
Eθ 0 sin(nβz) 0 sin(nβz)
Ez 6= 0 cos(nβz) - -
Hr 6= 0 cos(nβz) 6= 0 cos(nβz)
Hθ 6= 0 cos(nβz) 6= 0 cos(nβz)
Hz - - 0 sin(nβz)

n = 0, 1 . . . ∞ n = 1, 2 . . . ∞
i = 0, 1 . . . ∞ i = 0, 1 . . . ∞

i now begins at 1 because there must always be a z variation in the H field

as there must be no perpendicular magnetic field at the boundary. The full

solution of the fields now becomes:

Hz(r, θ, z) = R · cos(iθ) · sin(nβz) (4.56)

The derivation from this point closely follows the TM mode equation deri-
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vation. With the exception of the boundary conditions which now are:

∂Hz

∂r
= 0 @ r = 0 (4.57)

∂Hz

∂r
= 0 @ r = r2 (4.58)

4.4.3 Convert between E and H (GI and GI I)

GI and GI I are derived as before. These are not reproduced here due to

the increased complexity of the equations (see sec. B.1). The fields can still be

expressed in terms of a summation:

Hz(r, θ, z) =
∞

∑
n=0

hzn · cos(iθ) · sin(nβz) (4.59)

Eθ(r, θ, z) =
∞

∑
n=0

eθn · cos(iθ) · sin(nβz) (4.60)

where:

hzn = an · Rn(γnr) (4.61)

eθn = an ·
jωµ

γn
· R′n(γnr) (4.62)

4.4.4 Continuity Conditions (P & Q)

The different behaviours of the electric and magnetic fields at the surface of

a conductor also require P and Q to be redefined.
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Figure 4.6: Recessed re-entrant cavity split into region I and region I I

Continuity conditions at the interface compared to those of TM modes:

Continuous at r = r1︷ ︸︸ ︷
EZ Hz Eθ Hθ

TM only TE only TE and TM

4.4.4.1 H-field Continuity Q

Similarly to TM modes Q relates hI to hI I but for Hz as opposed to Hθ. The

field equations in this case are:

Region I Region I I
N

∑
n=0

hI
zn sin(nβIz)dz

M

∑
m=0

hI I
zm sin(mβI Iz)dz 0 ≤ z ≤ z1

Undefined z1 ≤ z ≤ z2

The continuity conditions at the interface (r = r1) are:

H I
z = H I I

z 0 ≤ z ≤ z1
H I I

z is undefined z1 ≤ z ≤ z2

Integrating over the range over which continuity is required (0 ≤ z ≤ z1),

as for z1 ≤ z ≤ z2 Hz is unknown. If this is multiplied by sin(tβIz) (where t is

an integer) the integral in region I is zero except when n or m = t, yielding a

diagonal matrix.
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Region I hIQI =
N

∑
n=0

hI
zn

ˆ z1

0
sin(nβIz) sin(tβIz)dz

Region I I hI IQI I =
M

∑
m=0

hI I
zm

ˆ z1

0
sin(mβI Iz) sin(tβIz)dz

Where
[
QI]and

[
QI I] are both t by n or m matrices with QI being diagonal.

The new Q for TE modes can now be defined:

hI
zQI = hI I

z QI I (4.63)

hI
zQI ·

(
QI I
)−1

= hI I
z (4.64)

hI I
z = Q · hI

z (4.65)

4.4.4.2 E-field Continuity P

Similarly to TM modes P relates eI I
θ to eI

θ for Eθ (as opposed to Ez). Hθ is

again continuous but for consistency in the matrix algebra it makes more sense

to use Eθ for the continuity equations. The field equations in this case are:

Region I Region I I
N

∑
n=0

eI
θn sin(nβIz)dz

M

∑
m=0

eI I
θm sin(mβI Iz)dz 0 ≤ z ≤ z1

0 z1 ≤ z ≤ z2

The continuity conditions at the interface (r = r1) are again:

EI
θ = EI I

θ 0 ≤ z ≤ z1
EI I

θ = 0 z1 ≤ z ≤ z2

This can be integrated over the range where continuity is required (0 ≤ z ≤

z2) as all fields are known. If this is multiplied by sin(pβz) (where p is an inte-

ger) the integral in region I I is zero except when n or m = p, yielding a diagonal

matrix.



CHAPTER 4. METHOD OF MOMENTS 130

Region I eI
θ

[
PI] = N

∑
n=0

eI
θn

ˆ z1

0
sin(nβIz) sin(pβI Iz)dz

Region I I eI I
θ

[
PI I
]
=

M

∑
m=0

eI I
θm

ˆ z2

0
sin(mβI Iz) sin(pβI Iz)dz

Where PIand PI I are both t by n or m matrices with PI I being diagonal. The

new P for TE modes can now be defined:

eI I
θ PI I = eI

θPI (4.66)

eI I
θ PI I

(
PI
)−1

= eI
θ (4.67)

eI
θ = P · eI I

θ (4.68)

4.4.5 Finding the Resonant Modes

As the full set of matrices for TE modes have been found:

hI
z = GI(k) · eI

θ (4.69)

hI I
z = GI I(k) · eI I

θ (4.70)

hI I
z = Q · hI

z (4.71)

eI
θ = P · eI I

θ (4.72)

again a solvable matrix equation can be set up:

hI
z = GI(k) · P ·GI I(k)−1 ·Q · hI

z (4.73)∣∣∣GI(k) · P ·GI I(k)−1 ·Q− I
∣∣∣ = 0 (4.74)
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4.5 TE Mode Results

The results obtained compare very well with MAFIA. The table below com-

bines the results from the TM and the TE basis function simulations. The modes

found are calculated with a good accuracy all mostly below 0.5% (see table. 4.7).

The large argument approximations have not been calculated so the number of

basis functions (and ultimately the accuracy) is limited.

Table 4.6: Test cavity dimensions (mm)

r1 r2 z1 z2

5 10 15 20

4.5.1 Azimuthal Variation Index (i) 1

Table 4.7: Full table of results from TE and TM basis function simulations for
azimuthal index (m) 1

MAFIA5 MoM MoM Err (MAFIA-MoM/MoM)
Mode f (GHz) f TE (GHz) f TM (GHz) f (GHz)

1 11.395
2 15.193
3 18.766 18.688 0.42%
4 21.315
5 23.242
6 27.004 27.167 -0.60%
7 27.597 27.636 -0.14%
8 30.704 30.913 -0.68%
9 31.582 31.797 -0.68%

10 32.028 32.027 0.00%
11 33.763 33.769 -0.02%
12 34.317 34.428 -0.32%
13 35.911 36.018 -0.30%
14 36.244 36.778 -1.45%
15 39.174
16 39.538 39.515 0.06%
17 40.217 40.048 0.42%
18 41.935 41.950 -0.04%
19 42.710
20 44.500 44.488 0.03%

The results no longer contain R/Q and Q information as the equations used

to calculate these are closely related to the equations used to plot the full field
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distributions.

4.6 Coupled Modes Derivation

Sections 4.3 & 4.5 show that defining modes purely as TE or TM is not ade-

quate for a full solution. In a re-entrant cavity all the modes are a linear com-

bination of TE and TM modes, some modes have a higher amplitude of TE or

TM modes and these can be modelled sucessfully as either TE or TM. Other

modes are neither pure TE or pure TM and must be modeled as a mixture of

both.

As TE and TM only include either Hz and Ez respectively the G matrices

previously derived are still valid. However as Eθ and Hθ are shared between the

modes the matching equations are no longer valid. These are the key matrices

for mixing the two types of mode. As both TE and TM are required the full set

of boundary conditions are needed:

Table 4.8: The boundary conditions of TM and TE modes (both are required)

TM TE
@ z0 & z2 z variation @ z0 & z2 z variation

Er 0 sin(nβz) 0 sin(nβz)
Eθ 0 sin(nβz) 0 sin(nβz)
Ez 6= 0 cos(nβz) - -
Hr 6= 0 cos(nβz) 6= 0 cos(nβz)
Hθ 6= 0 cos(nβz) 6= 0 cos(nβz)
Hz - - 0 sin(nβz)

n = 0, 1 . . . ∞ n = 1, 2 . . . ∞
i = 0, 1 . . . ∞ i = 0, 1 . . . ∞

4.6.1 Mixing Eθ

The matching equations for Eθ, instead of being based on a single set of basis

functions, both TE and TM are required. The fields are now represented as the

summation of ex(TE)
z & ex(TM)

z :



CHAPTER 4. METHOD OF MOMENTS 133

Region I Region I I
N

∑
n

(
eI(TM)

θn + eI(TE)
θn

)
sin(nβIz)

M

∑
m

(
eI I(TM)

θm + eI I(TE)
θm

)
sin(mβI Iz) 0 ≤ z ≤ z1

0 z1 ≤ z ≤ z2

The continuity conditions at the interface (r = r1) do not change and remain:

EI
θ = EI I

θ 0 ≤ z ≤ z1

EI I
θ = 0 z1 ≤ z ≤ z2

These equations must again be integrated over the full range of z as Eθ re-

mains fully defined (see sec. 4.2.4.1). To diagonalise the matrix both sides are

multiplied by sin(pβI Iz) to make region I diagonal (and invertible).

Region I

(
eI(TM)

θ + eI(TE)
θ

)
AI =

N

∑
n

(
eI(TM)

θn + eI(TE)
θn

) ˆ z1

0
sin(nβIz) sin(pβI Iz)dz

Region I I

(
eI I(TM)

θ + eI I(TE)
θ

)
AI I =

M

∑
m

(
eI I(TM)

θm + eI I(TE)
θm

) ˆ z2

0
sin(mβI Iz) sin(pβI Iz)dz

The continuity conditions allow us to equate both region I and I I.

AI
(

eI(TM)
θ + eI(TE)

θ

)
= AI I

(
eI I(TM)

θ + eI I(TE)
θ

)
(4.75)

With AI and AI I defined as follows:

AI =

ˆ z1

0
sin(nβIz) sin(pβI Iz)dz (4.76)

AI I =

ˆ z2

0
sin(mβI Iz) sin(pβI Iz)dz (4.77)

Usefully this is equivalent to PTE which will be used in its place from this

point (see sec. 4.4.4.2):
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A =
AI

AI I = PTE (4.78)

4.6.2 Mixing Hθ

Hθ can be matched in the same way using the sum of both TE and TM basis

functions:

Region I Region I I
N

∑
n

(
hI(TM)

θn + hI(TE)
θn

)
cos(nβIz)

M

∑
m

(
hI I(TM)

θm + hI I(TE)
θm

)
cos(mβI Iz) 0 ≤ z ≤ z1

0 z1 ≤ z ≤ z2

The continuity conditions at the interface (r = r1) are again:

H I
θ = H I I

θ 0 ≤ z ≤ z1

H I I
θ undefined z1 ≤ z ≤ z2

As the fields are only defined between 0 & z1 this is used as the integra-

tion range. Again one side must be diagonalised (and so made invertible) by

multiplying by cos(pβIz).

Region I
(

hI(TM)
θ + hI(TE)

θ

)
BI =

N

∑
n

(
hI(TM)

θn + hI(TE)
θn

) ˆ z1

0
cos(nβIz) cos(pβIz)dz

Region I I
(

hI I(TM)
θ + hI I(TE)

θ

)
BI I =

M

∑
m

(
hI I(TM)

θm + hI I(TE)
θm

) ˆ
cos(mβI Iz) cos(pβIz)dz

Representing the integrals as matrices and performing the matching yields:

BI
(

hI(TM)
θ + hI(TE)

θ

)
= BI I

(
hI I(TM)

θ + hI I(TE)
θ

)
(4.79)

With BI & BI I defined as:

BI =

ˆ z1

0
cos(nβIz) cos(pβIz) (4.80)

BI I =

ˆ z1

0
cos(mβI Iz) cos(pβIz) (4.81)
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Usefully this is the equivalent of QTM (see sec. 4.2.4.2) which is used in its

place from this point:

A =
BI I

BI = QTM (4.82)

4.6.3 Convert Between θ and z (H & J)

For this formulation two more matrices are needed, H & J, to convert bet-

ween the θ and z components in the same region. They are derived using the

same method as the G matrices and are defined as follows:

eI(TM)
θ =

Eθ

Ez
eI(TM)

z (4.83)

eI(TM)
θ =

[
H I
]

eI(TM)
z (4.84)

For the magnetic field:

hI(TE)
θ =

Hθ

Hz
hI(TE)

z (4.85)

hI(TE)
θ =

[
J I
]

hI(TE)
z (4.86)

4.6.4 Recap

There are 12 variables ex(TM)
z , hx(TE)

z , ex(TM)
θ , ex(TE)

θ , hx(TM)
θ , hx(TE)

θ in both re-

gions, as a result 12 simultaneous equations are needed.

The basis of this solution are the two mixing equations from Eq. 4.80-4.82

and Eq. 4.76-4.78:

PTE
(

eI(TM)
θ + eI(TE)

θ

)
=

(
eI I(TM)

θ + eI I(TE)
θ

)
(4.87)(

hI(TM)
θ + hI(TE)

θ

)
= QTM

(
hI I(TM)

θ + hI I(TE)
θ

)
(4.88)
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There are also the matching equations for Ez and Hz from Sec. 4.2.4.1 &

4.4.4.1:

eI I(TM)
z = PTM · eI(TM)

z (4.89)

hI(TE)
z = QTE · hI I(TE)

z (4.90)

The G matrices to convert between Ez, Hz and their associated θ components.

hI(TM)
θ = GITM · eI(TM)

z (4.91)

eI(TE)
θ = GITE · hI(TE)

z (4.92)

Additionally the H & J matrices convert between the θ and z components in

the same region. They are derived using the same method as the G matrices.

eI(TM)
θ = HI · eI(TM)

z (4.93)

hI(TE)
θ = JI · hI(TE)

z (4.94)

4.6.5 Solution

The basis of this solution are the mixing equations for Hθ and Eθ:

PTE
(

eI(TM)
θ + eI(TE)

θ

)
=

(
eI I(TM)

θ + eI I(TE)
θ

)
(4.95)(

hI(TM)
θ + hI(TE)

θ

)
= QTM

(
hI I(TM)

θ + hI I(TE)
θ

)
(4.96)

Into which Hx and Gx can be substituted in to convert from eθ and hθ to ez

and hz:
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PTE
(

HIeI(TM)
z + GI(TE)hI(TE)

z

)
=
(

HI IeI I(TM)
z + GI I(TM)hI I(TE)

z

)
(4.97)(

GI(TM)eI(TM)
z + JIhI(TE)

z

)
= QTM

(
GI I(TM)eI I(TM)

z + JI IhI I(TE)
z

)
(4.98)

These equations can be converted to matrix form:


eI(TM)

z

· · ·

hI(TE)
z




PTE ·HI ... PTE ·GI(TE)

· · · · · ·

GI(TM) ... JI

 =

(4.99)
HI I ... GI I(TM)

· · · · · ·

QTM ·GI I(TM) ... QTM · JI I




eI I(TM)
z

· · ·

hI I(TE)
z


Eq 4.89 & 4.90 are still missing, which can be included as follows to:


eI(TM)

z

· · ·

hI I(TE)
z




PTE ·HI ... PTE ·GI(TE) ·QTE

· · · · · ·

GI(TM) ... J1 ·QTE

 =

(4.100)
HI I · PTM ... GI I(TE)

· · · · · ·

QTM ·GI I(TM) · PTM ... QTM · JI I




eI(TM)
z

· · ·

hI I(TE)
z


In order to solve this the equation can be divided through by the partition

vector:
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∣∣∣∣∣∣∣∣∣∣


PTE ·HI ... PTE ·GI(TE) ·QTE

· · · · · ·

GI(TM) ... JI ·QTE

 −

(4.101)
HI I · PTM ... GI I(TE)

· · · · · ·

QTM ·GI I(TM) · PTM ... QTM · JI I


∣∣∣∣∣∣∣∣∣∣

= 0

This can be solved for k (an argument of the G H and J matrices) in the usual

way.

4.7 Mixed Mode Results

The results presented here are those which match modes found using MA-

FIA. Accompanying these are a number of unphysical modes, these are identi-

fied and discarded by comparision with MAFIA.

4.7.1 Azimuthal Variation Index (i) 0

The calculation of TM modes remains accurate with the new formulation,

and all modes are calculated to a high degree of precision.
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Table 4.9: Comparison between frequencies (in GHz) for Azimuthal Variation
(i) = 0 from MAFIA and MoM Model with pure TM errors from table 4.3

Err (MAFIA-MoM/MoM)
Mode MoM MAFIA Mixed TM (see table. 4.3)

1 2.128396 2.128 0.020% 0.022%
2 4.623091 4.623 0.009% 0.011%
3 6.982075 6.982 0.001% 0.001%
4 7.989248 7.989 0.000% 0.001%
5 9.106587 9.106 0.006% 0.004%
6 11.038251 11.038 0.003% 0.002%
7 12.697287 12.697 0.005% 0.005%
8 13.24067 13.240 0.003% 0.004%
9 13.86170 13.861 0.004% 0.005%
10 14.491119 14.491 0.002% 0.003%

4.7.2 Azimuthal Variation Index (i) 1

The use of the mixed equations act to increase the accuracy of the i = 1

modes. For instance modes 1, 2, 3 and 7 have increased in accuracy by a signi-

ficant margin. Mode 2 has moved closer to the correct value with an error of

4.81% from 15.76%, although this is still unacceptably large. The method still

has difficulty separating modes which are close together in frequency. A mode

is found between modes 4 and 5 as was the case for the pure TM basis functions.

In the pure TM formulation only one mode was found with the MoM for

modes 6 and 7 found by MAFIA. The mixed mode formulation discovers these

modes separately with an accuracy better than 1%. Although the accuracy of

mode 6 decreases from 0.36% to 0.79%.

The spurious modes are, at this stage, unexplained. They could be related to

inaccuracies due to truncation or perhaps the method of solution of the matrix

equations, futher work is required to identify their source.



CHAPTER 4. METHOD OF MOMENTS 140

Table 4.10: Comparison between frequencies (in GHz) for Azimuthal Variation
(i) = 1 from MAFIA and MoM Model with pure TM errors from table 4.4

Err (MAFIA-MoM/MoM)
Mode MoM MAFIA Mixed TM (see table. 4.4)

1 4.492241 4.48 0.26% -2.05%
2 6.307777 6.61 -4.81 -15.76%
3 7.628712 7.61 0.25% 2.28%
4 8.442429 8.33 1.30% 1.66%
5 8.442429 8.67 -2.72% -2.32%
6 10.373085 10.3 0.79% 0.36%
7 11.225034 11.3 0.43% -8.39%
8 11.96609 12.1 1.32% -1.18%
9 13.204762 13.2 0.08% -0.50%
10 13.597467 13.5 0.42% 0.93%

4.8 Conclusions

A HOM calculation solution based on the work by Carter et al. [71] on the

method of moments in order to avoid the problems found in using FE or FDTD

solvers shows promise.[66] With no alteration the equations which represent

fundamental TM modes also calculate modes with no azimuthal variation to a

comparable accuracy.

The re-derivation of the TM functions including the cos(iθ) term allows the

TM modes to be calculated with an accuracy of 0.01. However for modes with

i 6= 0 the distinction between TE and TM becomes blurred. In fact there are no

longer TE and TM modes but only hybrid modes some of which look nearly

like TE, some like TM and some like neither. As a result of this modes which

are in fact TE modes appear in the solutions. As a fundamental assumption of

these equations Hz = 0, this is not true for TE modes and as a result there modes

are imperfectly calculated. This adds a number of highly erroneous modes to

the otherwise well calculated TM modes.

The solution to this is to augment the TM calculations with those for the TE

mode. Using the same derivation and formulation of equations these can also

be calculated to a high degree of accuracy. Combining the two sets of equations
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yields a solution capable of calculating many, but not all modes. Modes which

are not clearly TM or TE are not represented in this set.

What is needed is a combination of both these types of mode which can

fully represent modes with non zero Hz and Ez. This is achieved by altering

the equations that match the fields at the interface. As these equations match

Eθ and Hθ, which appear in both TM and TE they can be used to mix the two

types of mode. This means that a linear combination of TM and TE can meet

the boundary and matching conditions without either set fully matching either.

Mixed mode calculations maintain accuracy for TM modes with 0 azimu-

thal variation and increases the accuracy for an azimuthal variation of 1. The

accuracy of some of these modes is however too low to be of use at almost 5%.

These good results are interspersed with a number of spurious modes. Further

work is required to assess the issues with this method and propose solutions.

If only modes with i = 0 are required, the method of moments is a rapid

and accurate method for determining cavity properties. The solution for modes

with i 6= 0 is more complex and can yield accurate results but they are combined

with poor quality solutions. In a single beam klystron, as only modes with an

appreciable field along the z axis (and so high R/Q) are of interest, these TE-like

modes could be filtered out. Unfortunately an MBK has off axis beams so this

is not an available solution and the full mixed TE and TM formulation must be

used.



Chapter 5

Wake-field Stability Analysis

5.1 Introduction

Traditional klystron stability analysis relates purely to a single beam. Phe-

nomena such as monotron oscillations are investigated only in their effects on a

single beam [2, 51]. Although of course if monotron oscillations are avoided for

a single beam they will also be avoided in the multiple case.

MBKs are sometimes stated to be more stable [60] than their single beam

cousins but the literature contains little analysis of effects due to beam current

spread or beam loss. The chances of a beam being lost are at least equal to those

of a single beam klystron multiplied by the number of beams. In reality the

relative complexity of the wiring and heater structures combined with a shared

vacuum vessel may increase the probability beyond this. For instance heater

wiring failure was believed to be the cause of at least one lost MBK.[74]

In single beam klystrons the beam is situated in the centre of the cavity. This

is neatly at the position of at least one of the null points of the majority of modes.

The dipole mode for instance will not interact with a central beam, in fact any

mode with a theta variation will only couple very weakly. The only modes of

interest are the higher harmonics of the fundamental mode.

In a multiple beam klystron the situation is much more complex. As the

multiple beams by their very nature are off centre almost all modes in the cavity

142
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can be excited. The dipole mode in the coaxial cavity (see sec. 2.11.2) has been

shown to be particularly close in frequency to the operating mode with a high

maximum R/Q. This R/Q is of course not constant for all of the beams so a

simple impression of the effect of this in a practical tube is not clear .

In this section it is assumed that the modulation of all the beams is perfectly

in phase, the result of a well designed input and output cavity. The perfect

MBK has beams which are all modulated in phase with one another and with

equal current. With these assumptions the dipole mode cannot be excited as,

when there are an even number of beams, the induced voltages will cancel. The

interaction on one side of the mode will be perfectly canceled out by the other

half.

Unfortunately all cathodes are not created equal and individual cathodes

have different relationships between heater power, voltage and beam current

which differ from their design targets due to the complexity of the surface chem-

istry. Adjustments to the beam current can be made using the heater power up

to a point, but only if the cathode heaters are electrically independent.[34] Cath-

odes also do not degrade equally; a perfectly matched cathode at production

may be poorly matched after use.

Individual heater currents are difficult to achieve as the heaters are often

wired in parallel although the technical barriers associated with this are rel-

atively insignificant (each heater supply would need a high voltage isolating

transformer).[74] Instead the cathodes are carefully selected at the factory to be

well matched. If the spread of currents differs from the perfect MBK’s assump-

tion of 0% spread (as it does) the dipole (and other theta varying modes) are

excited.

Altering the individual gun voltages is problematic due to voltage genera-

tion issues (each gun would require either its own high tension power supply

or some kind of high voltage step down circuit). Quite apart from this diffi-

culty the beam velocities would differ, causing phase problems further down
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the interaction structure.

5.2 Time domain

5.2.1 Theory

This chapter attempts to model an output cavity of a multiple beam klystron

using standard wake-field theory to model it as a series of independent gaps

with a geometrical relationship. It makes no attempt to address any effect of

gain through the structure, transient effects or space-charge based cross talk

between the beams.

These limitations aside, investigation of the beam current spread is possible,

along with the effect of mode characteristics.

The operating frequency and dipole frequencies are respectively:

f1 =
ω1

2π
(5.1)

f2 =
ω2

2π
(5.2)

from which the assumed temporial bunch length and bunch separation for

the beam can be found:

σb =
π

3ω
(5.3)

τb =
2π

ω
(5.4)

with the bunch in the form of a Gaussian exp
(
−t2

σ2
b

)
and the damping factor

of each mode [75]:

τd(i) =
(

2Qi

ωi

)
(5.5)
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5.2.1.1 Beam Current (Ib) Variation

When the beam currents are the same and in perfect phase all of the dipole

components cancel and the output is pure monopole. This is of course non phy-

sical as perfect matching of the guns is impossible to achieve. Thales report that

a spread of currents (∆b) of as much as 5% of Ib is expected between the beams

and unless otherwise stated this value shall be used. A normal distribution is

used to represent this current variation with the target percentage variation set

as the 3rd standard deviation (σ = ∆b/3) (see fig. 5.1).
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Figure 5.1: Normal probability distribution of percentage variation of Ib
between the beams

In order to take into account the variation of the electron guns the beam

current of the ith beam is defined to be:

Ib(i) = 1A + δi · 1A (5.6)

where δi = a Gaussian random number with a standard deviation of σ =

∆b/3 (∆b = 5% · Ib in this case) and is unique for each beam.

5.2.1.2 Wake-fields

We assume for simplicity that the bunch has a Gaussian current distribution

and the spectral content Fi is given by:
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Fi =

ˆ
i(t)e−jωtdt = exp

(
−1

2

(ωiσb
2π

)2
)

(5.7)

The real1 parallel field generated in the wake of the bunch for each mode by

a single bunch can be found [75] and from this the change in energy stored in

the cavity qW‖ can be calculated, where W‖ is the wake potential, the average

Lorentz force on a charge q travelling through a gap.

W||(i) = ωi · Fi ·
(

R
Q

)
i
· cos (ωiτb) · exp

(
−τb
τd(i)

)
(5.8)

where R
Q i

is the R
Q of the ith mode and ωi is the angular frequency ith mode

For a train of bunches (as found in a klystron) the wakes to infinity (steady

state) must be summed:

W||(i) = ωi · Fi ·
(

R
Q

)
i
·

∞

∑
n=1

cos (ωiτbn) exp
(
−τbn
τd(i)

)
(5.9)

where τbn is the temporal position of each bunch.

The sum to infinity of eq. 5.9 can be found using the identity [76, 77]:

∞

∑
n=1

cos (nw) · exp (−nd) ≡ sinh (d)
2 cosh (d)− 2 cos (w)

− 1
2

(5.10)

which applied to eq. 5.9 yields:

W||(i) = ωi · Fi ·
(

R
Q

)
i
·

 sinh
(

τb
τd(i)

)
2 cosh

(
τb

τd(i)

)
− 2 cos (ωiτb)

− 1
2

 (5.11)

As each bunch only “sees” half the voltage it induces, half the energy contri-

buted by the zeroth bunch is added to eq. 5.11:

1it is assumed the imaginary component is small for strong beam interactions as the real part
is the energy lost by the beam
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ωi · Fi ·
(

R
Q

)
i
· 1

2
(5.12)

giving:

W||(i) = ωi · Fi ·
(

R
Q

)
i
·

sinh
(

τb
τd(i)

)
2 cosh

(
τb

τd(i)

)
− 2 cos (ωiτb)

(5.13)

As the dipole mode has two positions the x and y directions are arbitrarily

defined and the interaction between each beam and each orientation are found.

The dipole components excited by each beam can be found using:

X =
Nb

∑
i=1

(
W||(2) · Ib(n) · cos(θn)

)
(5.14)

Y =
Nb

∑
i=1

(
W||(2) · Ib(n) · sin(θn)

)
(5.15)

where Ib(n) is the current and θi the angle of the nth beam and W||(2) is the

wake-field for the dipole mode.

And the monopole component from:

M =
∞

∑
i=1

(
W||(1) · Ib(n)

)
(5.16)

where W||(1) is the wake for the monopole mode.

To usefully compare the monopole and dipole modes a ratio is in fact nee-

ded. The magnitude of the combination of the two dipole modes can be found

using Pythagoras’s rule. The difference between the operating mode and the

dipole mode in dBc are:

dBc = log

(√
X2 + Y2

M

)
· 10 (5.17)
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5.2.2 Results

As there is a random element to the dipole mode level the simulations must

be repeated to find an average, as well as a worst and best case value. The

properties of the modes are taken from the cavity study (see chap. 2) and so are

applicable to the klystron design proposed (see table. 5.1).

Table 5.1: Properties and settings used for stability analysis

(a) Basic parameters

Property Value
Number of beams Nb 20

Beam current spread ∆b 5%
Number of repetitions 5000

(b) Mode properties

Operating Mode
Frequency 1.30 GHz

R/Q 170 Ω
Q 8000

Original Dipole Mode
Frequency 1.35 GHz

R/Q 270 Ω
Q 6000

New Dipole Mode
Frequency 1.425 GHz

R/Q 270 Ω
Q 6000

5.2.2.1 Frequency of Dipole Mode

Although it is clear that by preference the dipole mode must be separated as

far as possible from the operating mode and its harmonic frequencies, a mea-

sure of how far is not immediately available. If the bunch repetition frequency

is held constant and the mode frequency altered (without any change in R/Q or

Q0) the effect on eq. 5.17 of dipole mode frequency can be investigated. It can

be seen that by moving the cavity dipole mode there is an approximately 8dB

extra drop in dipole excitation (see fig. 5.2).
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Figure 5.2: Position of appropriate dipole modes (denoted by dot-dashed
lines) and their relative strength of interaction with the beam

5.2.2.2 Dipole Q factor

In order to lower the strength of interaction from the original dipole mode,

intuitively an attempt would be made to damp the Q factor. However in ad-

dition to increasing the energy lost from the mode (and so the strength of in-

teraction), this also increases the bandwidth of the mode and so increases the

frequency range over which the mode will couple with the beam. Shown below

is the effect of changing Q0 on the dipole content of the beam for the original

and new dipole mode of the coaxial cavity (see fig. 5.3). It can clearly be seen

that the effect of the increase in the bandwidth of the mode outweighs the ad-

vantage of lowering the interaction strength.
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Figure 5.3: The effect of the dipole Q0 on the dipole mode content for the
original and new dipole modes. Showing the increasing dipole content
with decreasing dipole Q0.

However if the Q0 is damped to very low levels the damping effect domi-

nates and the interaction decreases (see fig. 5.4). This effect is observed because

the dipole mode is far enough away from the operating mode that it does not

strongly interact when it has a high Q0, but close enough that the increase in

bandwidth allows interaction.
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Figure 5.4: The effect of the dipole Q0 on the dipole mode content for the
original and new dipole modes. Showing the decreasing dipole content
for very small Q0s.

5.2.2.3 Effect of Beam Current (Ib) Variation

As noted, perfectly identical beam currents are impractical leading to dipole

mode excitation. With current technology a spread of 5% is expected, although

the advantages of being able to reduce this are currently not clear.

It can be seen in fig. 5.5 that even a very small current variation excites an

average dipole content of around -100 dBc (for the new dipole mode). Although

the increase between 5% and 50% is a relatively modest 10 dBc. The dipole

content of -240 dBc at 0% Ib variation can be attributed to numerical error in the

calculation, this in reality should be −∞ dBc.

If the Ib variation could be reduced to, for instance 1%, then a further ≈20

dBc drop in dipole content could be achieved. While this is perhaps not required

for standard operation, once beams have been lost this could prove to be critical

(see sec. 5.2.2.4).
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Figure 5.5: The effect of the variation in Ib between the beams. Showing
that even a small variation creates an appreciable dipole component.

5.2.2.4 Loss of Beams

As the life of a klystron gun is finite even without the development of a fault,

beams can be expected to be lost. The impact of the loss of a beam on a MBK

is of interest if it goes beyond the proportional loss of power. The worst case,

with respect to instability from beam loss, is if a group of beams were to be lost

rather than the loss being distributed around the tube. It is this case which is

investigated here.

It can be seen that the dipole content increases by ~15 dBc with the loss of

just one beam. The impact beyond this is less severe but an increase of ~22

dBc is predicted for the loss of two beams and ~31 dBc for the loss of three

(see fig. 5.6).
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Figure 5.6: Effect of the loss of beams on the dipole content. The loss of
just a single beam has a significant effect on dipole content. This effect
decreases as number of beams lost increases.

It is intuitive that one beam would give the highest dipole content but in this

case it is still low at 52.5 dBc. If the dipole mode were to have a frequency of 1.3

GHz (the operating frequency) its dipole content increases to a positive value,

i.e. a strong dipole mode than monopole mode (see fig. 5.7).
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Figure 5.7: Effect of the loss of beams on the dipole content. For a di-
pole frequency of 1.3 GHz the high R/Q leads to a positive dipole content
where only one beam is operational.



CHAPTER 5. WAKE-FIELD STABILITY ANALYSIS 154

5.3 Conclusions

In this chapter a model of an output cavity of a multiple beam klystron rep-

resented as a series of independent gaps has been constructed using standard

wake-field theory. Many complex effects seen in practical MBK are neglected

for simplicity. Gain through the structure, transient effects and space-charge

based cross talk between the beams have not been included in this model.

Intuitively it would be expected that lowering the Q0 of a mode would re-

duce the interaction with the beam, this has been shown not to be the case. The

broadening of the bandwidth outweighs the advantage of lowering the inter-

action strength and the dipole component actually increases. A much better

solution is to change the mode’s frequency.

Shifting the dipole mode by 75 MHz yields approximately 8 dBc extra drop

in dipole excitation.

Thales reported 5% current matching capabilities introduce a natural -80 dBc

and -85 dBc dipole component for the original and new dipole frequencies. The

worst current variation investigated (50%) incurs a dipole component of -75

dBc and -70 dBc. The model fails to correctly predict that for 0% Ib variation the

dipole content should be −∞ dBc, but -240 dBc is very low.

If the Ib variation could be reduced to 1% then a further 20 dBc drop in dipole

content could be achieved. While this is perhaps not required for standard op-

eration, once beams have been lost this could prove to be critical.

The loss of a beam has the largest effect on dipole content as might be ex-

pected. Loss of a single beam can increase the dipole mode content to ~-75

dBc (an increase of ~15 dBc) which when combined with the gain of a klystron

could lead to instability. The impact of additional beams beyond this is less se-

vere with a further increase of ~5 dBc and then ~4 dBc for the loss of two then

three beams (see sec. 5.2.2.4).

The significance of the dipole mode content at these low levels can only be

fully understood when combined with a model to take into account the gain of
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the klystron. A dipole mode content of -50 dBc at the second cavity, excitation

in the input cavity is unlikely, could lead to a much larger value at the output

cavity. Further work could be undertaken to quantify this effect, and this model

is only applicable to bunched beams which is not the case for the intermediate

cavities. At this stage it appears that the dipole mode is in fact not a problem.



Chapter 6

Interaction Structure

6.1 Introduction

The properties of the interaction structure define the performance of the

tube. It can be loosely described as the region the beam passes through after

the electron gun and before the collector, excluding any coupling or HOM dam-

ping structures.

In modern klystrons it comprises 5-7 cavities with strictly defined properties

although as few as two cavities is possible.

Many properties of the klystron can be calculated from simple analytical or

empirical formulae. The properties of the cavities (as precise as they must be for

the structure to work) have no clear relationship to the klystron specification.

In early work on klystrons it was suggested that a cavity spacing of 1
4 λq

would yield the greatest bunching (see fig. 6.1). As the beam is naturally bun-

ched at 1
4 λq it would appear that a cavity at this position would continue the

bunching process more effectively than one before or after.[2] However with

the aid of klystron interaction simulation tools and other refinements in klys-

tron design it has been found that greater bunching still can be produced by

placing the cavities slightly closer together. This also has the advantage of in-

creasing the compactness of the tubes.

156



CHAPTER 6. INTERACTION STRUCTURE 157

Figure 6.1: Applegate diagram showing the perceived advantage of 1
4 λq

cavity spacing for at least the first cavity[2]

Today high power klystrons are used almost exclusively by the scientific

community, although lower powered klystrons still have a role in military radar

and medical applications. Their use in broadcast systems have been almost

completely replaced by solid state devices or IOTs (Inductive Output Tubes).

This change in role has altered the optimisation requirements. Broadcasters

required a wide bandwidth to allow their system to adequately transmit data.

Scientific applications often do not have this requirement. A small bandwidth

of the order of 4 MHz @ 1dB is generally sufficient. This allows the klystron

designer to concentrate their efforts on optimising efficiency, a much more im-

portant parameter for the scientific customer. The klystron is a common choice

for the RF power supply of large devices. The power drawn by the klystron

can be a large percentage of the power used by the experiment (for instance in

CLIC) and the cost of the electricity a large percentage of the cost of running the

machine. This has led to pressure for high efficiency klystrons with a narrow

bandwidth requirement.



CHAPTER 6. INTERACTION STRUCTURE 158

6.2 Manual Optimisation

As the possible cavity properties are now known for chapter (see chap. 2),

an interaction structure can be calculated. The purpose of this chapter is not to

create a fully optimised structure, but show that it is indeed possible to achieve

an efficiency of 80% with the cavities and klystron parameters chosen, and go

some way to justifying the use of the empirical relationship between perveance

and efficiency. In order to simulate the interaction structure of a klystron under

full load, a large signal code is required. This is significantly more complex and

time consuming than the small signal code used for investigating tube band-

widths whose assumptions only hold when the input powers are very low.

Klys2D is a 2.5D PIC1 klystron interaction structure simulation code2. This

software is used at Thales to simulate all their klystron designs and so has

been extensively validated against experiment. It has the capability to simu-

late klystrons with and without radial particle movement due to focusing field

and space charge effects. The initial simulations are often performed without ra-

dial movement in order to reduce the computing time needed, as by experience,

these effects alter the klystron performance by a relatively small (although still

important) amount.

Klys2D represents a klystron by its main parameters; gun voltage; beam

current; beam and tunnel size; input power and focusing field (if applicable). In

addition to this the cavities are characterised by their resonant frequency; gap

length; drift length (from the previous cavity); R/Q and Q. This simple repre-

sentation and the fact that the cavities have the same gap length throughout the

different types means that they can be spit into two distinct groups.

• High R/Q (∼200Ω)

– Recessed re-entrant cavity

– Fundamental mode coaxial cavity
1particle in cell
2Kindly provided by Thales Electron Devices
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• Low R/Q (∼80Ω)

– HOM Coaxial cavity

– Whispering Gallery mode cavity

This allows the four plausible cavity types to be represented using only two

interaction structures. The structures to be investigated will be of a conventional

form comprising of 6 cavities:

• Input Cavity

• Gain Cavity

• 2nd Harmonic Cavity

• 2 Buncher Cavities

• Output Cavity (single gap)

Klys2D however does not have MBK support, the simulations are performed

on a single beam and the input/output power is multiplied by the number of

beams. This limits the usefulness of Klys2D for investigating the stability of any

given interaction structure. The R/Q quoted in the cavity optimisation chapter

(see chap. 2) is suitable for these simulations as it has already been adjusted to

take into account the distribution of stored energy between the beams.

The target of the interaction structure simulations is to find a structure which

displays the target gain; efficiency; output power and bandwidth. The struc-

tures were optimised by starting with a guessed structure and then, for each ca-

vity in turn, performing a sweep over the cavity frequency and the drift length

after that cavity. This allows the difference in bunching to be seen at the output

of the klystron as an increase or decrease in output power. After the cavity pro-

perty optimisation the input and output couplings are chosen using a parameter

sweep.
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After this has been performed twice the klystron is optimised for output

power/efficiency only and not bandwidth. This is far from an exhaustive opti-

misation, relying purely on brute force but the structures should give an idea of

what is possible if more time and experience was applied to the problem.

6.2.1 High R/Q Interaction Structures

6.2.1.1 Initial Parameters

Using the cavity and klystron properties used for the initial investigation a

suitable interaction structure was found (see fig. 6.2). The first four harmonics

of the modulation current, normalised with respect to the DC beam current Ib0,

are plotted against distance along the tube. The effect of the 2nd harmonic cavity

(no. 3) on the 2nd harmonic of the modulation current is clearly visible in the

trace. The sharp drop of all harmonics after the output cavity is indicative of

efficient power take off.

This design almost achieves the design target of 80% efficiency, but it did

clearly illustrate some flaws in the klystron specification. The gap field in the

output cavity for instance is higher than the 10 kV/mm figure used by Thales

as a safe value (see table. 6.1)[78]. The tightness of the bunch achievable with the

high R/Q structure is clearly displayed using an Applegate diagram (see fig. 6.3).

The interaction structure is 1.8 m long which will call for a long solenoid, which

also due to the rpcr, will have a large diameter which could cause problems with

the focusing system design. The 14 W input power equates to a 300 W input si-

gnal power to drive a full 20 beam MBK based on this structure. The input Qe

is 200 and output external Qe is 55, these are easily achievable couplings and

should not cause problems with their design.
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Figure 6.2: ~80% efficient high R/Q (Recessed re-entrant and fundamental
mode coaxial cavity) interaction structure at a power of 748 kW per beam
(14.9 MW in total) with 14 W input power

Figure 6.3: High R/Q Applegate diagram relating to the above interaction
structure (see fig. 6.2)

The limit of electric field in a klystron gap used by Thales is defined as 10

kV/mm. This interaction structure has a output gap voltage of 113.3 kV which

is a field of 10.69 kV/mm, above the limit (see table. 6.1).
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Table 6.1: High R/Q cavity gap voltages

Gap Voltage (kV) kV/mm
1 6.647 0.63
2 4.532 0.43
3 0.3788 0.06
4 14.68 1.38
5 44.62 4.21
6 113.3 10.69 (>10 kV/mm)

6.2.1.2 Revised Parameters

The revision of the parameters used some lessons learnt from Thales’ expe-

rience and the initial interaction simulation3. The new interaction structure has

much longer gaps which should aid beam-cavity interaction and lower the out-

put gap voltage, although it will lower the frequencies which have a danger of

monotron oscillation.

An error in data input was made at this stage and the beam current was en-

tered as 8.21 A, compared to the correct value of 8.15A. This leads to a slightly

higher perveance and beam power. An 80% efficiency now gives an output

power of 755 kW, compared to the correct power of 750 kW. The total output

power of the klystron is now 15100 kW and the microperveance 2.11, from 2.09.

As the error is small and the problems repeating this work significant this in-

correct current is used in this section and the evolutionary algorithm chapter to

allow comparison.

With these changes and using the initial structure as a starting point for the

optimisation, the new interaction structure again reaches an efficiency of 80%.

The input power for this interaction structure per beam is now lower at 10 W

or 200 W for a full MBK. This structure however is much longer at around 2.2m

long (from 1.8m), exacerbating the focusing problems that there may be. The

slight kinks on the harmonic plots are indicative of a klystron on the cusp of

reflecting electrons, a situation that must be avoided in simulation to ensure

3Private discussion with Thales Electron Devices Technical Staff
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that reflection is at a minimum in a practical tube to ensure stability.[78]

The first drift length is much longer and the gradient of the first harmonic

much lower than for the initial parameters. This may be an artifact of the op-

timisation and unnecessary or indicative of the lower R/Q used. The input

coupling has also increased by 50% to Qe =300 with the output coupling re-

maining at Qe =60 (see fig. 6.4). Although the high efficiency suggests good

bunching, the Applegate diagram indicates that it is not as tightly bunched, al-

though this could be an artifact of the different number of ”particles” in each of

the diagrams (see fig. 6.5).

Figure 6.4: ~80% efficient high R/Q (Recessed re-entrant and fundamental
mode coaxial cavity) interaction structure using the revised parameters at
a power of 755 kW per beam (15.1 MW in total) with 10 W input power
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Figure 6.5: High R/Q Applegate diagram relating to the above interaction
structure using revised parameters (see fig. 6.4)

Table 6.2: High R/Q revised klystron parameters cavity gap voltages

Klys2D (kV) kV/mm
1 1.8 0.11
2 11.8 0.74
3 0.386 0.04
4 13.6 0.85
5 36.7 2.29
6 116.6 7.29

The table of cavity voltages shows that the increase in gap length has ser-

ved to lower the gap voltage per mm to an acceptable level (7.29 kV/mm from

10.69 kV/mm) even though the gap voltage is in fact slightly higher (116.6 kV

from 113.3) (see table. 6.2). This parity between output gap voltages and output

power neatly illustrates the relationship between them. The input voltage for

both initial and revised parameters is 115 kV, similar to the output gap voltage

as would be expected. The gap field must of course slow down and almost stop

the electrons at the gap without reflecting them. With a voltage too low the elec-

trons could retain too much of their energy; with a voltage too high electrons

would be reflected back up the tube.
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Figure 6.6: Interaction structure transfer curve for a klystron using the
high R/Q cavities with the revised parameters

The transfer curve of this structure shows that this klystron would be run-

ning very much in the saturated region of the graph (see fig. 6.6). Ideally a

klystron of this type would run with as low an input power as possible, per-

haps 6 W in this case. This means that this structure is in all probability not the

optimal design.

6.2.1.3 Magnetic Field

The simulation was repeated but this time radial movement and a magnetic

field were introduced. The structure was not optimised using these simulations,

as they are included as a validation for the omission of radial movement, indi-

cated by the experience of Thales in both use of their code and klystron design.

Although this inclusion affected the simulation complexity, the output results

did not greatly differ from the simulations where it was omitted. The output

power is reduced to 748 kW and the efficiency to 79.23%.

The only major change required is an increased beam pipe around the out-

put cavity for reasons clear from the drift paths of the bunches (see fig. 6.8).

Conceptually this can be easily explained by the increased longitudinal bun-

ching encouraged around the output cavity increasing the space charge forces
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and so expanding the beam radially, which from simulation, requires an in-

crease in drift tube radius. Scalloping can clearly be seen as the beam moves

along the tube, even before the bunches have formed.

Figure 6.7: ~80% efficient high R/Q (Recessed re-entrant and fundamental
mode coaxial cavity) interaction structure using the revised parameters at
a power of 755 kW per beam (14.9 MW in total) with 10 W input power
with efficiency and radial movement and magnetic field simulated

Figure 6.8: Particle tracks down the above klystron interaction structure
with radial movement and magnetic field simulated showing the need for
increased drift tube radius
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6.2.2 Low R/Q Interaction Structures

6.2.2.1 Initial Parameters

The low R/Q structure requires high input and output Qes in order to encou-

rage modulation and to couple power out of the tube due to their low R/Q. The

external Q factors of the input and output cavities are 715 and 200 respectively

compared to 200 and 55 for the high R/Q structure (see sec. 6.2.1). Although the

input coupling is particularly high for a klystron and could cause problems in

design, Thales’ experience and evidence from other cavity applications suggests

that such a coupler could be made4.

The 80% efficiency expected is not found in this optimisation, again ignoring

radial movement and without a focusing field. An efficiency of just 72% and

power of 677 kW is achieved (13.5 MW in total). This poor performance can

only be due to the lower R/Q of the cavities, as this is the only parameter to

have changed.

Figure 6.9: ~70% efficient low R/Q (HOM coaxial and whispering gallery
cavity) interaction structure at a power of 677 kW per beam (13.5 MW in
total) with 14 W input power

4Private discussion with Thales Electron Devices Technical Staff
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A clear difference in the interaction structure (between low and high R/Q)

is the distance between the first and second cavities (see fig. 6.2). Even with

the high input Q the modulation is small, as evidenced by the lower gradient

of the first harmonic of the modulation current. The bunches are given more

time to form before being weakly bunched by the second cavity. It is the lack of

interaction with the second cavity which leads to the poor performance of the

tube.

Strangely the 4th cavity is best placed after the modulation maxima where

the space charge has begun to spread the bunches as evidenced by a reduction

of 1st harmonic current (see fig. 6.9).

The optimisation of this structure is much more complex leading to an ineffi-

cient optimisation process when compared to the high R/Q structure. The effi-

ciency found should not be taken as a maximum, but it can be seen as indicative

of the difficultly in optimising this structure when compared to the high R/Q

structure, as a similar length of time was spent working on both. The 5th cavity

in this structure for instance does not appear to affect the modulation current

of the beam in any of the harmonics. Effectively this is a 5 cavity klystron but

altering the properties of this 5th cavity only serves to lower the efficiency. The

6th and final cavity also suffers from weak interaction with the beams, removing

less of the modulation from the beam than the high R/Q structure (see fig. 6.8).

The length of this interaction structure is comparable to the high R/Q struc-

ture at 1.8m so although the beams interact weakly with the cavities this does

not have a large effect on klystron size as might be expected.

6.3 Conclusion

This chapter contains three interaction structures optimised by hand, one for

the low R/Q cavities (HOM coaxial and whispering gallery mode) and two for

the high R/Q cavities; using initial and revised parameters (recessed re-enterant
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and fundamental mode coaxial).

From the initial parameters it is clear to see that the high R/Q structure is

preferable to the low R/Q structure. Critically the target 80% theoretical effi-

ciency was achieved with relative ease with a high R/Q. Although there is no

guarantee these structures are a true optimum, a similar level of effort has pro-

vided markedly different results. Additionally the input and output Qe are both

conservatively valued, simplifying the design of their associated couplers.

The extreme electric field at the output gap illustrates the problem of insuf-

ficient gap length. This lead to a revision of the initial parameters to alleviate

this and other issues (see sec. 2.9).

The revised parameters led to a maintained efficiency and output power

with a reduced modulation power of 10 W compared to 14 W. The input cou-

pling has increased by 50% but still remains in a practical region. The voltage at

the output gap has increased from the initial parameters but the extended gap

lowers the field to an acceptable value. The lower interaction with the cavities,

a direct result of the lower R/Q, leads to a slightly longer interaction structure.

The structure found is operating in the saturated region of its transfer curve,

demonstrating that this would not be used as a final design, however it does

suggest that such a design could be possible. If the input power is reduced

below saturation then the efficiency of the tube falls to 5-10% below the target

efficiency.

A further simulation where the particles are allowed to move radially, fo-

cused by the focusing field, shows only a small difference from the simulation

without focusing.

The main conclusion, the success of the high R/Q cavity apart, is that ma-

nual optimisation of klystron interaction structures is unnecessarily time consu-

ming. This task could perhaps be performed more efficiently with the use of an

appropriate algorithm.



Chapter 7

Literature Review Evolutionary

Algorithm

7.1 Introduction

As noted in section 6.3 manual optimisation is a very slow process with no

guarantee of a true optimal result. A human operator can only reasonably deal

with 2 or 3 input variables at once and more than one objective is difficult wi-

thout making use of a technique such as gradient descent which is suseptable

to becoming trapping in local minima. When confronted with a 20 dimensional

problem one approach is to break it down into a series of 2 dimensional pro-

blems and perform an iterative optimisation. As it is hard to deal with multiple

objectives simultaneously a non optimum solution will result. Use of a cost

function1 can help define a prefence between values but even if a trade off is

successfully made, a single solution will be found, as discussed in this chapter

a series of solutions may have advantages.

Another major drawback of manual optimisation, apart from the quality of

the optimum, can be defined in terms of duty cycle. As manual optimisation

requires a human operator to analyse the data; identify a new set of simula-

tions and initialise it, there is a period of “downtime” where the computational

1a mathematical relationship used to define the relative quality of a result

170
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resources are idle.

There are analytical and empirical relationships between many of the pro-

perties of a klystron as discussed in section 1.5. However there are some ill

defined decisions that must be made before a klystron is constructed:

• Cavity frequencies

• Drift lengths between cavities

• External coupling of the input and output cavities

A manual optimisation of these parameters is possible but consideration of

much more than output power is difficult. Unfortunately klystron specifica-

tions and operation mandate the use of several objectives:

• High Efficiency, output power, gain (equivalent for a constant input po-

wer)

• Short length of interaction

• Specification bandwidth

• No reflected electrons

This justifies the approach taken by tube manufacturers, where they adapt and

update older tube designs to meet new specifications. Replacing the human

factor in the decision making process leads to an increase in the duty cycle and

decrease in time taken for optimisation.

The largest flaw in the automated approach is the loss of the intelligent deci-

sion making process. The evolutionary algorithm approach attempts to sidestep

this problem, not only through an element of brute force, but by analysing the

solution space. A purpose-made algorithm is always faster and more efficient,

but a genetic/evolutionary algorithm has the advantages of wide flexibility and

well-known behaviour.
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7.2 What is an EA (Evolutionary Algorithm)?

Evolutionary algorithms are an example of a probabilistic, parallel, meta-

heuristic search technique inspired by natural evolution. Unlike many optimi-

sation methods, EAs work from a population of solutions sampling the search

space to characterise the solution space. Recombination operators are applied

to share information, and mutation operators to explore new regions of the

search space. This allows for complex, epistatic (non-linear) and multi-modal

(multiple optima and/or sub-optima) optimisation problems to be efficiently

explored.[79, 14]

Real-coded EAs (RCEA) are used in a wide range of scientific applications

and their characteristics are well understood. They are well suited to perfor-

ming optimisations in problems with a high dimensionality.

Basic genetic algorithms encode the decision space in binary, using the ana-

logy of gene manipulation, and then cut and splice these, often using the concept

of mutation to add an extra random element. Their operation is analogous to

evolution; successful given time but unfocused.[79]

RCEAs are distinct from genetic algorithms in that they manipulate the para-

meters numerically rather than encoding them as binary information. Using the

available (often incomplete) information, various strategies are used to analyse

the solution space to identify good areas worthy of further investigation.[79, 18]

The basis of the algorithm is two multi-dimensional spaces; the decision

space comprises vectors containing the input variables; the solution space com-

prises vectors (or scalars) of the output variables or objectives. Collectively they

are known as the search space.[79]

The fitness of any individual is a scalar measure of how optimal it is. It

should allow individuals to be compared correctly. For a single solution maxi-

misation problem this can simply be the solution, bigger is better. For a multi-

objective (multiple solution) problem this is more complicated and will be ex-

plained in greater depth. The basic theorem of fitness is that as fitness increases
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the individuals become closer and closer to the optimum.

The representation of the search space as known by the algorithm is descri-

bed using points known as individuals consisting of: [14, 79]

Individual {x, z, f, γ} ∈ X - the decision x and solution z vectors (with the

solution often a scalar), the fitness f and the ranking score γ

Population
{

X(1), X(2), X(3), . . . , X(|P|)

}
∈ P - contains the individuals in a po-

pulation

The individuals provide the EAs only view of the problem in their mapping of

the decision x to solution z.

A generic EA manipulates the individuals using a series of general operator

types:

Evaluation F(x) = z - evaluate the individuals, converting the decision vector

x to a solution vector z

Fitness [f] (z) = f - convert the solution vector z to a scalar fitness f

Selection P(g)
p = [ω]

(
P(g)

)
- using some method to analyse the population

and select the most appropriate for the next operator.

Recombination P(g+1)
φ = [R]

(
P(g)

p

)
- combine the parents in some way to pro-

duce offspring

Mutation x′ = [µ] (x) - apply some kind of (often random) transformation to

the decision vectors

The most basic algorithm structure is illustrated in fig. 7.1. The initial popu-

lation is generated, with the decision space populated at random within cer-

tain problem-specific constraints. This decision space is mapped to the solution

space using the simulation or problem that is to be optimised. This solution

space is analysed to select the best individuals which are then used in reproduc-

tion (or recombination). These are then calculated ready to undergo selection

once more. This loop continues until some kind of stopping condition is met.
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Each of these steps can be undertaken using many different approaches

which will be discussed in this chapter.

Initial population

Calculation

Selection

Recombination

Figure 7.1: Basic Evolutionary Algorithm structure

7.3 Selection

Selection is based on the fundamental assumption that good individuals

when combined will produce good offspring and that there is a correlation

between parent and offspring fitness.[14] This comes from a concept basic to

biological evolution, that of heritability without which selection is futile at best.

With this in mind selections aim to improve the average quality of the po-

pulation by focusing on promising areas of the search space.[14] Most selection

schemes consciously only deal with the exclusively scalar fitness of individuals,

having delegated generation of this fitness to the fitness operator [f], allowing

the use of very general selection methods. However it does show that in fact the

fitness operator [f] must ensure that an individual’s quality is measured using

fitness f.[14, 80]

Selection is partly based on mathematical analysis, partly inspired by bio-

logical systems. The choice of selection parameters (and selection method) de-

fines the relationship between exploitation and exploration. If the search pres-

sure is too high the algorithm with converge prematurely. If it is too low, al-

though it will explore the search space effectively, it will never converge on a

solution.[14]

There are a many ways to benchmark a selection method. For instance ta-

keover time is the number of generations needed, in the absence of mutation
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and reproduction, for the population to become completely filled by a single

individual.[14] Selection intensity, suggested by Mühlenbein and Schlierkamp-

Voosen [81], describes the change in the average fitness of the population due

to selection:[14]

I =
M̄ ∗ −M̄

σ̄
(7.1)

where σ̄ is the fitness variance; M̄ is the average fitness and M̄∗ is the ave-

rage fitness after selection.

Blickle and Thiele [14] attempt to compare a range of selection operators

using the fitness distribution before and after selection has taken place. The full

analysis is beyond the scope of this review but the findings are of interest.

The conversion from a score to a selected individual is performed by a notio-

nal roulette wheel. Each individual in the pool is represented on the wheel by

a region proportional in size to its score.[79] The drawback of this approach is

that the wheel must be spun once per selection. Although tournament selection

does not make use of the roulette wheel, it also requires N tournaments.[18]

In “stochastic universal sampling” (SUS) where there are N individuals to

be selected, N evenly spaced selection marks are used. As there are N marks,

all N individuals are chosen at once.[79]

Much of this section is concerned in fact with ranking operators which convert

fitness into a score. There are three commonly used mechanisms for performing

the actual selection from this score after ranking has taken place [79]:

[ω]R Uniform Random - each individual has an equal chance of being selected

[ω]RW Roulette Wheel - each individual has a chance of being selected directly

proportional to their score. This is analogous to regions on a roulette

wheel proportional to the individual’s score. In the programming domain

this can be implemented using a uniform random number generator and

predefined ranges.[18]
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[ω]USS Universal Stochastic Sampling - the same roulette wheel as above now

has N evenly spaced selection pointers (where N is the number to be selec-

ted). So one turn of the wheel selects N individuals. Blickle and Thiele [14]

consider this to be an optimal sampling algorithm for use with ranking.

This however does change the selection properties of the ranking opera-

tors as the selection of each individual is related due to the even spacing

of the marks. This helps to maintain diversity but other techniques can

be used to achieve a similar result. SUS is not applicable to tournament

selection.[14]

7.3.1 Tournament Selection

Algorithm 7.1 Tournament selection algorithm [14]

input population P with fitness distribution f and T tournament size

[ω]R (P) = Pt where Pt ⊂ P, |Pt| = T selected randomly with fitness distribu-
tion ft
index j = maxi(ft) (index of individual with max f)

output Xt(j)

Tournament selection is a true selection operator with no reliance on the

application [ω]RW or [ω]SUS to the output. A predetermined number of indivi-

duals are selected at random from the population using [ω]R (P) and placed into

the tournament pool Pt, which takes part in a tournament; with the individual

with the highest fitness in Pt selected and returned. Often a binary tournament

(|Pt| of 2) is used, although any size is possible. The size of the tournament

T strongly affects the selection intensity, with a larger tournament increasing

the chances of less fit individuals being beaten, and so increasing the selection

intensity (see fig. 7.2a) and altering the probability distribution (see fig. 7.2b).

[14]
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(b) Probability density for a normalised po-
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sizes (T). Demonstrating the biasing to-
wards fitter individuals (higher index) for
larger tournament sizes.[16, 14]

Figure 7.2: Tournament selection

7.3.2 Truncation Selection

Algorithm 7.2 Truncation selection algorithm [14]

input population P with fitness distribution f and t truncation factor

ft(i) = f(i) where i ∈ {(1 − t)|P|, . . . , |P|} where P (and so f) is sorted with
ascending f(i)
[ω]R Pt 7→ Xt(n) randomly select an individual from the population

output Xt(n)

Truncation selection also does not assign a score. It first generates a pool

of the (1 − T)|P| (where T is the truncation factor and |P| the size of the po-

pulation) best individuals (by fitness). It then selects from this pool with equal

probability. Using this technique ensures that the worse fraction of the popu-

lation can never take part in reproduction, but inevitably genetic material is

discarded.[14]

As the truncation factor decreases, more of the population is discarded, the

selection intensity increases (see fig. 7.3a) and the probability distribution is ske-
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wed towards fitter individuals (see fig. 7.3b).
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Figure 7.3: Truncation selection

7.3.3 Linear Ranking

Algorithm 7.3 Linear ranking selection algorithm [14]

input population P with fitness distribution f and parameters η+ and η−

γ = {eq. 7.2}
[ω]RW (P) = X(i) select X(i) using roulette wheel with a weighting of γ

output X(i)

Linear ranking masks the underlying fitness data, eliminating potential se-

rious disadvantages of fitness proportional selection. Where an individual with

a very large fitness may in fact dominate selection to such a degree that no other

individuals are chosen. Although the fitness is used during an initial sort the

probability of selection is purely related to the position in the population or in-

dex. Each position i in the population has an associated probability or “score”.

To generate this score a simple linear function is used to translate the position i

in the sorted population of f into a score γ(i).[14]
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γ(i) =
1
|P|

(
η− +

(
η+ − η−

) i− 1
|P| − 1

)
(7.2)

i ∈ {1, . . . , |P|} (7.3)

where η−/|P| is the score of the worst individual and η+/|P| the score of

the best.[14]

It can be shown by experiment [80] and mathematically [14] that a binary

tournament performs identically to linear ranking, but is advantageous because

it does not require a sort of the population. Increasing the probability of selec-

ting the worst individual decreases the search intensity (see fig. 7.4a) as expec-

ted, and increasing the probability of selecting the best individual biases the

search towards them.[14]
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(higher index) for higher probabilities (as
expected).

Figure 7.4: Linear ranking
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7.3.4 Exponential Ranking

Algorithm 7.4 Exponential ranking selection algorithm [14]

input population P with fitness distribution f and parameter c

γ =eq. 7.4
[ω]RW (P) = X(i) select X(i) using roulette wheel with a weighting of γ

output X(i)

Exponential ranking is similar in spirit to linear ranking. Again the popu-

lation is sorted and the position i in the population is used to score the indivi-

duals. This time, instead of a linear function constrained by two parameters,

an exponential function defined by a single parameter is used (see eq. 7.4). The

parameter 0 < c < 1, the closer c is to 1 the lower the “exponentiality” of the

selection:[14]

γ(i) =
c|P|−i

∑|P|j=1 c|P|−j
(7.4)

i ∈ {1, . . . , |P|} (7.5)

The lower the value of c the higher the selection intensity (see fig. 7.5a) and

the more biased towards fitter individuals the selection becomes (see fig. 7.5b).[14]
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Figure 7.5: Exponential ranking

7.3.5 Loss of Diversity

The loss of diversity is the proportion of individuals which are not selected

and their “genetic information lost”. This can effect the algorithm’s ability to

search the space effectively, for instance in the case of multiple optima. [14]

Blickle and Thiele [14] found truncation has a higher loss of diversity for an

arbitrary fitness distribution than any other selection method tested when com-

pared with a fixed selection intensity (see fig. 7.6). The remaining operators

perform similarly in this regard.
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7.4 Recombination

The recombination operator is where a GA and RCEA differ most. Often a

recombination operator is known as a crossover operator in reference to those

used in GAs where the binary coded data are spliced together to spread the ge-

netic material. In a RCEA it is instead mathematical analysis which creates the

new decision vectors. This allows much more complex analysis of the space.[15]

For these purposes only parent based operators will be discussed. That is

those recombination operators which act over a population of parents Pp se-

lected using a method described above (see sec. 7.3). Sometimes a particular

parent (xp) is nominated to be the mother (xp(m)), this takes special meaning in

some reproduction methods.[15]

The UNDX (Unimodal Normal Distribution Crossover) operator uses mul-

tiple parents and generates offspring in a distribution around the centre of mass

of the parent population in an approach known as mean-centric recombination

(see fig. 7.7a). [15]

The SPX (Simplex Crossover) operator, on the other hand, generates off-

spring within a region bounded by the parents with equal probability (see fig. 7.7b).[15]

UNDX creates children tightly close to the centre of the parents, all of which
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may have similar behaviour good or bad.[15] Higuchi et al. [82] found that

SPX performs better than UNDX. This said, the test relied on the MGG mo-

del, (see alg. 7.7) where the recombination operator creates many offspring (all

of which must be, potentially expensively, evaluated) and discards the worst,

and SPX required a much larger offspring pool than UNDX.

Selection is based on the fundamental assumption that good individuals

when combined will produce good offspring [14]. There is however there is

no reason to suspect that the centroid of the parents would have a high fitness,

especially if they are sparse in the decision space. [15]

(a) [R]UNDX (UNDX) (b) [R]SPX (SPX)

Figure 7.7: Probability distributions of UNDX and SPX recombination
operators

7.4.1 PCX (Parent Centric Recombination)

Another approach would be to assign to each parent an equal probability

of creating an offspring nearby (see fig. 7.8a). This approach is called parent-

centric recombination. The use of a mean-centric probability distribution (such

as that used in UNDX) have been found not to be as efficient as a parent-centric

approach (see fig. 7.8b). PCX also uses the mother paradigm as a basis for

calculation.[15]
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(a) Probability distributions of [R]PCX
(PCX) recombination operators[15]

(b) Best fitness against function evalua-
tions. Showing that PCX’s better prediction
leads to better convergence. [15]

Figure 7.8: Properties of PCX[15]

Before Deb [15] it was unclear that a mean-centric or parent centric approach

was best. Deb defines the parent-centric crossover2 (PCX) operator in [15] as

follows (with updated nomenclature):

“The SBX operator assigns a higher probability for an offspring to

remain closer to the parents than away from parents. We use this

parent-centric concept and modify the UNDX operator as follows.

The mean vector x̄p of the chosen p (p is taken as N + 1 in this do-

cument) parents is computed. For each offspring, one parent xp(m)

is chosen with equal probability. The direction vector is calculated

dm = xp(m) − x̄p. Thereafter, from each of the other (p− 1) parents,

perpendicular distances dp to the line dm are computed and their

average d̄p is found. The offspring is created as follows:

xφ = xp(m) + ωζdm +
p

∑
i=1,i 6=m

ωη d̄pê(i) (7.6)

where ê are the (p − 1) orthonormal bases that span the subspace

2the terms “crossover” and “recombination” are equivalent
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perpendicular to dm.”[15]

In one dimension, this results in the probability distribution shown in fig. 7.9.

Figure 7.9: Probability distribution of offspring (xφ) generated by PCX in
one dimension (where x̄p is the mean of the parents and xp(m) is the mo-
ther)

To see the shortcomings of this method, this method must be considered in

simplified terms:[15]

Algorithm 7.5 Basic PCX[15]

1. From the population P, a sub population of p parents, Pp are selected

2. Of the parents (Pp), one is selected at random to be the mother xp(m)

3. The mean of the parents (x̄p) is calculated

4. The vector dm is defined as the vector from xp(m) to x̄p.

5. The perpendicular distance from the line vector dm and each other parent
is calculated, and the mean d̄p taken.

6. A set of orthonormal bases (a set of perpendicular unit vectors) ê, all per-
pendicular to dm are generated (these can not be defined specifically with
the available information, but any set of orthonormal bases perpendicular
to dm are acceptable).

7. The offspring xφ is made equal to the mother xp(m)

8. A normally distributed, 0 mean random magnitude (ωζ · |dm|) vector is
added in the direction dm standard deviation of σ = σx |dm|

9. A normally distributed, 0 mean random magnitude (ωη · d̄p) vector is ad-
ded in each direction of ê with a standard deviation of σ = ση d̄p.
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If a two dimensional search space is considered, it can be seen that PCX will

search with a different power in two dimensions (σx in the direction dm; and ση

perpendicular) as shown in figure 7.10.

Figure 7.10: Probability contour at 1 standard deviation of offspring ge-
nerated by PCX in two dimension with three parents (x(1), x(2) and x(p))

d̄p =
dp(1)+dp(2)

2 [15, 16]

The flaw in PCX lies in the fact that it bases its probability distribution on

only two vectors. In a three or higher dimensional search space with dimen-

sions of differing magnitudes this can cause PCX to search out of the allowable

space.

The number of parents is strongly related to the dimensionality of the search

space. It is important to represent fully each dimension when creating the pro-

bability distribution. A single parent for instance represents no dimensions as

there is no distribution information. Two parents can represent one dimension

as a line, three parents two dimensions and so on. Using this simple rule at

least N + 1 (where N is the length of the decision vector) parents are needed to

represent the space well.[15]

7.4.2 MrCX (Mother Centric Recombination)

As PCX defines its probability distribution from two vectors, Mother Centric

Recombination (MrCX) bases it on N vectors (where N is the dimensionality of

the decision space). This allows it to easily take into account differing magni-
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tudes, trends and sensitivities in each dimension. In much the same way as

PCX, MrCX defines orthonormal vectors of Gaussian distributed magnitude,

oriented by the mother-to-mean-parent vector.[17]

In this modified form, the offspring are generated as follows (see Fig. 7.11):

xφ = xp(m) + σxv (7.7)

where v is the MrCX vector defined below (see alg. 7.6). σx is a control pa-

rameter to be set by the user to set the search pressure. This results in the off-

spring being produced within a Gaussian distribution in N dimensions around

the mother.

Algorithm 7.6 MrCX (bold text denotes alteration from PCX)[17]

1. From the population P, a sub population of p parents, Pp are selected.

2. Of the parents (Pp), one is selected at random to be the mother xp(m).

3. The mean of the parents (x̄p) is calculated.

4. The vector dm is defined as the vector from xp(m) to x̄p.

5. The ⊥ and ‖ components w.r.t. dm of the distance (dp(i)) from xp(m) to
each parent (see figs. 7.11b, 7.11c and 7.11d).

6. A set of orthonormal vectors e, all ⊥ or ‖ to dm are generated by adding
the ⊥ and ‖ components of dp(i) in the same direction (see fig. 7.11e).

7. The offspring xφ is made equal to the mother xp(m).

8. v = rσx
p e where r is a vector of Gaussian random numbers (x̄ = 0, σ = 1)

(see fig. 7.11f)

9. The offspring is then xφ = xφ + v.
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(a) Parent and mother distribution, showing offset vectors dp(i) between parents and mother
and dm between mother and the parent mean (xp(i) are parents, xp(m) is the mother, x̄p is the
mean of the parents) (Steps 2-5 of Alg. 7.6)

(b) dp(1) split into compo-
nents ‖ and⊥ to dm (Step 5
of Alg. 7.6)

(c) dp(2) split into compo-
nents ‖ and ⊥ to dm (Step
5 of Alg. 7.6)

(d) dp(3) split into compo-
nents ‖ and⊥ to dm (Step 5
of Alg. 7.6)

(e) Sum of ‖ and ⊥ components of dp(i)
(ignore -ve direction) to yield e (Step 6 of
Alg. 7.6)

(f) Multiply e by a scaled Gaussian random
number in each direction (Step 8 of Alg.
7.6)

Figure 7.11: Vector operations used in MrCX (to scale)[17](see alg. 7.6)

This approach solves the problem of biasing the reproduction probability

distribution towards incorrect regions in high dimensional problems.
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7.5 Population Management

Using the Minimal Generation Gap (MGG) model interweaves selection and

reproduction. A pool of parents are selected and mated to provide offspring

(which must be evaluated). Two randomly selected parents are replaced with

the best and a randomly selected offspring (see alg. 7.7). The large offspring

pool increases the chances of a good individual being found, retaining only the

best compensates for a poor solution space prediction.[15]

Algorithm 7.7 Minimal Generation Gap (MGG) model[15]

input population P(g) with fitness distribution f

1. Pp = [ω]R (P) select parents randomly from the population

2. Pφ = [R]
(
Pp
)

use recombination to generate offspring from parents

3. Pt = [ω]R (P) select two individuals at random from the population

4. Of Pt, one is replaced in P(g) with the best of offspring (Xφ(j), j = maxi(fφ))
and the other is replaced with a solution chosen by a roulette-wheel selec-
tion [ω]RW

{
Pφ ∪ Pt

}
5. P(g+1) =P(g)

output P(g+1)

Deb [15] found that replacing the roulette wheel with a block selection of

the two best offspring modifies the MGG model to make it computationally

faster. This method is called Generalised Generation Gap (G3) a steady state

elite preserving algorithm for real parameter optimisation (see alg. 7.8). This

method also acts to preserve elite solutions. [15]
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Algorithm 7.8 Generalised Generation Gap (G3) model [15]

input population P(g) with fitness distribution f

1. Pp = [ω]R

{
P ∪ X(j), j = maxi(f)

}
where the tournament size is the size

of the population resulting in the best being selected and the other parents
randomly.

2. Pφ = [R]
(
Pp
)

use recombination to generate offspring from parents

3. Pt = [ω]R (P) select two parents at random from the population .

4. From Pφ ∪ (Pt) choose the best two offspring and replace Pt in P(g) to
make P(g+1)

output P(g+1)

If, for simplicity, a mutation operator is not used, a real-parameter recom-

bination operator should satisfy the above two properties. UNDX and SPX

notably do not fulfil both properties.[15] Beyer and Deb[15, 18] argued that a

variation operator (a combination of the recombination and the mutation ope-

rator) should have the following two properties:

1. the population mean should remain unchanged

2. variance of the individual spacings must increase[15]

7.6 Multi-Objective EAs

In single objective optimisation the decision vector is optimised to give an

optimal solution, which usually corresponds to a global maximum or mini-

mum. However when there are multiple objectives to be optimised simulta-

neously such a simple approach is not possible.[19]

Often in a multi-objective optimisation it is not possible to simultaneously

optimise all of the solutions. Such a situation is described as an objective conflict,

how a multi-objective algorithm deals with such a situation is critical to its

usefulness.[19]
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There are many simple classical methods for optimisation which define a

substitute problem, allowing the vector problem to be reduced to a scalar ver-

sion which is optimisable using standard EA techniques.[19]

7.6.1 Classical Methods

A number of classical methods have been used to attempt to use optimi-

sation algorithms for multi-objective problems. Their approaches range from

converting the solution to a scalar, to dealing with the objectives separately.[19]

Some of the approaches used will be outlined here, all of which are simpler than

the specialised multi-objective approaches described shortly (see fig. 7.12).

(a) True solution (b) Classical method (c) True multi-objective

Figure 7.12: Representations of a multi-objective problem. Showing the
advantage of a true multi-objective solution over a classical method.[18]

7.6.1.1 Method of Objective Weighting

This is the simplest possible method of converting the solution vector to a

scalar. The elements are simply summed using a weighting vector w to create a

scalar fitness.

f(i) =
|z|

∑
j=0

w(i) · z(i)(j) (7.8)

where z(j)(n) is the jth element of the ith individuals solution.
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A solution obtained with equal weights may mathematically offer the least

objective conflict, it may not be a feasible (or indeed optimum) solution to a

real world problem. In essence w defines the point on the true solution which

the algorithm will converge to (see fig. 7.12b). It should be noted that a poor

selection of w should not result in a non optimal point. As the curve is not

produced by the algorithm, and will not be known, selection of w is non-trivial

in the general case.[19]

7.6.1.2 Method of Distance Functions

This method works by finding the distance (in solution space) from a prede-

fined point known as the demand level vector y. This point must be specified

prior to running the algorithm from any information available. In this case if

the demand level is set poorly a non optimal solution could be found with no

indication given from the algorithm. [19]

f(i) =

[
M

∑
j=1

∣∣∣z(i)(j)− y
∣∣∣r]1/r

(7.9)

often r = 2 is chosen with y as individual optima of objectives [19, 83]

If the individual optima are not well known then a good value of y is difficult

to define. In a many-objective problem individual optima are non-trivial to

find. Multi-modality will only further confuse the decision leading to a poor

solution.[19]

7.6.1.3 Min-Max Formulation

Similarly to the method of distance functions, this method has a target fitness

y vector. In this method the normalised differences of each are calculated and

the highest returned. This attempts to minimise the objective conflict, that is

to say it minimises the occurrence of a individual which is very poor in any

objectives. The advantage of this method is that y is largely arbitrary as it is
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only the difference which is taken into account. Poor selection can however

cause problems.[19]

For a minimisation problem:

f(i) = max(Zj(i)) (7.10)

j ∈ {1, 2, . . . , M} (7.11)

where Zj(i) is calculated for a target fitness vector y(j) > 0 as follows:[19]

Zj(i) =
z(i)(j)− y(j)

y(j)
(7.12)

j ∈ {1, 2, . . . , M} (7.13)

where y(j) is the jth member of y.

This method performs well with equally prioritised objectives. [19]

7.6.1.4 Drawbacks of Classical Methods

All of the methods described above require at least some knowledge of the

problem to be solved, often in-depth knowledge of the solution space that may

not be available or trivial to derive. Most importantly they all converge to a

single point by design, which may not even be guaranteed to be an optimal so-

lution. This point is often defined before the algorithm is started and strongly

influences the solution found, moreover a non optimal solution is more likely

when the problems solution space is badly defined causing the starting condi-

tions to be badly chosen.[19]

None of the methods described are effective if some of the objectives are

subject to noise or discontinuities in the solution space.[19] All of the classical

methods are sensitive to large solution magnitude and range differences which,

although they can be solved using weights and offsets, can cause some objec-
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tives to be drowned out by others if care is not taken.[16]

7.6.2 Domination

In any multi-objective simulation there exists a set of solutions which are

demonstrably superior to all other solutions. Such a set is known as a Pareto

optimal or non-dominated set. The remaining solution space can be described

as dominated. Critically no member of the Pareto optimal set can be said to

be superior to any other. Also given the opportunity, a decision maker may be

interested in knowing alternative solutions.[19]

In place of the classical methods non-dominated sorting is used (where a

and b are solution vectors).

a � b (7.14)

where �= all components are greater than or equal to.

The effect of eq. (see eq. 7.14) on a solution space dominated by a series of

points can be seen in fig. 7.13.

Figure 7.13: The effect of eq. (see eq. 7.14) on the space behind a series of
points. The darker colours represent a more highly dominated area.

These vectors can be arranged into Pareto fronts (solution vectors where no

one characteristic can be further optimised without detrimental effect on the
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other characteristics).

These are named Pareto fronts because in practice there could be more than

one Pareto optimal in the Pareto optimal set creating a front in the solution

space.[19]

The concept of domination is common between the two current most suc-

cessful multi-objective approaches NSGAII (see sec. 7.6.6) and SPEA2 (see sec. 7.6.8).

These two approaches also attempt to preserve diversity along the Pareto fronts

and reduce clumping.[20]

7.6.3 Clustering (kth Nearest)

Density estimation can provide information on the formation of a Pareto

front. Densely populated regions should be less fit than sparsely populated re-

gions in order to investigate the full Pareto front, rather than just one section of

it.[23] Zitzler et al. [23] use a technique called kth nearest neighbour to perform

this task.

The density at any point is defined as a function of the distance to the kth

nearest neighbouring point. To arrive at this value the distances between all of

the individuals in solution space are calculated and sorted. The element in the

kth position is used as the distance to define the density di,j. The function to

define the density is:[23]

D(i) =
1

di,j + 2
(7.15)

where k is set to the square root of the sample size (in this case the size of the

population(s)).

7.6.4 VEGA (Vector Evaluated Genetic Algorithm)

This multi objective approach notably does not rely mainly on the concept of

domination. It performs selection individually on each of the objectives to fill
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the mating pool. This neatly avoids the problem of differing objective magni-

tudes and tricky selection of weights although in some cases it is biased towards

certain regions or individuals.[19]

Srinivas and Deb attempts to avoid biasing using two approaches, a wealth

distribution scheme (which does use the concept of domination to penalise do-

minated individuals by limiting their numbers in the mating pool) and a cross

breeding scheme (which mates an individual with another having the maxi-

mum euclidean distance in the solution space). The former fails when there are

very few non-dominated individuals and Schaffer concluded the latter was not

effective.[19, 84]

Algorithm 7.9 Basic VEGA algorithm neglecting wealth distribution and cross
breeding [19]

1. Generate an initial population P

2. For each generation g ∈ {0, 1, . . . , G}

(a) Evaluate using F(x)

(b) For each objective n

i. Select p/n individuals Pp using objective n

(c) Reproduction

7.6.5 NSGA (Non-dominated Sorting Genetic Algorithm)

NSGA takes a different approach. Rather than altering the selection scheme

then formulating additional techniques to address inadequacies, NSGA instead

alters the allocation of fitness.[19]

NSGA can be seen as a fitness assignment technique. Each individual is ran-

ked according to their level of non-domination. First all of the non-dominated

solutions are found and given a high fitness equal for all the front. This fitness

is divided by a number proportional to the number of individuals near by in
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the solution space in a process known as sharing.

Share(di,j) =


1−

(
di,j

σshare

)
if di,j < σshare;

0 otherwise.
(7.16)

where di,j is the distance between two individuals Xi and Xj and σshare is the

maximum distance allowable between two individuals for this factor to apply.

Share(di,j) is summed for Xi for all Xj where j ∈ {0, . . . |P|} but i /∈ j.[19]

This has the effect of penalising individuals who are tightly grouped in the

solution space helping spread the solutions along the Pareto front. This first

non-dominated front is then ignored and the next non-dominated front proces-

sed in a similar fashion. The high initial fitness is kept lower than the lowest

fitness in the previous Pareto front ensuring each front is less desirable than the

last. This method favours non-dominated solutions and tends toward Pareto-

optimal fronts.[19]

By way of demonstration of the advantages of domination a test function

used by Shaffer was simulated by Deb using VEGA and NSGA.

Shaffer’s F1 test function is defined as follows:

f11 = x2 (7.17)

f12 = (x− 2)2 (7.18)

VEGA converges quickly to a fair solution (not shown) but then fixates on

3 points, loosing the utility of the solution. NSGA converges more slowly but

ensures the Pareto front is well defined nicely demonstrating the advantages of

the concept of domination(see fig. 7.14).
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(a) VEGA[19] (b) NSGA[19]

Figure 7.14: Solution of Shaffer’s F1 (see eq. 7.17) after 500 generations
using NSGA and VEGA, highlighting VEGA’s tendency to fixate on parti-
cular solutions [19]

Algorithm 7.10 NSGA algorithm [19]

1. Generate an initial population P

2. For each generation g ∈ {0, 1, . . . , G}

(a) Evaluate using F(x)

(b) Perform domination calculations to identify the non-dominated front
f1

(c) For each front fn

i. Assign a large arbitrary fitness to members of fn

ii. Calculate ∑ Share(di,j) for each individual where i = current in-
dividual and j ∈ {0, . . . |P|} but i /∈ j

iii. Perform sharing and reduce fitnesses f eq. 7.16 between all indi-
viduals

iv. Ignore fn from now on

(d) Selection and Reproduction

NSGA is open to criticism from a number of directions: [20]

• Non-dominated sorting is computationally complex for large populations

[20]
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• Lack of elitism[20]

• The specification of sharing parameter σsharing[20]

These issues are addressed with the refinement of NSGA - NSGAII.

7.6.6 NSGAII (Non-dominated Sorting Genetic Algorithm II)

NSGAII takes a simpler approach to specifying fitness from non-domination.

Instead of assigning a dummy fitness and altering it due to crowding (as NSGA

does), the fitness is set to the front index (beginning at 0). In a separate stage

the crowding (in the solution space) is calculated using a density estimator, yiel-

ding a larger figure for more crowded individuals always < 1. Adding this to

the front index results in a final fitness incorporating domination and density

information with the most dominated and crowded being least fit.

Figure 7.15: NSGAII procedure, where Pt = Pp and Qt = Pφ and Fn = fn
[20]
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Algorithm 7.11 NSGA II algorithm [20]

1. Generate an initial population P of size |P0|

2. For each generation g ∈ {0, 1, . . . , G}

(a) Evaluate using F(x)

(b) Perform non-dominated sort on P and assign increasing front num-
bers to f

(c) For each front fn until Pp ≤ |P0|
i. assign crowding distances of members fn (increasing crowding
→ lower fitness) to f.

ii. Pp = fn ∪ Pp

(d) Sort Pp using f

(e) Select and Reproduce using Pp to create and offspring population Pφ

(f) PP(i+1) = Pφ ∪ P(i)

(g) Truncate P to |P0| (see fig. 7.15)

NSGAII still experiences limitations when applied to differing problems, for

instance Zitzler’s T6 problem[21] (see sec. 8.5.2.2). The non uniformity of the

test problem to some extent subverts NSGAII’s dynamic and parameter-less

crowding approach leaving well a defined but incorrect final solution. SPEA

(see sec. 7.6.7) on the other hand solves this well but has a poorly defined front.

Critically Deb et al. [20] note “that all ... approaches faced difficulties in solving

this so-called highly epistatic problem”.
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Figure 7.16: Comparison between NSGAII and SPEA in a minimisation
problem where SPEA finds the solution better but NSGAII defines the
front better on Zitzler T6[21] (see sec. 8.5.2.2)[20]
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(b) A further point added to highlight the
advantages of Pareto fronts

Figure 7.17: NSGAII’s fitness assignment (neglecting crowding). Colour
groups are dominated by the same number of other solutions.

7.6.7 SPEA (Strength Pareto Evolutionary Algorithm)

The SPEA algorithm in contrast to NSGA alters the structure of the GA by

storing the non-dominated solutions in an alternative population. It, too, uses

the concept of domination to assign a fitness value. However instead of scoring
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individuals on their Pareto front SPEA, determines the fitness from the number

of members of the alternative (non-dominated) population who dominate them.

Members of both the population and alternative population participate in

selection and so reproduction. Instead of detrimentally altering the fitness to

promote a spread of solutions, SPEA identifies closely spaced solutions and

removes them from the alternative population in a process called clustering.

Algorithm 7.12 SPEA algorithm [22]

1. Generate an initial population P and empty alternative population Pa

2. For each generation g ∈ {0, 1, . . . , G}

(a) Evaluate using F(x)

(b) Copy non-dominated members of P to Pa

(c) Remove newly dominated members of Pa

(d) If |Pa| >a maximum then prune it using clustering

(e) Assign a fitness f to each individual in Pa (see fig. 7.18)
fa(i) =

k
|P|+1 Where k for each individual (Xa(i) ∈ Pa) is the number of

individuals Xj ∈ P where zi � zj.

(f) Assign a fitness f to each individual in P (see fig. 7.18)
f(i) = 1 + ∑

i∈Pa∩{za(j)�z(i)}
fa(j) meaning the fitness is the sum of all the

fitnesses of the members of Pa which dominate Xj. One is added to
ensure that fs of Pa are lower than those of P (f is to be minimised).

(g) Reduce the Pareto set using clustering

(h) Selection and Reproduction from P ∪ Pa
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Figure 7.18: Fitness assignment in SPEA[22]

Once the true Pareto front of a problem has been found an algorithm based

on SPEA is liable to find an infinite number of points on this front (if possible).

SPEA attempts to avoid this problem by applying clustering to the Pareto front,

which combines multiple points into a single point where the additional data

has no value.[22]

Since its design SPEA has been criticised for certain aspects of its behaviour:[23]

• SPEA assigns identical fitness for individuals dominated by the same mem-

bers of Pa. Where there is a single member of Pa the fitnesses of all mem-

bers of P is the same.

• The clustering technique used can cause outer members of the Pareto front

to be removed during truncation shortening the front.

7.6.8 SPEA2 (Strength Pareto Evolutionary Algorithm 2)

SPEA2 is a newer version of SPEA incorporating more recent refinements to

overcome its drawbacks: [23]

• Improved fitness calculation based on both individuals dominating and

dominated.
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• Improved density estimation.

• Improved truncation to avoid loosing boundary solutions.

Again an archive population Pa is used, the size of this archive is fixed in

contrast to the variable archive size as used in SPEA.

To avoid assigning individuals identical fitnesses as was possible in SPEA

both the individuals dominated and those which dominate an individual are

taken into account. Each individual is assigned a strength value related the

number of solutions it dominates (see eq. 7.19):[23]

S(i) =
∣∣∣{z(j)|z(j) ∈ {P ∪ Pa} ∩

{
z(j) � z(j)

}}∣∣∣ (7.19)

where |·| denotes the cardinality of a set.

These are used to find the raw fitness of each individual, the sum of the

strengths of the individuals which dominate it:[23]

R(i) = ∑ S(j)j∈{P∪Pa}∩{z(j)�z(i)} (7.20)

A fitness of 0 corresponds to a non-dominated individual and a high value

corresponds to a highly dominated individual.

Figure 7.19: Comparison on the fitness assignment schemes of SPEA(left)
and SPEA2(right). R(i) is shown for SPEA2.[23]



CHAPTER 7. LITERATURE REVIEW EVOLUTIONARY ALGORITHM 205

Density estimation is taken care of using a slightly altered kth nearest ap-

proximation which helps to preserve end points (see fig. 7.20). The numerical

value found using this density estimation technique D(i) is added to the raw

fitness so the final fitness is:

f(i) = R(i) + D(i) (7.21)

This solves the problem of truncation by reducing the fitness of densely pa-

cked individuals instead of clustering.[23]

Figure 7.20: Demonstration of the truncation used by SPEA2 where the
target population size is 5. kth nearest crowding (see sec. 7.6.3) is used to
rank the individuals which helps preserve end points.[23]

Algorithm 7.13 SPEA2 algorithm [23]

1. Generate an initial population P of size |P0| and a external population Pa

2. For each generation g ∈ {0, 1, . . . , G}

(a) Evaluate using F(x)

(b) Assign a fitness to all members of P(g) and Pa(g)
f(i) = R(i) + D(i) where R(i) is eq. (see eq. 7.20) and D(i) is the
clustering parameter.

(c) Copy all non-dominated members of P to Pa.
If |Pa| > max |Pa| then truncate, sorting by fitness.
If |Pa| < max |Pa| then add most fit dominated individuals.

(d) Selection and recombination from Pa.
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SPEA2 is better than SPEA in all test problems undertaken by Zitzler et.

al.[23]. SPEA2 and NSGAII have the best performance over all[23]. In higher

dimensional problems SPEA2 appears to have advantages over NSGAII[23].



Chapter 8

Evolutionary Algorithm

8.1 Klystron Optimisation

As in the manual optimisation the decision vector is the drift lengths and the

frequencies of the cavities. To simplify the optimisation slightly the input cavity

is fixed to the operating frequency and the input and output coupling are fixed

to the specification values.

All of the drift lengths (5) and the remaining cavity frequencies (5) are free

parameters (see table. 8.16). The solution vector will contain the efficiency, ∆gain

(see sec. 8.2.3), interaction structure length and the slowest electron exit velocity

uslow (see sec. 8.2.4) which are minimised or maximised as appropriate. This

should yield an efficient, short klystron within the specification gain, with an

exit velocity above the required minimum.

Table 8.1: Optimisation space definition

Vector Components
Decision vector [drift1, drift2, drift3, drift4, drift5, freq2, freq3, freq4, freq5, freq6]
Solution vector

[
efficiency, length, ∆gain, uslow

]

207
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8.2 Klystron Simulation Issues

There are a number of issues that are unique or strongly related to the opti-

misation of klystrons.

• The multitude of short low efficiency klystrons (see sec. 8.2.1)

• Erroneous simulations (see sec. 8.2.2)

• Bandwidth optimisation (see sec. 8.2.3)

• Reflected electrons (see sec. 8.2.4)

Each of these requires an individual solution to either sidestep or solve the pro-

blem.

8.2.1 Pareto Search Pressure Focusing (PSPF)

Generic multi-objective EAs which use the Pareto front concept are often

demonstrated in publications using mathematical equations. These often have

not only a much clearer transformation between decision and solution space,

but also and critically, every point on the first Pareto front is equally optimal.

The interest in the full extent of the front is something which does not apply to

klystron design.

Fig. 8.1 demonstrates the problem. Short (relatively) efficient klystrons are

targeted as the algorithm been designed as such. However as a klystron be-

comes shorter it has a tendency to become less efficient, and there exists a si-

gnificant set of decisions which result in a very short very inefficient klystron.

Simply using the Pareto front concept these are equally as optimal as a longer

significantly more efficient klystron.
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Figure 8.1: Relationship between length and efficiency

As short inefficient klystrons are easily discovered there is a clumping of

solutions in this region. At best it could be hoped that there would still be

an equal search pressure along the front. However where a clumping exists,

purely due to weight of numbers, the chances of a selection from this region

increases and the algorithm clumps further. Without modification the Pareto

front concept does not usefully optimise a klystron interaction structure.

An adjustment to the Pareto concept, Pareto Search Pressure Focusing (PSPF),

is proposed as selection is defined by Pareto front index and the Pareto concept

still has useful behaviour.

The Pareto front’s indexes are first separated by one to create empty fronts

between them. An arbitrary cut-off point is defined as a fraction of the maxi-

mum in a single dimension (maintaining the separation between dimensions)

above which the Pareto front index is maintained, but below which it is demo-

ted to the front behind (by incrementing the front index). The focusing effect is

felt though the entire range of fronts, so individuals above the cut-off are always

preferentially selected.

This is similar in target to solution space constraints discussed in [20], howe-

ver it has the refinement of a variable cut-off, as solutions being found above the

cut-off are, at least initially, the exception rather than the rule. A variable cut-off

allows an increase in search pressure for the most efficient individuals from the

start.

SPEA2 does not lend itself to such an adjustment, so its advantages in many
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dimensions[23] have to be foregone. NSGAII’s fitness assignment, being front

based, is easily adapted to work with PSPF and is used in the rest of this work.
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(b) Search pressure with PSPF

Figure 8.2: Demonstration of the effect of PSPF (Good→Bad) the arrows
represent the search pressure (note the sign of the y axis)

8.2.2 Simulation Vetoes

Not all inputs to a klystron code translate to a valid output. There must be a

mechanism to deal with decision vectors which:

• Use the maximum number of iterations in the calculation and so have not

converged reliably

• Report an Efficiency lower than 0%

The algorithm uses a fairly simplistic solution to this problem by vetoing them.

Without the Spartan concept it would be a simple matter of discarding the re-
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sult. Instead the solution vector is set to be excessively poor in all objectives.

This allows the Spartan operator to select them and use them to avoid the poor

region of the decision space.

8.2.3 Bandwidth Targeting

Optimisation of the bandwidth presents two problems:

• Traditional computation of the bandwidth of each individual is computa-

tionally expensive if a small signal analytical solution is not used

• Optimisation beyond the specification bandwidth is unnecessary

Firstly the bandwidth can be defined in different terms. The precise bandwidth

of each simulation is of no interest, but critically the algorithm must preferen-

tially select individuals closer or equal to the specification bandwidth.

The gain is calculated in three positions; the centre and the upper and lower

bandwidth points. The objective used for optimisation is in fact the sum of the

drop between the centre and the bandwidth points in dB.

∆gain = 10 ·
[

log10

(
lower
center

)
+ log10

(upper
center

)]
(8.1)
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Figure 8.3: A more suitable definition of bandwidth for use in an evolutio-
nary algorithm



CHAPTER 8. EVOLUTIONARY ALGORITHM 212

Often scientific klystron bandwidths are defined at the -1dB point. As there

is no value in optimising the bandwidth beyond the specification bandwidth it

is capped at -1dB. All individuals within specification report a ∆gain of -2dB (2×-

1dB) and as such are identically fit in this dimension, the intended behaviour.

Pareto search pressure focusing is used again to strongly target structures

within specification; without this a full range of bandwidths could be targeted.

8.2.4 Reflected Electrons

As the klystron is optimised the output cavity will remove increasing amounts

of power from the beam. This leads to increasingly slower electrons leaving the

output gap. If the electrons leave the output gap too slowly there can be a build

up of space charge which would effect the interaction. If more energy is remo-

ved from the beam some electrons could be reflected back up the tube back to

the cathode bombarding its surface and shortening its life.

The veto approach could be used but often an individual which reflects elec-

trons lies close to an individual which does not. As efficiency is related to the

amount of power removed from the beam, targeting high efficiency klystrons

will also tend to target klystrons with reflected electrons so a more elegant so-

lution is required.

Instead the velocity of the slowest electron uslow is defined as an objective.

Using PSPF an absolute cutoff point can be defined below which solutions are

deemed undesirable (see sec. 8.2.1). Thales use a figure of 8 kV, which equates

to 5 · 107m/s [78].
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Figure 8.4: Optimisation of reflected electrons to avoid reflected electrons
at the output gap (purple and green markings should be ignored). This is
achieved by maintaining the exit velocity of the disks.

The plot displayed in fig. 8.4 contains the full length of the Pareto front. A

knee is clearly visible at around 55% efficiency, above which efficiency drops

rapidly for increasing uslow. This is reduced using PSPF to the range on the

efficiency axis above the knee as efficiency drops rapidly after this point.

8.3 Algorithm Refinements and Innovations

This section details the implementation of attempts to combine all of the

current state of the art optimisation techniques with some new ideas. These

new ideas take the form of improvements to the management of populations

and efficiencies in the use of the computationally expensive simulation results.
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8.3.1 Spartan Operator

In conventional evolutionary algorithms poor individuals are periodically

discarded in order to improve the mean fitness of the population. They make no

attempt to identify poor regions of the decision space using the information they

contain. As considerable computational resources have already been expended

to calculate the fitness of poor individuals it makes sense to try and make use

of them in some way.[16]

MrCX

Spartan Kill

Spartan Operator

Figure 8.5: Probability distribution for MrCX alone compared with the
distribution for the Spartan operator[16]

The Spartan operator attempts to perturb the probability distribution of the

MrCX operator away from poor regions of decision space (see fig. 8.5). It does

so by allowing poor members of the population to repeatedly kill offspring near

them1 until a surviving offspring is found. Members of the Spartan population

Ps are chosen to have a poor fitness (in contrast to the high fitness of the parent

population Pp).[16]

At the start of the Spartan procedure an offspring is generated using MrCX

(see sec. 7.4.2) as before. Then every member of the Spartan population attempts

to kill the offspring. It uses the same method as MrCX to create a random length

vector (again scaled by the parent population) and multiplies this by the kill

strength σs (as opposed to the search strength σx) in order to find the kill vector

1In the ancient Greek city-state of Sparta the Elders would order the death of any infant jud-
ged too sickly or deformed to contribute to society. This reduced the considerable investment
by the state to raise the citizen[85].
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dk. This can be evaluated to discover whether the Spartan kills the offspring (see

alg. 8.1 and fig. 8.6). This occurs when dk is larger than the distance between the

offspring and the spartan. If the offspring survives this process then it should

be well-spaced from the poor individuals in the population.[16]

The highest probability that an individual will be killed is if it appears at the

exact location of a Spartan, decreasing as it moves away. If the offspring does

not survive, a new offspring is created using the same parents but with a new

set of Spartans. This is repeated until an offspring survives.[16]

The same parents (and mother) must be used to stop the search from being

strongly repelled from a good location which is very close to a poor one, for ins-

tance a discontinuity. Instead as desired it perturbs the probability distribution

away from the poor area rather than forbidding it completely.

Algorithm 8.1 Spartan algorithm[16] (see fig. 8.6)
For each member of Ps:

1. Generate a random vector: d′k using MrCX algorithm (see alg. 7.6) based
upon the parent population Pp up to step 8.

2. Multiply it by the kill strength: dk = d′k × σs.

3. Define a vector from the Spartan to the offspring ds = xφ − xs

4. Split dk into components perpendicular to and parallel to ds (dk⊥ and dk‖
respectively)

5. If |dk‖| ≥ |ds|, the offspring is killed (see fig. 8.6)

(a) Successfully killing an offspring (b) Offspring surviving

Figure 8.6: Examples of spartan behaviour involving two Spartans acting
on two offspring in turn (a and b)[16]
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8.3.2 Population Management

Population management has two functions, to limit the size of the popula-

tion and to manage the insertion of offspring. The rationale for this is two fold:

• The population cannot be infinitely large

• Selectively removing poor members of the population to increase the mean

fitness

The insertion method for single objective optimisation is often similar to evolu-

tion, in that each generation is replaced rather than added to. When individual

evaluations are computationally expensive it makes sense to instead add to the

population while limiting the size.

NSGAII (see sec. 7.6.6) uses a single population, the size of which is set arbi-

trarily at the start of the simulation and trimmed at the end of each generation.

SPEA (see sec. 7.6.7) and SPEA2 (see sec. 7.6.8) complicate this by introducing a

secondary population to contain the non-dominated solutions.

To avoid maintaining two populations the best solutions are not removed

from the population, this concept is called elitism. For this reason the full set of

non dominated solutions are designated to be elite. This has the disadvantage of

over-populating the first non-dominated front once it has formed, however, as

the number of evaluations is strongly limited but the computation intensity of

the calculations and the number of dimensions is high, this is less of a problem.

An approach such as MGG (see alg. 7.7) or G3 (see alg. 7.8) is unsuitable in

this case as more individuals are evaluated than are inserted. When the Spartan

concept is used all information, good or bad, is important. In this work every

individual evaluated is inserted.

8.3.2.1 Rejection

Work published by Deb [15] and Zitzler [86, 23] utilises rejection, a basic

population management system. Simply that the population must not increase
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beyond a preset level. On each insertion into the population another individual

is removed, in this case the least fit (see sec. 8.3.2.1).

Algorithm 8.2 The rejection population management algorithm

input population P(g) with fitness distribution f and max population size T

P(g+1)
i = sortf

(
P(g)

i

)
where i ∈ {0, . . . , T}

output P(g+1)

8.3.2.2 Significance

Rejection loses some of the advantage to be gained by the use of the Spartan

operator, that of regions of poor fitness. The concept of significance is a measure

of the number of times an individual is selected to reproduce or act as a Spartan.

If an individual does not find itself selected often, relative to the rest of the

population it then can be considered insignificant and removed.

For each generation the significance index (Is) of each individual is incre-

mented by one. The mechanism used to measure the relative selection fre-

quency is the application of a multiplier of 0 ≤ x ≤ 1 to the Is. Thus a large Is in

fact denotes an insignificant individual, conversely a low Is denotes a significant

individual. An insignificant individual can exist after a number of generations

because in previous generations there were less significant individuals

The significance paradigm can also be used in a subtly different way. Before

the population is trimmed to the new level it is ordered using the “fitnificance”.

This is a combination of the fitness (related to the Pareto front index) and the

significance index. The effect of this is that the least significant members of the

population are removed, and where the significance indexes match, the least fit

member is removed.

If the population is controlled purely with fitness then the advantage of retai-

ning poor individuals is lost. If instead of sorting the population using fitness,
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significance is used and the least significant individuals rejected, this informa-

tion can be maintained.

8.3.2.3 Significance Population Management

As rejection population management sets a arbitrary limit on the population,

potentially important information can be lost. Significance population manage-

ment limiting population size sets a limit on the significance index. This leads to

a variable population size, theoretically tailored to the information represented.

Algorithm 8.3 The significance population management algorithm

input population P(g) with fitness distribution f and max significance index I

P(g+1)
i = sortι

(
P(g)

i

)
i ∈ { index of individuals with significance ι < I}

output P(g+1)

8.4 Simulation Tools

8.4.1 High Throughput Computing Resources (CONDOR)

In order to benchmark MOEAs2 it is usual to use 20-25,000 calculations to

ensure good convergence.[20] Although the convergence need not be as tho-

rough for this problem a large number of simulations must be undertaken. As

shown in sec. 8.4.2 each simulation with a suitable degree of accuracy will take

approximately 5 minutes. This taken with a suitable number of iterations and

the conclusion is simple:

5 minutes · 10, 000 ≈ 35 days (8.2)

2Multi-Objective Evolutionary Algorithms
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This is simply not a plausible proposal for a single desktop processor; more

powerful resources are needed.

Although high power resources can perform large complex tasks quickly,

due to their configuration they are poorly suited to efficiently completing many

low intensity problems. Due to their expense and utility for large problems,

processor time on such a system is at a premium.

The antithesis of such a system is a high throughput computing resource. This

is a system tuned to rapidly performing a large number of small, largely isolated

tasks. Their load managing systems also help to maintain availability of the

system to other users.

At the Cockcroft Institute there is a small grid system using idle time from

the Institute’s desktop PCs. At any one time there is access to 30-50 Windows

cores. Condor high throughput computing management system is used to control

the grid.[87]

The easy access to these cores reduces the optimisation time to a reasonable

level:

5 minutes · 10, 000
50

= 16 hours (8.3)

MatLab has interfaces for several grid computing architectures, but unfortu-

nately Condor is not among them. However there is an open source alternative

interface written in Java by Hidemoto Nakada.[88] Condor Java API provides

an interface to allow Java to submit jobs to the Condor pool and monitor their

status in the pool. A failure status allows the job to be resubmitted, and a suc-

cess status to return the data to the MOEA for analysis.

8.4.1.1 Asynchronous Calculation

Use of the Condor pool and the inconsistent nature of the length of each

calculation points us to the unsuitability of the generation concept. If the stan-

dard generation concept is used and a set of decision vectors submitted to the
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Condor pool they all must complete before handing the results back to the algo-

rithm. This markedly lowers the computational efficiency of the optimisation.

If a single calculation is performed per generation then the performance advan-

tage of grid computing is lost.

Instead an asynchronous calculation model is used (see fig. 8.7). As in a

generational model a set of individuals are submitted for calculation, but when

the first is evaluated this is handed back to the EA. The EA returns a single new

individual vector to replace it. In this implementation multiple solution vectors

can be accepted back by the EA, and multiple decision vectors returned.

Job Buffer

Condor Java API

MOEA
N out

N returned

Condor Pool

Figure 8.7: Schematic representation of asynchronous calculation

A useful advantage of this, quite apart from computational efficiency, is that

the information in the calculation buffer is always as up to date as possible. This

is similar to the difference between the Gauss and Gauss-Seidel algorithms for

solving simultaneous equations. This is an interesting example of the under-

lying computing architecture informing and actually improving the design.

8.4.2 AJDisk

The algorithm of course, being generic, does not have klystron simulation

ability so must be paired with a code capable of this.

Many large signal models are only available to a restricted range of users

for reasons of commercial or national confidentiality. The best code available
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for this work was Klys2D but that was only accessible at the Thales factory in

Velizy. Klys2D has been validated by comparison with experimental results.

However a simpler code, AJDisk3 is available without license and is used as the

principal tool used for interaction modelling in this project.

AJDisk lends its self to use in an EA as it is easily distributable, license free,

its run-times are measured in 100s of seconds and it is configured by plain text

files.

8.4.2.1 Disk/Ring Model

AJDisk is a disk/ring based single beam klystron simulation code.

(a) Disks (b) Rings

Figure 8.8: The two space charge representations used by AJDisk to model
the beam

AJDisk reduces the klystron simulation problem into three sections.[24]

• Equations of motion

• Cavity fields

• Space charge

8.4.2.2 Equations of Motion

AJDisk uses a Finite Difference Time Domain method to solve the equations

of motion, that is to say that the velocity and position are updated for each

time-step with reference to the previous time-step.[24]

3Kindly provided by Aaron Jensen, SLAC
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The update equations are derived by combining the equation of motion eq.

8.4 with the Lorentz force eq. 8.5.

Equation of motion:[24]

F =
d (γmv)

dt
(8.4)

where m = mass, t = time, v =velocity, γ = Lorentz factor

Lorentz force:[24]

F = q (E + v× B) (8.5)

where, q = charge, E = electric field B = magnetic field

Which yields update equations for position (see eq. 8.6) and velocity (see eq. 8.7).[24]

zn+1 =
1

γ3
q
m

(∆t)2 Ez + 2zn − zn−1 (8.6)

vn+1 = 2
1

γ3
q
m

(∆t) Ez + vn−1 (8.7)

8.4.2.3 Cavity Fields

It is the fields in the cavity which modulate the beam by accelerating and

decelerating the beam.

These fields can be approximated using a Gaussian profile (see eq. 8.9) de-

fined by the shaping factor k, which is related to the longitudinal gap coupling

factor M averaged over the beam radius (see eq. 8.9). This field is assumed to

be constant radially, which is not the case in reality.[24]
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Ecav = |V| f (z) cos (ω0t + θ) (8.8)

f (z) =
k√
π

exp
[
−k2 (z− z0)

2
]

(8.9)

k =
1
2

βe√
− ln (M)

(8.10)

[24] states that the phase and amplitude can be found using only the first

harmonic. A Fourier transform (w.r.t. time) is performed on the total current.

where Q is the charge on a disk and v is the disks velocity.

Iind,1 = F {Iind(t)} = F
{

i

∑ Qivi (t) f (zi)

}
(8.11)

As the phase and amplitude are equivalent to the electric field, Ohms law

and circuit theory can be used to find the amplitude and phase. [24]

V = Iind,1Zcav (8.12)

Where the cavity impedance is:[24]

Zcav =
R/Q

1
Qi

+ j ω2
0−ω2

cav
ω0ωcav

(8.13)

A solution is found by running a series of disks through the cavity using the

above equations and iterating until the values for phase and amplitude of the

cavity fields converge to solutions [24].

8.4.2.4 Space Charge

The space charge calculation is based on reducing the disks to delta func-

tion disks (perfectly thin). This does not effect the simulation when the disks

are spaced but when disks overtake it leads to a singularity in the force. The
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electric field distribution for such a disk in a drift tube can be calculated in three

steps:[24]

• solve Laplace’s equation in cylindrical coordinates

• find a Green’s function to represent the potential due to a unit charge in

an infinitely long conducting cylinder

• integrate the Green’s function over the “delta-function disk” to find the

electric field due to all the electrons in a single disk

This calculation yields the z component of the electric field at a position z

due to a disk of charge Q at position z0 with radius b in a drift tube of radius a

which allows the force between the disks to be calculated.[24]

Ez =
2

πb
Q

2εa

∞

∑
l=1

exp
[
−µl |z− z0|

a

] J1

(
µl

b
a

)
J0
(
µl

r
a
)

µl J2
1(µl)

sgn(z− z0) (8.14)

where µl is a constant.



CHAPTER 8. EVOLUTIONARY ALGORITHM 225

8.4.2.5 Calculation Structure

These results are combined in AJDisk in the following manner (see fig. 8.9).

Figure 8.9: Flow chart showing AJDisk’s operation, reproduced from [24]

8.4.2.6 Convergence

The method of solution used by AJDisk requires that the number of disks

and rings are chosen. The results of a convergence study on these two parame-
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ters are shown in fig. 8.10 and 8.11.

The first consideration is the convergence of the output power. This is ap-

propriate as a figure of merit as it is also the equivalent of gain and efficiency

(for a fixed klystron configuration).

Figure 8.10: Number of disks and rings against reported output power

The sudden drops in output power experienced in fig. 8.10 are unexplained,

but critically only occur for numbers of rings over 2; for this reason only 1 or 2

rings are considered.

It should be noted that the simulations converge to one of two final values,

and as separate numbers of rings converge to different values, it is difficult

to select one value over the other. Of the number of rings that converge, two

converge to the higher value and four to the lower. However as 1 and 4 rings

converge to the same value it is hard argue for either value. As a result the final

results must viewed with an uncertainty of at least 3%. Note that 7 and 8 rings

fail to converge for high numbers of disks using these settings. This can clearly

be seen in fig. 8.11.

The introduction of rings to the simulation does not in fact allow AJDisk to

model the interaction of the beam with the cavities more accurately. As there

is no radial field variation each ring (if arriving in the same phase) will see the
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same field. Its only impact is in the modelling of the space charge in the drift

tubes.

Another important consideration, due to the large number of simulations re-

quired, is the calculation time. As the Condor pool on which this convergence

study was performed is made up of dissimilar machines, it is difficult to com-

pare raw run-times. For this reason the run-time of the simulations shown is

normalised using a benchmark calculation of known run-time. When plotted

on a logarithmic scale a clear correlation can be seen. For a fixed number of

disks increasing the number of rings increases the calculation time. Similarly

for a fixed number of rings increasing the number of disks increases the calcu-

lation time.

Figure 8.11: Number of disks against normalised time. The time units used
are comparable to seconds for a modest CPU.

If 2 rings were chosen then the calculation time is increased by approxima-

tely a factor of 4 (see fig. 8.11). For this reason 1 ring is used (a disk) in conjunc-

tion with 80 disks.



CHAPTER 8. EVOLUTIONARY ALGORITHM 228

8.5 Methodology and Calibration

This EA, in common with most other evolutionary algorithms, has a large

number of parameters, all of which must be chosen. As far as possible these are

evaluated for a range of values and the optimum chosen.

Each setting is attributed an arbitrary default value until it has been evalua-

ted, when the optimum value is taken. For simplicity parameters not directly

connected to multi-objective optimisation are optimised in single objective.

8.5.1 SpartanEA Implementation

There are a wide number of possible configurations of an evolutionary algo-

rithm. As stated in sec. 8.2.1 NSGAII with PSPF is used to assign fitness to the

population. For this implementation tournament selection has been chosen for

its simplicity and beneficial characteristics (see sec. 7.3.2). MrCX has been cho-

sen over PCX for its improved handling of highly dimensional problems and

the Spartan operator included.

The SpartanEA has been implemented in JAVA to accomodate the new concepts

and easily communicate with the Condor pool (see fig. 8.12).
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Fitness Assignment: NSGAII (with PSPF)

Mother Select: Tournament Selection

Spartan Select: Tournament Selection

Parent Select: Tournament Selection

Mutation

Spartan 

MrCX

Halt?

Evaluation

Initialisation

End

Rejection

Veto

Figure 8.12: A flow chart representing the flow of populations around the
SpartanEA

8.5.2 Test Problems

Calibrating the EA using klystron simulations would be a time consuming

process. Instead it has been initially calibrated using a number of standard test

problems. The first being a simple problem with N input values and a single

output; the second being similar in behaviour to a klystron simulation.

8.5.2.1 Ellipsoidal Problem

The Ellipsoidal problem is a simple mono-modal problem that can be exten-

ded to any number of dimensions with the solution at x(i) = 0. Although it

has no particular similarity to klystron simulations, it has been chosen for its

simplicity.

It takes the form of the sum of a quadratic in each dimension, multiplied by
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a constant (see eq. 8.15). By considering the 2 dimensional version all contours

of the solution will take the form of an ellipse.[18]

F(x) =
N

∑
i=1

i · x2
i (8.15)

Table 8.2: Elliptical problem properties

Parameter Symbol Value
Number of Dimensions N 20

Initialisation range [-10 : -5]
Search Boundary [−∞ : ∞]

8.5.2.2 Zitzler T6

This test function is described as including:

“two difficulties caused by the non-uniformity of the search space:

first, the Pareto-optimal solutions are non-uniformly distributed along

the global Pareto front (the front is biased for solutions for which

f1(x) is near one); second, the density of the solutions is lowest near

the Pareto-optimal front and highest away from the front.”[21]

f1(x) = 1− exp (−4xi) sin6 (6πx1) (8.16)

g(x2..., xn) = 1 + 9 ·
((

m

∑
i=2

xi

)
/(m− 1)

)
(8.17)

f2( f1, g) = 1−
(

f1

g

)2

(8.18)

where f1(x) and f2( f1, g) are the two objectives of the problem.

This problem is well suited to act as a proxy for a klystron simulation due to

the non-uniformly distributed solution along the first Pareto front and the den-

sity of the solutions decreasing towards the Pareto front. The number of input

dimensions is set to a number expected to be common for klystron optimisation

and the number of objectives kept at 2 for simplicity.
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Table 8.3: Zitzler T6 problem properties

Parameter Symbol Value
Number of Dimensions N 10

Initialisation range [−0 : 1]
Search Boundary [−0 : 1]

Objectives M 2

8.5.3 Performance Metrics

When evaluating the performance of a single objective algorithm the per-

formance can be measured trivially by inspecting the fittest and least fit indivi-

duals along with the mean. Evaluation of a multi-objective algorithm is a more

complex matter.

It is simplified markedly by full knowledge of the solution. Deb et al. [20] for

instance find the average minimum distance to a set of generated equally spa-

ced set of points on the solution. This of course is of little value for a practical

application, if the solution was well known the algorithm would not be nee-

ded. Although the generic case is relatively uninteresting, the klystron codes

are sufficiently complex to invalidate this metric.

8.5.3.1 Domination Metric

A proposed generic performance metric is to evaluate the dominated area

underneath the first Pareto front.

The rectangular rule of integration is traditionally inferior to, for instance,

the trapezoid rule which better approximates the curve applied. This approxi-

mation of an unknown curve as shown in fig. 8.13 gives the impression that the

algorithm has performed better than it in fact has. If an additional point (in red)

is added to fig. 8.13 this metric would show no improvement when the front is

in fact better defined.

Rectangular integration closely follows the � operator used to calculate do-

minance (see fig. 7.13). The area reported by rectangular integration is the area
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dominated by the points making up the first Pareto front when, and only when,

the top-right corner approximation is used (see fig. 8.13b). The introduction of

an additional point (shown in red) increases the value of this metric as desired

(see fig. 8.13b).

New point

(a) Trapezoid integration

New point

(b) Rectangular integration using the top-right corner approximation

Figure 8.13: Methods of evaluating the area dominated by a number of
points

The method proposed is not fully generic as for simplicity it applies to only

two dimensions. It could be extended to N-dimensions by calculating a volume

or a hyper-volume.

8.5.4 EA Setup

To attempt to isolate any parameter changes from more complex effects ad-

ded by refinements to the algorithm the simplest possible configuration is used.

Where there are no Spartans; mutation is disabled (0 probability) and no PSPF

is implemented.

The initial optimisation parameters (see table. 8.4) either have simplification
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in mind (the lack of Spartans and mutation) or have been instructed by initial

work using single objective optimisation.[16]

Table 8.4: Initial calibration parameters

EA Parameter Symbol Value
Number of Spartans s 0

Population management method Reject (fitness)

Population Size
∣∣∣P(0)

∣∣∣ 200
Mother Selection [ω]m Best in population
Parent Selection [ω]p Binary Tournament

Number of parents p 11
Search strength σx 0.7

Mutation Strength σµ 0
Mutation Probability P(µ) 0

Number of generations G 25,000
Number of Spartans s 0
Spartan kill strength σs 0

8.5.5 Result Presentation

Due to the probabilistic nature of the EA a single run of each parameter in

a sweep is insufficient as the results can vary greatly. Instead for each value a

total of 100 runs of the EA are performed unless otherwise stated.

To present the results a box plot (see fig. 8.14) is used with a plot of the mean

superimposed. The median is shown as a red line with the upper and lower

quartiles bounded by a blue box. The full range is shown by the black bars

connected with dotted lines, while outliers (beyond the 1.5 quartile) are shown

as red crosses.
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Figure 8.14: An example of a box plot (or box-and-whisker diagram) with
an overlaid plot of the mean

8.5.6 Search Strength

The search strength defines how large the probability distribution is around

the selected parents. If this value is too high then the offspring will be excessi-

vely spaced from the parents. This could cause the algorithm to fail to converge.

For a low value the offspring may be too close to the parents, preventing the al-

gorithm from evaluating new space.

Table 8.5: Single objective sweep of σx simulation setup [16]

EA Parameter Symbol Value
Search Strength σx {0.5, 0.6 . . . 1.5}

Test problem F(x) Ellipsoidal
Number of generations run for G 10,000

Population Size
∣∣∣P(0)

∣∣∣ 100

Using existing information of a single objective optimisation of the ellipsoi-

dal problem the range of possible search strengths can be narrowed. As can

be seen from fig. 8.15, a value of σx between 0.7 and 0.8 provides optimum
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convergence efficiency. As this is a single objective mono-modal problem, all

simulations were able to converge to the optimum.
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Figure 8.15: Single objective search strength σx sweep performed on the
ellipsoidal problem[16]

Instructed by the single objective results a smaller range can be taken for the

more time consuming multi-objective problem using the parameters described

below:

Table 8.6: Search strength σx calibration setup

EA Parameter Symbol Value
Search Strength σx {0.5, 0.6, . . . , 1}

Test problem F(x) T6

Problem T6 was run over a range {0.5, 0.6, . . . , 1}, 100 times at each point to

find any persistent trends in the domination metric. Clearly the algorithm is

more successful in optimising this problem for search strengths over 0.8, beco-

ming slightly less consistent for higher values (see fig. 8.16).
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Figure 8.16: Multi-objective search strength σx sweep performed on T6.
Showing that a search strength of 0.8 improves the dominated metric.

Table 8.7: Updated calibration parameters

EA Parameter Symbol Value
Search strength σx 0.8

8.5.7 Mutation

The T6 problem is a taxing problem where the algorithm can become stuck

in multi-modal areas before the full solution. If mutation does not help the al-

gorithm converge in this problem then it is unlikely that it will be advantageous

for klystron simulations.

If the search strength is calibrated correctly there should be no need for mu-

tation as MrCX itself contains a random element.

Table 8.8: Mutation strength σµ calibration setup

EA Parameter Symbol Value
Mutation Strength σµ {0, 0.3, . . . , 3}

Mutation Probability P(µ) 0.1
Test problem F(x) T6
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The mutation operator does not appear to appreciably alter the dominated

metric for the problem T6 (see fig. 8.17). At most, the results can be considered

inconclusive. With this in mind the mutation strength and probability are set to

0 (see table. 8.9) and the choice of search strength is justified.
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Figure 8.17: Multi-objective mutation strength σµ sweep performed on T6.
Showing that mutation has at best an inconclusive effect on the dominated
metric.

Table 8.9: Updated calibration parameters

EA Parameter Symbol Value
Mutation Strength σµ 0

Mutation Probability P(µ) 0

8.5.8 Number of Parents

The number of parents per offspring affects the way in which the repro-

duction operator functions. With too few it can lead to an incomplete picture

of the search space. The use of orthonormal vectors generated from the pa-

rents in PCX and MRCX would suggest that N + 1 parents would be necessary

(see sec. 7.4.1).[15]
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Table 8.10: Number of parents p calibration setup

EA Parameter Symbol Value
Number of parents p {1, 3, . . . , 29}

Test problem F(x) T6

With fewer parents than 7 the algorithm struggles to converge well; with

7 to 17 the maximum convergence is almost indistinguishable; with the mean

falling away as the number of parents increases (see fig. 8.18).

The N + 1 rule falls between these bounding points and for the purposes of

this calibration will be taken as validation. With a variable dimensionality of

the klystron problem such a rule is preferable to a single value.
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Figure 8.18: Multi-objective number of parents p sweep performed on T6.
Showing that the original assumption of N + 1 holds.

Table 8.11: Updated calibration parameters

EA Parameter Symbol Value
Number of parents p 11 (or N + 1)



CHAPTER 8. EVOLUTIONARY ALGORITHM 239

8.5.9 Population Calibration

If a population is too small then it will lack diversity, and because of this

will struggle to converge reliably. If the population is too large the selection

operators struggle to operate effectively and at best there is no advantage.

Table 8.12: Population calibration setup

EA Parameter Symbol Value

Population Size
∣∣∣P(0)

∣∣∣ {50, 100 . . . 600}
Test problem f (x) T6

Problem T6 was run over a range {50, 100 . . . 600} 100 times at each point to

find any persistent trends in the domination metric. Clearly the algorithm is

more successful in optimising this problem for populations of 200 and above,

becoming more consistent, but less successful for higher values.
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Figure 8.19: Multi-objective initial population size
∣∣∣P(0)

∣∣∣ sweep performed
on T6. Showing that the optimal initial population is 300.

The optimal population size from this analysis is 300 as it not only reaches

the highest value of the domination metric but does so more consistently as

evidenced by the smaller range(see fig. 8.19).
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Table 8.13: Updated calibration parameters

EA Parameter Symbol Value

Population Size
∣∣∣P(0)

∣∣∣ 300

8.5.10 Spartans

Testing of the Spartan concept on T6 showed that its effects were detrimental

to convergence to the point of failure. Previous testing on the klystron problem

shows that this effect is not experienced. With this in mind the tuning of the

number of Spartans was delegated to previous work on the single objective

ellipsoidal problem.[16]

Table 8.14: Sweep of s simulation setup[16]

EA Parameter Symbol Value
Number of Spartans s {0, 20, . . . , 160}

Test problem F(x) Ellipsoidal
Number of generations run for G 10,000

Population Size
∣∣∣P(0)

∣∣∣ 100

Although this work is single objective and mono-modal there is still a conver-

gence advantages to the use of Spartans. It will be assumed that the same ad-

vantages will be found for the klystron problem as testing can be considered to

be excessively time consuming.
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Figure 8.20: Single-objective number of spartan s sweep performed on T6.
Showing that the optimal number of Spartans is around 40.

8.5.11 Population Management

The different methods of population limitation give little intuitive indica-

tion as to which will perform better. Three described above (see sec. 8.3.2) are

evaluated against each other here:

Rej A fixed size population model which truncates the population after sorting

by fitness (see sec. 8.3.2.1).

RejSig Another fixed size population model which truncates the population

after sorting by “fitnificance” (see sec. 8.3.2.2).

Sig A maximum significance index population model (with a maximum signi-

ficance index of 15) (see sec. 8.3.2.3).
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Figure 8.21: Comparison of population limitation models. This demons-
trates there is a slight benefit in using rejection combined with “fitnifi-
cance”.

From fig. 8.21 there appears to be a slight advantage in using rejection in

conjunction with “fitnificance”. (see fig. 8.21).

8.5.12 Calibration Conclusions

The most important parameters of the EA have been calibrated to clearly

demonstrable values (see table. 8.15). The dominated metric clearly demons-

trates the effect of each parameter change. Mutation has proved to be of little

use, as its purpose is to add diversity, this goes someway to demonstrating that

sufficient diversity has already been maintained by other means.

Although Spartans cause the test function used to fail, as initial test runs

have shown they do not have the same effect when klystron simulations are

used. An analysis of their utility for multi-objective optimisation is left for fu-

ture work.
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Table 8.15: Calibrated parameters

EA Parameter Symbol Value
Number of Spartans s 0

Population management method Reject (fitnificance)

Population Size
∣∣∣P(0)

∣∣∣ 300
Mother Selection [ω]m Best in population
Parent Selection [ω]p Binary Tournament
Search strength σx 0.8

Mutation Strength σµ 0
Mutation Probability P(µ) 0

Number of generations G 25,000
Number of Spartans s 40
Spartan kill strength σs 0.3

8.6 Klystron Optimisation Results

The klystron optimisation will first be performed using a Thales designed

klystron TH2178 (see sec. 8.6.1); then the method will be applied to the im-

proved TESLA specification (see sec. 8.6.2). Each klystron specification will be

optimised using the same EA settings as described in the parameter calibration

(see table. 8.15).

Table 8.16: Optimisation space definition

Vector Components
Decision vector [drift1, drift2, drift3, drift4, drift5, freq2, freq3, freq4, freq5, freq6]
Solution vector

[
efficiency, length, ∆gain, uslow

]
The Pareto Search Pressure Focusing (see sec. 8.2.1) settings are shown in

table 8.17. The efficiency uses a variable cut off point of 0.7 of the maximum

currently achieved. This allows the highest efficiencies to be targeted even if

the current maximum efficiency is smaller than the final value. Absolute values

are more appropriate for ∆gain and uslow as the desired values are easier to attain,

the initial population often contains individuals which meet both criteria. The

cut off for uslow is set below the speed preferred by Thales so a range of values

can be seen.
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Table 8.17: Pareto Search Pressure Focusing settings

Variable Setting Absolute or variable
Efficiency 70% of maximum at this itteration

∆gain -2.01 Absolute
uslow 2 · 107 Absolute

Each optimisation is run over approximately 30k iterations, to ensure conver-

gence although a much smaller number of calculations is likely to be sufficient.

8.6.1 TH2178 Comparison

In order to attempt to evaluate the performance of this method of opti-

misation it can be compared to professionally designed tubes. Thales have

kindly provided a fully specified klystron interaction structure for this purpose

(see table. 8.18).

8.6.1.1 TH2178 Specification

Figure 8.22: The TH2178 klystron[25]

TH2178 is a 800 kW, 500 MHz 6 cavity, single beam klystron with a second

harmonic cavity. Its continuous wave specification has little effect on the inter-

action structure as it presents predominantly cooling issues.
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Table 8.18: TH2178 klystron specification

Operating frequency (MHz) 500
Beam voltage (kV) 74
Beam current (A) 17.2

Peak output power (kW) 800
RF pulse length (ms) CW

Efficiency (%) 64
Perveance µK 0.85

Drive power (W) 40
Beam diameter (mm) 30

Tunnel diameter (mm) 50
Gap Length (mm) 35

Number of cavities 6
Number of 2nd harmonic cavities 1

Interaction Length (mm) 1580

When AJDisk attempts to simulate this structure it over estimates the effi-

ciency by 10%. No cavity voltages are available for comparison, but this would

indicate that the cavity interaction is being over estimated.
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Figure 8.23: Modulation current plot growth for the fundamental and 2nd

harmonic frequencies along the length of the klystron

Table 8.19: TH2178 AJDisk simulation results

Peak output power (kW) 942.472
Efficiency (%) 75.54

Reflected Disks Yes

8.6.1.2 TH2178 AJDisk Calibration

AJDisk uses the longitudinal gap coupling factor averaged over the beam

from 0 to rb. Using the standard longitudinal gap coupling factor as calculated
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by the analytical mode in AJDisk does not result in a simulation which matches

the known tube performance. This is not completely unexpected as AJDisk

ignores radial effects on the beam.

In order to correct this the simulation is tuned using the gap coupling factor

until the output meets the specification. As the coupling factor for the funda-

mental frequency cavities is varied, the ratio between them and the 2nd harmo-

nic cavity is kept constant.

Figure 8.24: Calibration of AJDisk simulation using the gap coupling fac-
tor as the free parameter

In
/I

0

Distance z (mm)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Fundamental

2nd Harmonic

Figure 8.25: Modulation current plot growth for the fundamental and 2nd

harmonic frequencies along the length of the klystron after calibration
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The gap coupling factor which gives the most appropriate result (for 40 W

input power) is 0.875 compared to AJDisk’s calculated value of 0.9174. This

does have electrons leaving the output gap slower than 8 kV (5 ∗ 107) which

could lead to reflection.

This work will assume that these simulations are accurate and these gap

coupling factors are suitable for other interaction structures. However the opti-

misation has the caveat that, due to the wide variety of decision vectors which

will be investigated and AJDisk’s erroneous uncalibrated simulation, there is no

guarantee the structures found are physical, or related to the TH2178. The ma-

jor outcome of this optimisation will be proof of the optimisation process and

trends due to alteration of variables. If this algorithm were applied to a more

accurate code these issues would be eliminated as far as possible.

Table 8.20: TH2178 AJDisk post calibration simulation results

(a) Coupling factors

Cavity Gap Calculated Gap
coupling factor

(z)

Calibrated Gap
coupling factor

(z)
Standard 0.9174 0.8750

2nd Harmonic 0.9403 0.8969

(b) Simulation outputs

Peak output power (kW) 801.652
Efficiency (%) 64.25

Reflected Disks yes

As all of the simulations for this klystron result in a uslow below the reflection

threshold, as for the purposes of this optimisation it has already been relaxed a

range of uslow will be found.

8.6.1.3 TH2178 Optimisation

The initialisation range of the decision vector is shown in table 8.21. Al-

though these values bound the specification values, this is not compulsory.

MrCX is capable, as many other recombination operators are, of exploring new
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areas of decision space.

Table 8.21: TH2178 initialisation range

(a) Drift lengths

Drift 1 Drift 1 Drift 1 Drift 1 Drift 1
Max 0.45 0.45 0.45 0.45 0.45
Min 0.2 0.2 0.2 0.2 0.2

(b) Frequencies

Frequency 2 Frequency 3 Frequency 4 Frequency 5 Frequency 6
Max 550 1020 550 550 510
Min 480 970 480 480 490

Convergence The convergence of our main figure of merit, efficiency, is shown

in figure 8.26. The maximum value of the efficiency shown on includes non Pa-

reto individuals, meaning they may not meet the specification bandwidth or

they may have reflected electrons. The maximum efficiency increases rapidly

up to 5k iterations, the remaining iterations allow the algorithm to attempt to

define good areas of the decision space.
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Figure 8.26: Convergence of efficiency against iterations. The top line
shows maximum value and the middle line the average.
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Drift Length The drift lengths have no common trends and can range over

250% of the specification value. The first two drift lengths have a clear optimum

length which agrees with Thales specification. From the information available

it looks as if a long drift after cavity 2 is not as detrimental as for drift 1 where

efficiency rapidly drops off.

A short drift 3, which is immediately after the 2nd harmonic cavity, appears

to lead to an inefficient klystron (with some exceptions). The specification drift

length is slightly below a cluster of efficient klystrons and near individuals with

higher uslow. Increasing this drift appears to allow greater exit velocities while

maintaining efficiency.

Drift 4 is showing evidence of multi-modality, more than one peak. The po-

sition of drift 5 is (as could be expected) critical, efficiency drops off markedly as

the drift length increases. A strong relationship can be seen between efficiency

(y axis) and uslow (point size and colour map) although this is more clearly defi-

ned in fig. 8.29a.
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(d) Drift 4
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Figure 8.27: Deviation of the drift lengths (in meters) from the specifica-
tion drifts in the final population against efficiency. Thales design drifts
are marked with a vertical dotted line. The colour map and point size
represent uslow, bigger is faster.
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Frequency The frequencies are defined within 5% of the optimum value, much

more tightly defined than the drift lengths. Frequency 2 has been optimised to

approximately the design value where frequency 4 and 5 differ from theirs by

around 10 MHz (see 8.28a, 8.28c and 8.28d). Frequency 3, the 2nd harmonic

cavity, converges above the specification frequency, this could be due to poor

calibration of the gap coupling factor. Interestingly frequency 5 is the least de-

fined (see fig. 8.28d), this could be due to the cavity frequency adjusting for the

range of drifts observed (see fig. 8.27d).

Of special note is the output cavity frequency 6 (fig. 8.28e) is not set to the

operating frequency (see fig. 8.28e). On average for frequencies above the ope-

rating frequency the electrons leave the klystron significantly faster than below.

This could be due to approximations in AJDisk or it could indicate that, for

this configuration at least, higher efficiency can be found using a slightly lower

output frequency.
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Figure 8.28: Deviation of the frequencies (in MHz) from the specification
drifts in the final population against efficiency. Thales design frequencies
are marked with a vertical dotted line. The colour map and point size
represent uslow, bigger is faster.
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Solutions The relationship between exit velocity and efficiency can be clearly

seen (see fig. 8.29a), it stands to reason that higher efficiency tubes (and by defi-

nition high output power) will slow the electrons more than an inefficient tube.

The range of uslow for a given efficiency shows that it is possible to spread the de-

celeration over the bunch, and a poorly optimised klystron will take too much

energy from one part of the bunch. The larger, lighter points in fig. 8.29a re-

present shorter klystrons, there appears to be a near linear relationship between

exit velocity and efficiency for klystrons of equal length.

Less clear is the definition of the relationship between length and efficiency.

Around 60% efficiency the value of optimising the length is particularly clear.

The shortest klystrons with the highest efficiency do define two clear limits. As

the klystrons become shorter and more efficient, uslow decreases (see fig. 8.29b).

Interestingly for a plot of uslow against length (see fig. 8.29c), all the efficient

klystrons clump at a certain length, 1.2-1.4m. A clear front appears in this plot

showing that a short interaction length somehow limits uslow for optimum klys-

trons.

PSPF applied to ∆gain has worked well (see fig. 8.29d), there are no points

lying below the target bandwidth (denoted by a ∆gain of -2). As this solution is

almost always -2 (unless the bandwidth is difficult to achieve) the optimisation

collapses to 3 dimensions.

While the highest efficiency found (85%) is much higher than the 65% pre-

dicted by Thales for their specification, it must be remembered that the gap

coupling factor may not be valid for all individuals.
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Figure 8.29: Plots of the relationships between the components of the so-
lution vectors. Unless otherwise stated the colour map and point size re-
present uslow.

8.6.2 Improved TESLA Optimisation

8.6.2.1 Improved TESLA Specification

The purpose of this algorithm is not to compare to existing designs but ge-

nerate new ones. The TESLA specification combined with the cavity properties

obtained from the cavity study was optimised by hand (see chap. 2). This inter-

action structure is used as the specification target for comparison.

The error in the current specification (8.21 A instead of 8.15 A) is repeated
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here to ensure comparability (see sec. 6.2.1.2).

Table 8.22: Improved TESLA klystron specification

Operating frequency (MHz) 1300
Beam voltage (kV) 115
Beam current (A) 8.21

Peak output power (kW) 750
RF pulse length (ms) 1.5

efficiency (%) 80
Perveance µK 2.11

Drive power (W) 200
Beam diameter (mm) 3.5

Tunnel diameter (mm) 5.8
Gap Length (mm) 16

Number of cavities 6
Number of 2nd harmonic cavities 1

Interaction Length (mm) 2.2

Table 8.23: Improved TESLA klystron hand optimised interaction structure
(see chap. 2)

Cavity drift (mm) gap (2g) (mm) F (MHz) R/Q (Ω) Q0 Qext

1 0 16 1300.7 200 5000 300
2 0.6 16 1312.5 200 5000
3 0.34 9 2544 150 3000
4 0.508 16 1371 200 5000
5 0.4 16 1339 200 5000
6 0.22 16 1303 100 5000 60

Using AJDisk’s calculated gap coupling factors the output power is under

predicted (see table. 8.24). The predicted growth of the modulation current is

shown in figure 8.30.

The modulation current is still rising at the output gap suggesting a longer

drift length would have increased efficiency. This suggests that the cavity in-

teraction strength is being under predicted leading to slow convergence of the

bunches, or the space charge forces are being over predicted.
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Figure 8.30: Modulation current plot growth along the length of the klys-
tron

Table 8.24: Improved TESLA AJDisk simulation results

Peak output power (kW) 676.10165
Efficiency (%) 71.96

Reflected Disks No

8.6.2.2 Improved TESLA AJDisk Calibration

In the absence of experimental results, AJDisk is calibrated to agree with

Klys2D’s results as Klys2D is a more complete and validated code. The gap

coupling factor was optimised over a range of beam sizes around the specifi-

cation of 3.5 mm. The optimal transfer curves for each beam size are plotted

below. It can be seen that the specification beam size only yields a maximum

efficiency of 75%. If the beam size is increased to 4 mm or 4.25 mm the target

efficiency is achieved.
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Figure 8.31: Calibration of AJDisk for a range of input powers (specifica-
tion Pin = 10W) over a range of beam sizes with optimal gap coupling
factors

Increasing the beam size lowers the space charge forces and the optimum

gap coupling factor for these beam sizes is larger than the original calculated

by AJDisk. This acts against the two predicted simulation issues above. The

expected operating efficiency of 80% is achieved.

Table 8.25: Improved TESLA AJDisk post calibration simulation results

(a) Beam size

Beam Size (mm)
Standard 3.5

Calibrated 4

(b) Coupling factors

Cavity Gap Calculated Gap
coupling factor (z)

Calibrated Gap
coupling factor (z)

Standard 0.9539 0.9650
2nd Harmonic 0.9777 0.9891

(c) Simulation outputs

Peak output power (kW) 754.17
Efficiency (%) 80.19

Reflected Disks Yes
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Compared to the Kys2D prediction of modulation current growth and vol-

tage, a calibrated AJDisk over reports modulation current for cavities 3, 4 and

5. AJDisk also over reports the voltage by around 3% on cavities 1,4 and 5. The

high voltage in cavity 3 could be explained by calculation of the voltage of a dif-

ferent harmonic. One may calculate the 2nd harmonic voltage and the other the

fundamental. The agreement between the voltages in cavity 6 is no surprise as

these are strongly linked to the output power which has been specifically tuned.
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Figure 8.32: Comparison between AJDisk (black) and Klys2D (grey da-
shed)

Table 8.26: Comparison of gap voltages between AJDisk and Klys2D

AJDisk (kV) Klys2D (kV)
1 1.8714 1.8 3.97%
2 11.9981 11.8 1.68%
3 6.7335 0.386 1644.43%
4 14.1055 13.6 3.72%
5 37.8779 36.7 3.21%
6 116.508 116.6 -0.08%

8.6.2.3 Improved TESLA AJDisk Optimisation

The initialisation range of the decision vector is shown in table 8.27 again

this bounds the specification values.
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Table 8.27: Initialisation range

(a) Drift lengths (m)

Drift 1 Drift 1 Drift 1 Drift 1 Drift 1
Max 0.2 0.2 0.2 0.2 0.2
Min 0.7 0.7 0.7 0.7 0.7

(b) Frequencies (MHz)

Frequency 2 Frequency 3 Frequency 4 Frequency 5 Frequency 6
Max 1200 2500 1200 1200 1200
Min 1400 2700 1400 1400 1400

Convergence The convergence of our main figure of merit, efficiency, is shown

in figure 8.33. The highest efficiency is found after only≈1000 calculations, and

the remaining evaluations are again used to explore the decision space. This op-

timisation, at least from an efficiency point of view, has converged much more

completely than the TH2178. The maximum efficiency is quite stable, and the

mean is not rising rapidly. The fluctuations in the minimum are the result of

simulation vetoes, most probably unconverged simulations, which are marked

with an efficiency of 0% (see sec. 8.2.2).
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Figure 8.33: Convergence of efficiency against iterations. The top line
shows maximum value and the middle line the average and the bottom
the minimum.
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Drift Length The drift lengths in this optimisation show less correlation to ef-

ficiency than for this TH2178, although klystrons with higher uslow do tend to

clump around certain values. A range of almost half a metre covers the ranges

for most of the drifts. The exception is drift 5, a strong drop in efficiency and

increase in uslow can be seen for increasing drift length (see fig. 8.34e). Drift 5

also has the best correlation between optimisation and the hand optimised va-

lue. Although the remaining hand optimised values are within the large ranges.

Again it is clear that efficiency and uslow are strongly related.
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(b) Drift 2
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(c) Drift 3
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(d) Drift 4
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(e) Drift 5

Figure 8.34: The drift lengths (in meters) of the individuals in the final
population vs efficiency. Hand optimised drifts are marked with a vertical
dotted line. The colour map and point size represent uslow, bigger is faster.
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Frequency The highest density of points appears to be at lower efficiencies

and is clumped for each frequency. This density could be an artifact of the

convergence of the algorithm or it could be a real property of the search space.

It should be remembered that each point represents the result of 10 decisions

not only one. If small changes in any of these values lead to a large change in

one of the solutions this sparse plot could result. Clustering is only applied in

the solution space and does not have a similar effect on decision space.

The smallest range is again the output frequency, for this specification the

highest efficiency is found slightly above the operating frequency. uslow again

decreases rapidly for lowering frequency.
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(b) Frequency 3
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(c) Frequency 4
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(d) Frequency 5
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(e) Frequency 6

Figure 8.35: The frequencies (in MHz) of the individuals in the final popu-
lation. Hand optimised frequencies are marked with a vertical dotted line.
The colour map and point size represent uslow, bigger is faster.

Although the optimised values for drift and frequency do not agree with

the hand optimised values as well as for the TH2178, this is likely to be an
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indication of the author’s skill at optimising interaction structures. It must be

remembered that if a klystron is found with equal efficiency but a shorter length

(and so different drifts and frequencies) the longer klystron will be considered

dominated and its decision space avoided.

The limit on efficiency imposed by klystron length is clearer from this opti-

misation as is the limit imposed by exit velocity of electrons. The knee is just

visible at the top of the plot, around 9 · 107 m/s. The limit imposed by uslow

appears to be linear for at least a significant range and again holds for klystrons

of equal length. However it appears that for lower uslow the linear relationship

is broken, and it is known that this is the case for higher uslow.

Although the front is indistinct there is a relationship between length and

efficiency, with efficiency dropping rapidly for decreasing length. This relation-

ship appears to hold for structures of constant uslow. There appears to be an

outlier on the length-efficiency curve. This could be due to its low uslow; indi-

cate that there are areas of decision space that the algorithm has not investigated

or it could indicate an anomalous result from AJDisk.

Again PSPF has ensured that klystrons that meet the specification band-

width are preferentially selected. There are individuals which do not have a

∆gain of exactly -2 due to the PSPF cutoff of -2.01 but they are within the specifi-

cation to 2 d.p.



CHAPTER 8. EVOLUTIONARY ALGORITHM 265

0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9
2

3

4

5

6

7

8

9

10
x 10

7

Efficiency

u sl
ow

 

 

−2.6

−2.4

−2.2

−2

−1.8

−1.6

−1.4

−1.2

(a) Efficiency vs uslow in this case the colour
and point size represent klystron length.

0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9
−2.8

−2.6

−2.4

−2.2

−2

−1.8

−1.6

−1.4

−1.2

−1

Efficiency

Le
ng

th

 

 

3

4

5

6

7

8

9

x 10
7

(b) Efficiency vs length (note length is -ve)
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(d) Efficiency vs ∆gain

Figure 8.36: Plots of the relationships between the components of the so-
lution vectors. Unless otherwise stated the colour map and point size re-
present uslow.

8.7 Conclusions

The manual optimisation of a klystron interaction structure is a slow, time

consuming task. This is a task that can be automated by the use of an evolu-

tionary algorithm. As there are a number of objectives (length, efficiency, ∆gain

and uslow) a multi-objective algorithm must be used. This allows all of the target

properties of the klystron to be optimised simultaneously.

Using AJDisk klystron simulation software combined with a Condor pool,
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thousands of interaction structure evaluations can be performed quickly and

automatically. The poor performance of AJDisk before calibration on the test

problems has limited the conclusions drawn to validation of the optimisation

methods and the observation of trends. Any quantitative conclusions, such as

maximum efficiency obtainable, cannot be relied upon. However, with the sim-

ulation tool used, the algorithm successfully optimised the interaction struc-

tures to a high efficiency while maintaining a short length, with a high electron

exit velocity.

A number of techniques are required to aid compatibility between the opti-

misation approach and the algorithm used. For instance Pareto Search Pressure

Focusing allows only efficient klystrons to be targeted, as opposed to klystrons

short but inefficient. This approach has been extended to the issue of reflected

electrons. The speed of the slowest, and so most likely to be reflected, electron

is maximised along with the other objectives, with preference given to those

which will not reflect using PSPF. A new definition of bandwidth (∆gain) must

also be used to avoid excess simulations.

Interesting properties of the solutions space become visible. For instance the

speed of the slowest electron when plotted against efficiency has a pronounced

knee, showing 2 distinct regimes of output gap operation.

Pareto fronts have formed in the solution vector plots. These are not easily

observed as they are 3 dimensional in nature. They do however reveal a near

linear relationship between efficiency and exit velocity in the region of interest

and curves the efficiency-length and efficiency-uslow plots.

Of particular interest in a commercial setting is the speed of convergence of

the algorithm. Excessive evaluations (as used here) are not possible when access

to computing resources is limited. It is likely that a skilled engineer could out-

perform this algorithm, albeit with a single solution rather than many. Further

research could be undertaken into techniques which allow a klystron design to

be reached within fewer evaluations.



Chapter 9

External Coupling

9.1 Introduction

The couplers are the link between the klystron and the low level RF source

and load. Their correct operation ensures that the RF energy is effectively trans-

mitted to the beam at the input gap, then removed from the tube at the output.[34]

A well designed coupler couples strongly to the desired mode, has of course

an appropriate Qe for the operating mode and allows the cavity to maintain an

appropriate resonant frequency.[2] In the case of an MBK it must also retain the

field uniformity between the beams to avoid asymmetric modulation/demodu-

lation.

Any drop in the focusing field in an MBK will cause a defocusing radial com-

ponent to enter the field. The output waveguide often exits the tube perpendi-

cularly to the beam direction through the solenoid. This can be compensated

for by adjustments to the solenoid or by introducing additional coils, but if the

output coupler can be designed to avoid this then remediation can be avoided.

The couplers proposed for the output cavity are derived from those used

by Calabasas Creek Research, Inc. in a 30 MW gyro-klystron [26] (see fig. 9.1).

Although the proposed coupler designs are structurally similar to those in the

gyro-klystron where the coaxial line is coupled to Er of a TE mode in the cavity,

in the design proposed the coaxial line couples to the Hθ in a TM mode.

267
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Figure 9.1: Gyro-klystron output coupler design used by Calabasas Creek
Research, Inc.[26]

In the design shown in fig. 9.1 the connecting pins are conductive and per-

form a similar function to the inside wall of the coaxial cavity while still allo-

wing the fields to couple through to the coaxial line. This has the advantage of

helping to maintain rotational symmetry, although their periodic nature causes

the field to be slightly uneven at the beam radius.

The design proposed here is largely unchanged in structure for the output

coupler while the input coupler has small changes. The coaxial line is termina-

ted to create an additional resonant coupled resonant cavity into which a much

smaller lower power coaxial line is coupled.

The designs proposed have not been tuned to their final specifications, but

their simulation has suggested that this should be possible. They do however

highlight a number of problems in the design which must be addressed.

9.2 Coaxial Output Coupler

The output coupler is responsible for coupling power out of the output ca-

vity into some form of high power waveguide. Often this may be just be a

window on the side of the output cavity which links in to a piece of, often half
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height, rectangular waveguide.[34] In the case of the proposed design to avoid

perturbing the magnetic field the waveguide will exit the tube axially.

Table 9.1: Output coupler specification

Frequency 1.303 GHz
R/Q ≈150 Ω
Qe ≈60

Power 15 MW

Circular waveguide cannot be used to exit the output cavity as it is cut off for

1.3 GHz for TM01 and TE01 at the sizes compatible with the cavity. The cut-off

frequencies can be calculated as follows [72]:

fc TM01 =
0.383

r
√

µ0ε0
= 1.531 GHz (9.1)

fc TE01 =
0.609

r
√

µ0ε0
= 2.434 GHz (9.2)

where r = 75 mm, the largest feasible circular waveguide for this configuration.

TE11 is not cut off, but is also not rotationally symmetric [72]:

fc TE11 =
1.841

2πr
√

µ0ε0
= 1.171 GHz (9.3)

Coaxial waveguide allows for much lower cut off frequencies and for a piece

of 50Ω coaxial line with the same outer dimensions.

(a) TE01 (b) TE11 (c) TM01 (d) TM11

Figure 9.2: Electric fields of the modes supported by coaxial transmission
line[27]

From the modes supported by coaxial transmission line (see fig. 9.2) the
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asymmetric ones can be immediately dismissed (TE11 & TM11).

Table 9.2: Coaxial mode cut-off frequencies

TE01 TM01

fc TE01 =
ckc

2π
√

εr
= 0.887 GHz

[27]where kc ≈
2

d + D

fc TM01 =
c

2.093(D− d)
=

1.68 GHz[89]

where D = 2r and d = D/2.303 (as explained in eq. 9.4)

The cut off frequency for the TEM mode, fc TEM in coaxial line is 0 GHz. The

power handling capability is the only constraint on coaxial line size. In an ideal

world all other modes would be cut off so the size of the coaxial line could be

adjusted to achieve this within the other constraints.

The coaxial line is matched to 50 Ω using the equation [72]:

Z0 =
1

2π

√
µ0

ε0
ln

D
d
≈ 138Ω√

εr
log10

D
d

(9.4)

where D is the outer diameter and d is the inner diameter yields the result

that the ratio D
d = 2.303 for a 50 Ω characteristic impedance.

The power handling capability of coaxial line of this size is defined by:

Pcoax =
E2

0 · d2

ζ0
π ln

(
D
d

)
(9.5)

where ζ0 = 377 Ω the impedance of free space and E0 is 3 kV/mm[27]

Which in the case of a coaxial line with an outside diameter of 150 mm and a

characteristic impedance of 50 Ω gives a maximum power of 66.353 MW, which

is well above the peak power of the tube 15 MW.
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Figure 9.3: “Solid” vacuum representation of the output coupler with the
ports marked

The coupler consists of the specified piece of coaxial line slotted inside a

standard coaxial cavity. In this case using the same dimensions as defined in the

cavity study for simplicity (see chap. 2), a 10 mm gap connects the two vacuum

regions containing 20 2 mm radius rods modelled as perfect electric conductor

(see fig. 10.2a).

9.2.1 Convergence
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Figure 9.4: Convergence behaviour of the cavity
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The number of mesh cells which represents a convergence (2·106) corres-

ponds to a value of 90 for the “mesh cells per wavelength” parameter in MWS.

Using the determined mesh density the structure was simulated for the opera-

ting mode and the dipole mode.

9.2.2 Simulations

(a) |E| field

(b) |H| field, note the high field around the conductive posts.

Figure 9.5: Diagrams of the fields in the output cavity and coupler for the
operating mode
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Table 9.3: Operating and dipole mode properties (Qe are for cavities with 10
posts)

Mode Operating Dipole
Frequency 1.245 GHz 1.316 GHz

R/Q 177.2 Ω 335.0 Ω
Qo 7734.8 1.126·1010

Qe 224.24 8066.6

In terms of fitting the specification of the input cavity this particular geo-

metry needs optimisation. The frequency and Qe both differ appreciably from

their targets, although they could conceivably be tuned by altering the cavity

dimensions.

In order to achieve a suitable order of magnitude for Qe, the number of posts

has been reduced to 10 from the 20 which would match most easily with the

beams. This changes the relationship between beams and posts from a sym-

metry point of view and is the source of the majority of the ripple observed in

Ez.

Observing the Ez magnitude on a plot at the beam radius in the cavity shows

a good uniformity of field for each beam with a ripple of 0.193% (see fig. 9.6).

The ripple would lead to differences between the beams as they interact with

the cavity, some of them being non-optimal. Intelligent positioning of the beams

in relation to the posts could reduce the ripple to an even lower level by posi-

tioning the beams at the average Ez points.
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Figure 9.6: Plot of Ez around a circle passing through the beam centres.
Showing the ripple caused by the conductive posts.

Critically, in this design, the plot of |H| shows a high field concentration at

the conductive posts which cannot be enlarged without reducing their number

to maintain the correct Qe. This will lead to a high degree of localised heating

exacerbated by the small radius posts which will not accommodate sufficient

cooling channels (see fig. 9.5b).

The frequency separation between the operating mode and the dipole mode

has been little affected by the addition of the coupler with the separation at ap-

proximately ≈50 MHz (see fig. 9.7). The dipole mode does not couple out with

a Qe of 1010 reducing the impact on the output signal (see table. 9.3). However

as this mode is trapped in the cavity there is the risk that it will build up to

problematic levels over a short time and disrupt the beams.

The coupling posts prevent use of the dipole shifting method employed for

the intermediate cavities, as if they are cut they no longer perform their function

(see sec. 3.4), a different solution to this issue is required.
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Figure 9.7: Ez of the dipole mode in the output cavity. It’s frequency re-
mains within ≈50 MHz of the operating mode

9.3 Input coupler

Table 9.4: Input coupler specification

Frequency 1.3 GHz
R/Q ≈ 200 Ω
Qe ≈300

Power 200 W

The input coupler is responsible for coupling low level RF into the input ca-

vity where the beams can be modulated. In the case of the input coupler there

is no advantage in the RF input entering axially, in fact this would obstruct the

high voltage components in the region of the guns. In order to retain the advan-

tages of the output coupler, the coaxial waveguide can instead be terminated to

create a further coaxial resonant cavity. Coupling to the coaxial line however

can add an asymmetry which will be observed later.
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Figure 9.8: “Solid” vacuum representation of the input coupler showing
the E probe coupling to a short resonant length of coaxial waveguide

In order to simplify the simulations, the cavity dimensions are the same as

those chosen by the cavity study (see sec. 2.8) and for continuity a coaxial wa-

veguide of identical dimensions is used. The length L of the resonant coaxial

line is set to half a wavelength [72]:

L =
vπ

ω
(9.6)

where ω = 2π f and v = c in a vacuum [72]:

v =
c

√
εrµr

(9.7)

This resonant coaxial line of 1.3 GHz has a half wavelength of 115.3 mm.

The input coaxial line has an arbitrary outside diameter of 10 mm and is also

tuned to 50 Ω. The length of the e-probe and the size of the gap containing the

2 mm radius conductive rods (again modelled as PEC) was coarsely tuned to

achieve a suitable Qe for the operating mode.
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9.3.1 Convergence

The convergence of the MWS simulations was investigated with respect to

frequency and Qe. The former, being a first order property, would be expected

to converge more quickly and the latter, a second order property, would be

expected to require higher mesh density.
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Figure 9.9: Convergence behaviour of the cavity

The number of mesh cells which represents a convergence (1.24·106) corres-

ponds to a value of 50 for the “mesh cells per wavelength” parameter in MWS.

Using the determined mesh density the structure was simulated for the opera-

ting mode and the dipole mode.



CHAPTER 9. EXTERNAL COUPLING 278

9.3.2 Simulations

(a) |E| field

(b) |H| field, note the high field around the posts

Figure 9.10: Diagrams of the fields in the input cavity and coupler for the
operating mode

Table 9.5: Operating and dipole mode properties

Mode Operating Dipole
Frequency 1.262 GHz 1.313 GHz

R/Q 157.8 Ω 325.9 Ω
Qo 9328.1 8040.8
Qe 701.66 7006.19

Again the cavity has not been fully tuned but adjustment of the frequency

and Qe are both feasible.

In order to achieve a similar order of magnitude for Qe the number of posts
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has been reduced to 10 from 20. This changes the relationship between beams

and posts from a symmetry point of view, but this effect is dwarfed by the in-

troduction of a dipole like asymmetry.

This design of coupler has two notable disadvantages. Similar to that in

the output coupler design proposed, the dipole mode has remained ≈ 50 MHz

from the operating mode with no possibility to use previously discussed dipole

shifting methods (see sec. 3.4). It is however critical that any dipole element in

this mode should be removed as much as possible. If a dipole-like distribution

is added to the beams in the input cavity, it is possible that this will amplify

down the tube leading to reduced efficiency.

Secondly a plot of Ez around a circle passing through the beam centres shows

a magnitude ripple of 3.2% (see fig. 9.11). The ripple introduced by the posts can

be observed but is negligible in comparison. The introduction of this variation

is caused by the use of a single coupler. This could be reduced or eliminated by

using a second coupler or an alternative with some kind of rotational symmetry.
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Figure 9.11: Plot of Ez around a circle passing through the beam centres.
Showing the asymmetry caused by a single coupler.

Localised heating around the conducting posts could again be a problem,

but the much reduced power of 200 W pulsed should reduce this heating to an

easily manageable level (see fig. 9.10b).
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9.4 Conclusions and Further Work

As the link between the interaction structure and the outside world the cou-

plers are critical to a good design. In this chapter designs are proposed for both

the input and output couplers.

The output coupler design is compact and allows the high power RF to leave

the tube axially avoiding the solenoid. It is derived from a Calabasas Creek

Research gyro-klystron coupler although in a klystron it couples to Hθ. The

cavities and couplers have not been re-tuned to the target frequencies or Qs but

the feasibility of the design has been demonstrated.

The output cavity easily accommodates the 15 MW design power used with

a maximum theoretical power capacity of 66.353 MW, which is well above the

peak power of the tube of 15 MW.

The posts used in this output coupler design cause some ripple in Ez with

respect to θ (see fig. 9.6). However the input coupler has a large-dipole like

ripple of 3.2% due to the use of a single coupler, which could potentially be

corrected with the addition of a second coupler.

Critically, in this design, the posts act to concentrate magnetic field, particu-

larly in the output coupler, which will lead to a high degree of localised heating.

Their tight radius (mandated by the desired Qe) renders cooling complicated.

The dipole mode remains a problem for both the input and output cavities.

The previously suggested solution (see sec. 3.4) is not applicable in this case

and a new approach is required, although wakefield stability analysis suggests

this may not be a problem (see chap. 5). If a dipole like distribution is added to

the beams in the input cavity, it is possible that this will amplify down the tube

leading to reduced efficiency.

These two coupler designs appear to have merit, but have problems which

must be solved before they could usefully be included in a tube.
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Conclusions and Further Work

10.1 Conclusions

The design of a large high power MBK remains a complex task. A number of

design decisions have been made which will aid further work on this topic. In

addition new techniques for rapid calculation of klystron properties have been

developed which have improved the state of the art. To avoid the problems of

high power design and concentrate on the issues of high efficiency operation a

modified Tesla specification was used.

Table 10.1: Improved TESLA MBK parameters (values in brackets are original
values)[28]

Parameter Value Units
Operating Frequency 1300 MHz

Klystron peak RF Power 15 (10) MW
Beam Voltage 115 kV

Efficiency ≥ 80 (65) %
Pulse length 1.5 msec

A target efficiency this high requires a lower perveance, multiple beams are

required for this to be achieved at such a high power. This leads to a 20 beam

MBK configuration, the configuration of which must be chosen.

281
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Cavity Choice A number of cavity designs were evaluated for use as the main

cavities of the MBK. As expected the re-entrant cavity did not perform well due

to the large amount of excess stored energy. Refining this design to create the

recessed re-entrant cavity markedly improves performance.

Two higher order mode cavities were also investigated. While they allow

the radius of the tube to be increased beyond rpcr with no R/Q penalty, facilitat-

ing cooling, the R/Q of the cavities is half that obtainable using a fundamental

mode cavity.

R
0

R
1

h
g

r p
cr

Beam

Figure 10.1: Coaxial cavity schematic (no beam pipes)

The fundamental mode coaxial cavity is the best choice of cavity from the

designs investigated and is also suitable for a compatible 2nd harmonic cavity. It

has the advantages of the recessed re-entrant cavity in a compact, mechanically

stable package. A drawback of this cavity is the proximity of the dipole mode

to the operating mode. In contrast to other smaller coaxial cavity klystrons the

dipole mode is only sperated by 50 MHz from the operating mode.
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Table 10.2: Revised parameter cavity comparison

1.3 GHz Resonance
Coaxial
TM0, 1, 0

Coaxial 2nd Harmonic
TM0, 1, 0

R/Q (Ω) 130-210 >120
Q ∼8-9000 ∼8000

Outside
radius r1

(mm)

160 138.5

R1 (mm) 35-40 20
rpcr (mm) 118.5 118.5
rt (mm) 5.83 5.83
R0 (mm) 7-21 7

Height (h)
(mm)

20-27.5 15

Damping possible

The fundamental mode coaxial cavity can be approximately modelled as

ridged waveguide. This allows a relationship between the fundamental and

dipole modes to be derived using waveguide theory. This relationship explains

the good performance of coaxial cavity klystrons designed by CPI to have a

much smaller radius, giving them a naturally larger dipole mode separation.

However, due to its size, this design will not scale to higher powers.

A similar equivalent circuit approach leads to a model which suggests that

lowering the inductance (L2) at the centre of the cavity by perturbing Bθ will

increase the mode separation. This is achieved by adding a 2.5 mm slot across

the centre of the cavity, which moves the dipole mode from 1.35 GHz to 1.43

GHz increasing the split from ≈ 50 MHz to a much more comfortable ≈ 125

MHz. The addition of lower order modes (TM010, TM110...) in the centre of the

cavity should not effect the operation of the klystron. As the beams do not pass

through this region they should not be excited. A simple solution could be to

introduce a small central post with a radius of the order of 1 mm. This would

add rigidity while only perturbing these LOM. This appears to be a suitable

solution to the problem of the dipole mode for the intermediate cavities. The

input and output couplers may require the use of another solution.
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A HOM calculation solution based on the work by Carter et al. [71]. on

the method of moments was proposed in order to avoid the problems found

in using FE or FDTD. This method is capable of calculating modes with no

azimuthal variation to a comparable accuracy to fundamental modes. These

equations were extended to include a cos(iθ) term which allows the TM modes

to be calculated with an accuracy of 0.01% using azimuthal variation. Modes

with azimuthal variation blur the distinction between TE and TM. As a result of

this the method finds modes which are in fact TE which break the fundamental

assumptions of these equations (that Hz = 0). The solution to this is to augment

the TM calculations with those for the TE modes, derived similarly. Combining

the two sets of equations yields a solution capable of calculating many, but not

all modes. Modes which are not clearly TM or TE are not represented in this

set. Mixing these two modes types allows all modes to be fully represented with

non zero Hz and Ez. This is achieved by altering the equations that match the

fields at the interface to also mix the two sets of basis functions.

Mixed mode calculations maintain accuracy for TM modes with 0 azimuthal

variation and increases the accuracy for an azimuthal variation of 1. The accu-

racy of some of these modes is however too low to be of use at almost 5%. These

good results are interspersed with a number of spurious modes.

If only modes with i = 0 are required the method of moments is a rapid

and accurate method for determining cavity properties. The solution for modes

with i 6= 0 is more complex and can yield accurate results but they are combined

with poor quality solutions.

The derivation, particularly of the coupled modes, may be simplified if per-

formed with respect to θ as opposed to z, as the cavity has translational sym-

metry in the θ direction. The lack of translational symetry in z has lead to the

complexity of the equations.

Stability In order to evaluate the effect of HOM in the cavities (predominantly

the dipole mode) a simple single cavity model of a multiple beam klystron was
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devised. This represents the cavities as a series of independent gaps and has

been constructed using standard wake-field theory. Although it ignores some

complex effects it evaluates the proportion of the energy directed into the dipole

mode of the cavity compared to the target operating mode.

This leads to some interesting conclusions, e.g. that lowering interaction

with a mode by lowering the Q0 is not the best solution, and can in fact increase

the interaction. A much better solution is to change the frequency of the mode.

The standard 5% current error in the electron guns introduces a natural

dipole component to the cavities. However this is at a very low level and even

a reduction of mismatch to 1% would not eliminate the problem. The loss of a

beam has the largest effect on dipole content as might be expected. The loss of

the first beam is the most critical; further beam losses (even when in a group)

only have a small effect.

The significance of the dipole mode content at these low levels can only be

fully understood when combined with a model to take into account the gain of

the klystron. A dipole mode content of -70dBc at an intermediate cavity could

lead to a much larger value at the output cavity although this is unlikely. Fur-

ther work could be undertaken to quantify this effect. At this stage it appears

that the dipole mode is in fact not a problem.

Interaction structure An interaction structure has been designed for both high

and low R/Q cavity types. It has been demonstrated that the target efficiency

can be more easily achieved using a high R/Q cavity such as the fundamental

coaxial cavity. The structures presented do not represent a finished design as the

bandwidth, for instance, does not meet the specification. Conservative values

for the input and output Qe simplify the design of their associated couplers.

The klystron design using the initial parameters highlighted the poor choice

of some parameters. This inspired a revision of these and a minor redesign.

This did not adversely effect the potential performance of the klystron although

it did increase its length, but the new parameters chosen greatly increase the life
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of the tube.

The manual optimisation of a klystron interaction structure is a slow, time

consuming task. This is a task that could potentially be automated by the use of

an evolutionary algorithm. As there are a number of objectives (length and

efficiency to name but two) a multi-objective algorithm must be used. This

allows all of the target properties of the klystron to be optimised simultaneously.

Table 10.3: Improved TESLA klystron interaction structure

Cavity drift (mm) gap (2g) (mm) F (MHz) R/Q (Ω) Q0 Qext

1 0 16 1300.7 200 5000 300
2 0.6 16 1312.5 200 5000
3 0.34 9 2544 150 3000
4 0.508 16 1371 200 5000
5 0.4 16 1339 200 5000
6 0.22 16 1303 100 5000 60

Using AJDisk klystron simulation software combined with a cluster, thou-

sands of interaction structure evaluations can be performed quickly and auto-

matically. The techniques to enable an evolutionary algorithm to optimise a

klystron, for instance Pareto Search Pressure Focusing, work well. The solu-

tion vector
[
efficiency, length, ∆gain, uslow

]
is used to ensure an efficient, short

klystron within the specification gain, with an exit velocity above the required

minimum is found.

Two klystron interaction structures have been successfully optimised, and

interesting properties of the solutions space become visible. For instance the

speed of the slowest electron when plotted against efficiency has a pronounced

knee, showing 2 distinct regimes of output gap operation.

The Pareto fronts reveal a near linear relationship between efficiency and

exit velocity in the region of interest and curves the efficiency-length and efficiency-

uslow plots. At this stage the convergence of the algorithm is too slow for com-

mercial use and requires expensive computing resources. In terms of runtime it

is likely to be outperformed by a skilled klystron designer, although the advan-

tage, of couse, is that their time is not required.
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(a) Output coupler (b) Input coupler showing the E probe cou-
pling to a short resonant length of coaxial
waveguide

Figure 10.2: “Solid” vacuum representation of the couplers with the ports
marked

Output Coupling As the link between the interaction structure and the out-

side world the couplers are critical to a good design. Inspired by a gyro-klystron

output coupler a compact, axially exiting, MBK output coupler with the re-

quired power capacity has been proposed. While not perfectly tuned it shows

that achieving the specification is possible, and demonstrates minimal ripple.

The most critical flaw with this coupler is localised magnetic heating around

the conducting posts which could be difficult to cool.

The input coupler uses a similar design but exhibits a 3% ripple, however

the solutions may be simple. Both couplers are susceptible to dipole mode os-

cillations as this mode cannot be moved using the method previously proposed.

This is a problem predominantly for the output cavity as a dipole element to the

modulation may be introduced along the tube.

The two coupler designs appear to have merit, but their limitations must be

addressed before they could usefully be included in a tube.
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10.2 Further work

This thesis has not addressed the design of several major components of

the klystron. The collector, gun and focusing systems for instance have not

been evaluated, short of keeping their specifications modest. Their design and

optimisation is a crucial step towards construction.

Although the cathode loading and spacing is conservative, design of the

electron gun is not trivial. It is largely complicated by ensuring that each beam

is focused and enters the klystron focusing field cleanly. This requirement com-

plicates the design of the main focusing coil(s). Focusing pole peices or extra

focusing coils around the beams may be required to achieve a suitable trajec-

tory, the design and evaluation of which is complex. The trajectory of the beams

as they exit the focusing field also requires great care. The beam must expand

sufficiently to deposit its energy evenly on the collector.

The evolutionary algorithm used to optimise the interaction structure could

be applied to the cavities to automate their design. As it is multi objective the

result would remain curves displaying the design choices.

Further work on the effect of HOMs on the interaction structure of an MBK,

including effects such as gain through the tube, could be achieved using an ap-

propriate code (such as TESLA or a 3D pic code such as Vorpal). This would

help the HOMs of cavities to be better evaluated in the design phase. It could

perhaps be proven that these modes are not significant, as the wake-field anal-

ysis suggests.

The external coupling of the tube could be further optimised to minimise

ripple and the dipole component. This is of particularly importance for the

input cavity. A solution is required for the problem of localised heating in the

the output coupler, the lack of which would lead to failure.

The innovations required for klystron optimisation, such as PSPF, would

benefit from benchmarking and could prove to be a useful technique for other

applications. Additional effort could also, either establish when a suitable set of
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solution vectors has been reached or allow the algorithm to converge for fewer

evaluations. This would markedly increase the commercial application of the

technique.



Appendix A

MWS Modifications

A.1 Introduction

This section describes several extensions and techniques used in conjunction

although not limited to CST Microwave Studio. They make use of the Visual

Basic scripting interface to create novel features to ease the simulation load or

perform new calculations

A.2 Polynomial Analysis

The initial investigation relied on brute force to optimise the cavity geome-

tries (see sec. 2.2.1). For each free dimension a preferred range was selected,

then parameter sweep was simulated over this range and the frequency and

R/Q plotted (see fig. A.1). The MWS eigenmode solver includes the ability to

perform a such a parameter sweep, to simulate a range of cavities with dimen-

sions within a preset range. Using this technique maxima of certain properties

and cavities with the target resonant frequency by plotting frequency and R/Q

on a graph can be searched for. Unfortunately using a straight forward para-

meter sweep can be very wasteful as many more points are simulated than is

necessary at an unnecessarily high accuracy to ensure that the R/Q has conver-

ged

290
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(a) (b)

Figure A.1: The original plots which allowed selection of the optimal ca-
vity (w.r.t. R/Q). These plots require a large number of simulations and
can be hard to read.

It was noted that the density of mesh required to optimise the frequency

was sparser than that required to optimise the R/Q. By plotting the results of

the parameter sweeps on a contour plot of frequency against 2 other parameters

and comparing to a similar graph where the contours represent R/Q, it is clear

that the contours for frequency are much more reliable at a lower number of

samples.

By the nature of the optimisation attempted there is only one frequency of

interest. By extension the only R/Qs of interest are those of the cavities with

that resonant frequency. Thus it is more economical in calculation time to take

advantage of the higher reliability of the frequency contours with fewer samples

and perform a much more coarse parameter sweep. Then with knowledge of

the cavities of interest (those lying on the interpolated 1.3 GHz contour), calcu-

late the R/Qs to a significantly higher accuracy.

The R/Q calculations also proved more unreliable when the revised para-

meters came into use (see sec. 2.9). As can be seen from the plot, the frequency

contour is smooth as expected, the R/Q contours however do not allow any

optimisation to be performed (see fig. A.2).
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Figure A.2: Some simulation ranges can yield poorly defined R/Q curves
using the brute force method (with 1.3 GHz contour). This is a clear illus-
tration that a new optimisation method is needed.

A.2.1 Implementation - 2 Free Dimensions

MWS is used to perform the initial coarse, low mesh density parameter

sweep to find the frequency variation of the cavities in the parameter space.

This data set is called the ”base” set. The MatLab function griddata performs a

cubic interpolation, and contour to analyse the data to find the 1.3 GHz contour.

MatLab allows a contour plot to be analysed to return a series of points

which lie along a particular contour, in this case the target frequency 1.3 GHz.

Using these points a polynomial can be fitted using the MatLab function polyfit1

which provides a formula to represent all cavities (within the constraints) which

have the target frequency.

In the case of the coaxial cavity there are only 2 free dimensions with the

rest being determined by the klystron parameters. This means that the result

of a parameter sweep is a 2D contour plot of frequency (similar to fig. A.1

1a 2D polynomial fitting function
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(left)) although without R/Q contours. From this the contour at the frequency

of interest (in this case 1.3 GHz) can be found. Using the polyfit algorithm in

MatLab a polynomial function which relates one dimension to the other can be

generated.

In order to use this function in MWS a short script using the VBA interface

is needed. This script iterates over one of the variables to find the value of

the other (using the polynomial approximation) which will create a cavity that

resonates at 1.3 GHz. As MWS sweeps over these numbers simulating with

increased mesh density it can be programmed to save the R/Q and frequency of

each cavity tested. In this case two 1D plots where one free dimension is related

to frequency and R/Q are created. This data set, called ”line” clearly reveals the

effects of changing this variable on this property of the cavity (see fig. A.4).

If frequency is plotted against the independent variable then a straight line

at 1.3 GHz is expected. In reality this line is not straight due to errors introduced

by the interpolation, the function fitting and the change in mesh density. The

accuracy of the plot shown is within 2 MHz of the target frequency over the

whole range (see fig. A.3).

Figure A.3: Frequency stability around 1.3 GHz of a range of simulations
controlled by a polynomial approximation of 1.3 GHz cavities

If the R/Q is plotted against the independent variable then the R/Q trend
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can be found. The reason for the poor R/Q contours can clearly be seen from

the variation of the line.

Figure A.4: Plot of R/Q against the independent variable h showing a
further polynomial approximation representing the R/Q vs h. Allowing
the R/Q and cavity size to be calculated from one independent variable.

A.2.2 Accuracy

The approximate accuracies of the respective optimisation methods for 2 free

dimensions:

Table A.1: Simulation performance comparison

Coaxial Cavity Simulation No. Simulations Accuracy
Brute force ~500-1000 10 MHz

Polynomial Approximation ~50 ~2 MHz

Clearly the polynomial method not only dramatically reduces the number of

simulations required but it markedly increases the accuracy of the optimisation.

This should of course not be confused with the accuracy between simulation

and experimental measurement. This accuracy is reduced for the whispering

gallery cavity because of its additional free variable.
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A.2.3 R/Q Prediction

In the case of 2 free dimensions a graph of R/Q with respect to either one of

the free dimensions can be plotted(see fig. A.4), a trend line can be fitted to this

plot which will yield another polynomial function. This is of particular interest

as it allows the prediction of the R/Q of a cavity when specifying only one of is

parameters (with the other being defined by the previous polynomial function)

without any further simulation.

This can also be performed in the case of the 3 free dimensions using the 3D

polynomial fitting method described above.

A.2.4 Conclusions

An improved way has been found to optimise the cavities based on the fact

that the frequency contours are stable with coarser grid than the R/Q contours.

This method has a significantly greater frequency accuracy of results and much

greater efficiency of simulation.
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Method Of Moments

B.1 GxTE
n Function

GITE
n (k) =

hI
n

eI
n
=

j

(γn)
2
(Ji+1(γnr1)γnr1 − i Ji(γnr1))

Ji(γnr1)
(B.1)

GI ITE
m (k) =

hI I
m

eI I
m

(B.2)

= −j
−Yi(Γ2) · Ji+1(Γ1)Γ1 + iYi(Γ2)Ji(Γ1) + Γ1 Ji(Γ2)Yi+1(Γ1)− i Ji(Γ2)Yi(Γ1)

r1γ2
m [Ji(Γ1)Yi(Γ2)− Ji(Γ2)Yi(Γ1)]

(B.3)

where Γ1 = γmr1 and Γ2 = γmr2.

B.2 Hx and Jx

The H matricies are:
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HI = (
iβI

r1γ2
n
) if v 6= 0 (B.4)

HI I = (
iβI I

r1γ2
m
) if v 6= 0 (B.5)

The J matricies are:

JI = (
iβI

r1γ2
n
) if v 6= 0 (B.6)

JI I = (
iβI I

r1γ2
m
) if v 6= 0 (B.7)

B.3 Azimuthal - Variation Index (i) 2

The method of moments can also calculate modes with an azimuthal varia-

tion of 2, although its performance is significantly poorer than for i = 1.

B.3.1 TM Basis Functions

Table B.1: Comparison between frequencies (in GHz) from MAFIA and MoM
model for azimuthal variation (i) = 2

Mode MoM MAFIA Err (MWS-MoM/MoM)
1 5.67 5.85 -3.04%
2 5.92 7.38 -19.78%
3 8.75 8.74 0.05%
4 9.66 9.65 0.16%
5 9.95 ∞%
6 11.6 11.6 -0.03%
7 13.0 12.8 1.97%
8 13.6 13.4 1.39%
9 13.6 13.5 0.91%

10 14.3 14.3 0.00%

Interestingly the modes which are found with an azimuthal variation of 2

show a better agreement with MAFIA 2D than with an azimuthal variation of

1.
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B.3.2 Mixed TE and TM Basis Functions

The performance of the method is notably decreased for an azimuthal index

of 2. Significantly modes 6 and 9 are no longer found and modes 7 and 8 are

found with reduced accuracy. The accuracy of mode 1 is increased by a factor

of 2 and the accuracy of modes 3, 4 and 10 is maintained.

Table B.2: Comparison between frequencies (in GHz) from MAFIA and MoM
model for azimuthal bariation (i) = 2

Err (MAFIA-MoM/MoM)
Mode MoM MAFIA Mixed TM (see table. B.1)

1 5.768873 5.85 1.45% -3.04%
2 7.38 -19.78%
3 8.749920 8.74 0.07% 0.05%
4 9.650859 9.65 0.01% 0.16%
5 9.95 ∞%
6 11.6E -0.03%
7 11.272684 12.8E 13.35% 1.97%
8 12.60720 13.4E 6.54% 1.39%
9 13.5E 0.91%

10 14.218272 14.3E 0.51% 0.00%
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