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Abstract. An approach is described to the calibration of a conceptual rainfall-runoff 
model, the Probability Distributed Model (PDM), for estimating flood frequencies at 
gauged sites by continuous flow simulation. A first step was the estimation of routing store 
parameters by recession curve analysis. Uniform random sampling was then used to search 
for parameter sets that produced simulations achieving the best fit to observed, hourly 
flow data over a 2-year period. Goodness of fit was expressed in terms of four objective 
functions designed to give different degrees of weight to peaks in flow. Flood frequency 
results were improved, if necessary, by manual adjustment of parameters, with reference 
to peaks extracted from the entire hourly flow record. Although the primary aim was to 
reproduce observed peaks, consideration was also given to finding parameter sets capable 
of generating a realistic overall characterization of the flow regime. Examples are shown 
where the calibrated model generated simulations that reproduced well the magnitude and 
frequency distribution of peak flows. Factors affecting the acceptability of these simulations 
are discussed. For an example catchment, a sensitivity analysis shows that there may be 
more than one set of parameter values well suited to the simulation of peak flows. 

1. Introduction 

Flood magnitudes and return periods may be estimated by 
the frequency analysis of continuous synthetic flow data gen- 
erated by a rainfall-runoff model. This approach, which may be 
contrasted with design flood estimation on the basis of the 
simulation of individual events, has been demonstrated by a 
number of authors using various hydrological models [see, for 
example, Bras et al., 1985; Beven, 1987; Bradley and Potter, 
1992; Calver and Lamb, 1996; Blazkova and Beven, 1997]. Use 
of a model with continuous water balance accounting has the 
attractive feature that dynamic factors affecting runoff produc- 
tion may be represented implicitly. In particular, a conceptual 
rainfall-runoff model can simulate the changing antecedent 
moisture conditions that determine the storm runoff response 
for a given rainfall event. The problem of base flow estimation, 
present in event-based design flood approaches, is also 
avoided. Continuous simulation of flows also avoids any need 
to associate design flood estimates with a specific design storm. 
Flood estimates may instead be derived indirectly from con- 
tinuous rainfall records or synthetic data supplied by a rainfall 
generator that is considered able to reproduce actual rainfall 
distributions. 

The continuous simulation method has the potential to be 
generalized. For certain catchments a suitable model may al- 
ready have been identified. Assuming that rainfall and poten- 
tial evaporation data can be obtained, simulation results then 
depend on the parameters of the chosen hydrological model. 
Estimation of these parameters is therefore important, and 
this, in turn, has implications for choice of model structure. 

Model parameters may be estimated for a gauged site by 
calibration. For an ungauged site, estimates might be obtained 
by some method on the basis of the translation or regionaliza- 
tion of values established at gauged catchments (with an ex- 
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pected reduction in confidence). In either case, it is appropriate to 
choose a relatively simple, standardized model structure with few 
parameters. In the case of calibration using observations, it has 
been argued that rainfall and flow data do not support the iden- 
tification of meaningful values for a large number of parameters 
[e.g., Jakeman and Hornberger, 1993]. For ungauged sites it is 
likely that estimation of parameters on the basis of values 
established by calibration at gauged catchments will require 
standardization of model structure (see, for example, region- 
alized applications of a simple, general model structure by Post 
and Jakeman [1996] and Sefion and Boorman [1997]). 

This paper presents examples of results from the most ex- 
tensive application, to 40 gauged catchments, of the continu- 
ous simulation method in Great Britain. It is part of a wider 
study which aims to develop the method for ungauged catch- 
ments by relating model parameter values calibrated at the 
gauged sites to physical catchment properties. For the reasons 
outlined above, a standardized rainfall-runoff model was cho- 
sen, namely, a simple formulation of the Probability Distrib- 
uted Model (PDM) of Moore [1985, 1993], which has been 
used in real-time flood warning applications [e.g., Institute of 
Hydrology, 1995; Moore et al., 1994]. 

This study advances previous work using the continuous 
simulation method by exploring the model calibration problem 
specifically in this context. The availability of a relatively large 
number of sites with good, continuous hourly data means that 
it has been possible to test calibration procedures according to 
a range of criteria and present results for a few sites that 
illustrate more typical issues. Main issues addressed are the 
usefulness of different objective functions for numerical cali- 
bration, the ability to satisfy different calibration criteria jointly 
to increase confidence in model predictions, and the non- 
uniqueness of parameter estimates. 

2. PDM Rainfall-Runoff Model 

The PDM has a simple, conceptual structure, shown in Fig- 
ure 1. Rainfall first enters a soil moisture store, where the 
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Figure 1. Structure of the Probability-Distributed Model 
(PDM). 

distribution of storage capacity over the catchment is described 
by a specified function. The soil moisture store permits runoff 
to respond nonlinearly to rainfall inputs by varying the pro- 
portion of the catchment, generating fast, "direct" runoff ac- 
cording to the amount of water stored in the soil. Direct runoff 
is routed via a fast flow store before contributing to the total 
catchment runoff. The remaining rainfall enters the soil mois- 
ture store, which is depleted by evaporation. Drainage from 
the soil moisture store (representing "recharge") takes place 
via a simple delay function and generates base flow after being 
routed by a "slow flow" store. 

The main components of the PDM are fairly generic stores 
that may be characterized using a variety of different functions 
to describe the soil storage capacity distribution, the drainage 
of the soil moisture store, and the routing stores [Institute of 
Hydrology, 1996]. A particular choice of functions may be best 
suited to any given catchment. However, for this study, the 
choice was determined by the need for a standardized model 
with a small number of parameters. Given that a number of 
different configurations of the PDM are available, and have 
been used in practice, the formulation chosen for this study will 
be described briefly, highlighting the parameters to be estimated. 

The specific soil moisture storage capacity c [L] was assumed 
to be described by a Pareto distribution, for which the distri- 
bution function F is 

F(C*) : PF(c • c*): i - [1 - (c*/Cmax)] b, (1) 

where ½max [L] is the maximum storage capacity in the catch- 
ment and the parameter b [-] controls the variability of stor- 
age capacity. If c* is the storage capacity depth below which 
saturation occurs, then F(c*) gives the proportion of the 
catchment contributing to direct runoff. Moore [1985, 1993] 
describes how the state of the soil moisture store is integrated 
over the distribution at each time step to calculate c*. 

Rainfall inputs to the soil moisture store were multiplied (at 
every time step) by a rainfall "correction" parameter fc [-], 
introduced notionally to compensate for errors arising in the 
estimation of spatially averaged rainfall from point gauge data. 
Losses due to evaporation were calculated as a linear function 
of potential evaporation, estimated by the U.K. Meteorological 

Office at synoptic sites, and the status of the soil moisture 
store. Drainage to the slow flow path, d [L T-•], was also 
represented by a linear function of soil moisture storage s [L] 
such that 

d = (s - st)/kg, (2) 

where the parameters are a time constant k a [T] and a thresh- 
old storage st [L] below which there is no drainage. Direct 
runoff from the proportion of the catchment where storage 
capacity has been exceeded is routed through the fast flow 
store, which was assumed to be described by the linear rela- 
tionship 

q;• =s//k s, (3) 

where the specific fast flow q;• [L T -•] is the contribution of the 
store to catchment runoff, s;• [L] is the store content, and the 
parameter k;• [T] is the time constant of the store. The slow or 
base flow component, qs [LT-•], of the total runoff was as- 
sumed to be routed through an exponential store such that 

qs = exp (s s/ks), (4) 

where S s [L] is the depth of storage and ks [L] is the decay 
parameter of the store. Total runoff q was computed as the 
sum of q;• and qs. 

A time step length of 1 hour was adopted for modeling, 
following the conclusion of Spijkers and Naden [1994] that a 
daily time step would imply too much smoothing for the esti- 
mation of flood quantiles. Areally averaged rainfall inputs 
were calculated for each catchment using the method of Jones 
[1983b], which averages data from triangles of rain gauges 
surrounding points in a mesh superimposed on the catchment. 
Each gauge is weighted according to the inverse-square dis- 
tance from a given mesh point. The algorithm also mixes in- 
formation from daily and hourly gauges to maintain consis- 
tency between times when different hourly gauges may be 
operating. 

3. Peaks Over Threshold Flood Frequency 
Analysis 

Continuous hourly flow and rainfall data were acquired for 
each of the catchments used in this study (details of the data 
collection and quality control procedures are given by Lamb 
and Gannon [1996]). A record of •10 years duration (1985- 
1995) was obtained for most of the sites. The relatively short 
length of these records, in terms of flood frequency studies, 
prompted the use of the peaks-over-threshold (POT) method 
to fit flood frequency distributions to the observed and simu- 
lated flow series. Single-site POT analyses have been investi- 
gated theoretically by a number of authors [Davison, 1984; 
Davison and Smith, 1990; Smith, 1984; Wang, 1991b]. Here the 
methods for POT analysis reported by Naden [1992] were 
followed. 

For both simulated and observed flow series the magnitudes 
of the POT data were fitted using the generalized Pareto dis- 
tribution (GPD), with the number of peaks per year assumed 
to correspond to a Poisson distribution. The combination of 
these two assumptions is equivalent to the use of the general- 
ized extreme value distribution for annual maxima [Smith, 
1984; Wang, 1991b]. Fitting was carried out using the method 
of probability weighted moments [Hosking and Wallis, 1987]. 
Rather than specifying an arbitrary flow threshold for the ex- 
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traction of peaks for each catchment, peaks were instead ex- 
tracted at an average rate of 3 yr -• (i.e., 30 peaks would be 
extracted from a period of 10 years, but not necessarily three 
peaks from every calendar year). To ensure that the extracted 
peaks represented independent events, a minimum separation 
period was imposed, specified for each catchment as three 
times a typical event time to peak. 

It is perhaps worth emphasizing that the aim here is to 
investigate model calibration in the specific context of deriving 
a flood frequency curve by continuous simulation, with a con- 
sequent emphasis on peak flows. For this reason, no detailed 
analysis is presented to assess the suitability of the distributions 
fitted to the POT data, nor the implicit flow thresholds result- 
ing from the average extraction rate of 3 peaks yr-•. However, 
an important consideration is that exactly the same techniques 
were applied to both simulated and observed flow data in the 
frequency analysis. Also, Naden [1992, 1993] has presented 
evidence on the basis of the analysis of POT data from 826 
stations that these techniques are likely to be reasonable for 
the purposes of this study, that is, single-site analyses in the 
United Kingdom for relatively short return periods. 

4. Calibration Methods 

In principle, calibration of a rainfall-runoff model using con- 
tinuous data may take account of more information regarding 
runoff-generating processes than would be contained in a se- 
ries of annual maximum or POT data alone. However, it may 
not always be possible for a single model structure and set of 
parameter values to reproduce all aspects of the flow regime to 
the same standard. Although greatest weight has to be given 
here to simulation of peak flows, confidence in simulated flood 
frequency distributions will be increased if other aspects of the 
simulated flow series are also realistic. 

Several objective functions were therefore used in an auto- 
mated procedure to assess model performance in simulating 
different aspects of the flow regime. In addition, two model 
parameters were fixed directly from the data by deterministic 
reasoning, and a final element of subjective assessment was 
included via manual parameter adjustment. This approach, 
combining automated and manual calibration using many ob- 
jective functions, has been exploited in the past, for example, in 
the calibration of the U.S. National Weather Service flood 

forecasting model [Brazil and Hudlow, 1981; Brazil, 1988]. 
The methods adopted here are a straightforward, heuristic 

response to a multiple-objective problem, where compromise 
solutions are sought between several different aims. More for- 
mal approaches to hydrological model calibration as a multi- 
ple-objective problem are also possible [see, for example, Yapo 
et al., 1998]. Recently, Gupta et al. [1998] have argued that the 
existence of multiple objectives is a fundamental aspect of the 
calibration problem for hydrological models. This may be par- 
ticularly notable for simulations of several different output 
fluxes or "internal state" variables. The problem described in 
this paper is an example of a particular case where multiple 
objectives can also be readily identified for simulation of a 
single output variable. 

The existence of several compromise solutions in calibration 
may be reflected in uncertainty about predicted variables. A 
second key aspect of model calibration is uncertainty arising 
because of data errors, interactions between model parame- 
ters, and "model error." Such issues have been discussed by 
Beven [1993], Beven and Binley [1992], Jones [1983a], Klepper et 

al. [1991], Kuczera [1983, 1988], Romanowicz et al. [1994], 
Spear and Hornberger [1980], and van Straten and Keesman 
[1991]. An uncertainty framework was not adopted here, how- 
ever, because of an initial requirement to obtain a single "most 
acceptable" simulation for each catchment for use in later 
work on spatial generalization. 

4.1. Estimation of Storage Constants 
by Recession Curve Analysis 

The PDM, as described above, has seven parameters to be 
calibrated, including the constants in the two routing stores (kf 
and ks). However, the parameters of a conceptual routing 
store can be estimated directly from flow recession curves, if 
these are assumed to correspond to drainage from the store 
during periods of negligible input (or recharge) and low evap- 
oration. Under these assumptions the storage function may be 
solved with a continuity equation for an input of zero, resulting 
in an expression for the decay of discharge over time. This 
recession equation can be fitted to observed recession curves to 
estimate the parameters of the original storage function. For 
the linear store, equation (3), the recession equation for flow at 
time t + T, expressed in terms of the flow at time t, T time 
units earlier, is 

qt+r = qt exp [-(T/k)]. (5) 

The recession equation for the exponential store (equation 
(4)) is 

qt+r = qt[1 + (qt/ks)r] -•. (6) 

It is difficult to specify exact, objective criteria to identify 
periods of the record where recharge and evaporation can be 
assumed to have little effect on flows, but two useful guides will 
be low rainfall and low potential evaporation. An interactive, 
semiautomated system, described by Lamb and Beven [1997], 
was used to search for recession curves during such periods. 

A difficulty in associating recession curve data with two or 
more conceptual stores is the need to separate the total flow 
into components related to each store. The procedure used 
[Lamb and Beven, 1997, Figure 2] was designed to exclude 
direct storm runoff from a base flow "master recession curve" 

without recourse to hydrograph separation formulae. The mas- 
ter curve is constructed by first sorting individual recessions 
into a sequence, arranged in ascending order of the discharge 
at the end of each recession period. Starting from the lowest 
flow rate, and working toward higher flows, the data from each 
individual recession are then transferred to the master curve, 

up to the flow rate at the end of the next recession in the 
sequence; at this point the remaining data from the first reces- 
sion are discarded and flow data from the next recession are 

transferred to the master curve. 

The base flow master recession was found to be consistent 

with the slow flow routing store (equations (4) and (6)) for 
most catchments. The parameter ks was therefore estimated 
for each catchment from its base flow master recession. To 

estimate appropriate values for kp the recession data excluded 
from the base flow master recession curves were plotted for 
each catchment on a logarithmic scale so that periods corre- 
sponding to equation (5) would appear as straight lines. Taking 
care to exclude data immediately following peaks in the rain- 
fall, the transformed recessions were compared and (5) was 
fitted to a period judged to be representative. 

The recession analysis technique involves an element of sub- 
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jectivity. However, this was felt to be justifiable in order to 
reduce the number of parameters requiring calibration and 
also in view of other potential sources of uncertainty, both in 
the data and due to the simplified representation of the catch- 
ment in the model. Although approximate, careful recession 
curve analysis should at least help to ensure that derived stor- 
age parameters are capable, in combination with other param- 
eters, of generating realistic flow simulations representative of 
the runoff responses of a catchment. 

4.2. Uniform Random Sampling 

Random values for each of the remaining five parameters 
(fc, Cmax, b, ka, and st) were drawn from uniform distribu- 
tions over specified ranges, where the extremes were set ac- 
cording to past experience [Institute of Hydrology, 1996]. Each 
of 10,000 sets of five randomly generated parameter values was 
supplied to the PDM, which was then run over a 2-year cali- 
bration period. A length of 2 years was chosen to avoid exces- 
sive run times (in the context of calibration for a relatively 
large number of sites). Although computationally more expen- 
sive than a direct search optimization procedure, uniform ran- 
dom sampling (URS) allows a more complete exploration of 
the parameter space and can be applied to each of a number of 
catchments using the same initial parameter ranges. 

The URS method would not be recommended for an en- 

tirely automatic optimization scheme because it does not sam- 
ple the parameter space in a highly efficient manner. Other 
studies [e.g., Duan et al., 1992; Wang, 1991a] have used popu- 
lation-evolution strategies, such as the genetic algorithm ap- 
proach, to refine parameter estimates. In the present case, 
however, URS was applied primarily as an easily implemented 
way to locate starting points for interactive "fine tuning" of 
parameters; this manual adjustment stage was carried out us- 
ing the entire period of hourly data available for each site. For 
this reason also, testing of the sensitivity of the URS algorithm 
results to alternative calibration periods was not considered 
although all flow and rainfall records were scrutinized to avoid 
calibration periods that were thought to be unrepresentative of 
the longer-term data. 

4.3. Objective Functions 

Four objective functions were evaluated for each simulation. 
The functions were selected to give different degrees of weight 
to errors associated with predictions of peaks in the measured 
flow data. The function least explicitly weighted toward simu- 
lation errors around the observed peaks was the efficiency 
measure of Nash and Sutcliffe [1970] (NSE): 

NSE= 1- • (Qt-qt) 2 (Qt-O) 2 , (7) 
t--! -- 

where Q, is the observed flow at time t, q, is the simulated 
flow, and n is the number of time steps. The value of NSE 
increases as the similarity between simulated and observed 
flows increases and would be equal to one for an error-free 
simulation. 

Greater weight may be given to errors in the simulation of 
high flows by multiplication of the absolute difference between 
observed and simulated flows with the observed flow, raised to 
a power p. This results in an objective function, denoted the 
sum of weighted absolute errors (WAE): 

WAE = • QYIQ•- q•l. (8) 
t=l 

The exponentp was set subjectively to equal 1.5, after trials on 
a number of catchments, to provide increased sensitivity to 
peaks in flow without becoming entirely insensitive to reces- 
sion and low-flow periods. 

Equations (7) and (8) give some weight to the simulation 
errors at low and intermediate flows. Two objective functions 
were also chosen to incorporate only the errors in simulating a 
POT series, extracted in the same way as for a frequency 
analysis. The first of these functions attempts to combine in- 
fo?mation about both the timing and magnitudes of the first J 
ranked POT peaks by considering each pair of observed and 
simulated peaks, in order of rank, as a vector in two dimen- 
sions (time and discharge). The error for the pair of peaks of 
rank j was expressed as: 

eJ = x/[(QJ- qj)/q.]2 + [(Tj- Q/t*] 2, (9) 

where Qi is the magnitude of the observed peak, qi is the 
magnitude of the simulated peak, T i is the time of occurrence 
of the observed peak, and t i is the time of the simulated peak. 
The differences between observed and simulated variables 

were standardized by q*, the difference between the largest 
and smallest flow magnitudes in the observed POT series, and 
t*, the difference between the time of occurrence of the ear- 
liest and latest of the observed POT series. Equation (9) was 
summed over J peaks to obtain the objective function value, 
termed POT-QT. 

The fourth objective function was based only on the errors in 
the magnitudes of the first J ranked pairs of POT peaks, irre- 
spective of timing. This function, POT-SAE, is given by 

J 

POT-SAE = • IQ•- q;I. 
/=1 

(lO) 

In applying (9) and (10), J was chosen to correspond to the 
POT extraction rule of an average rate of 3 peaks yr -•. 

4.4. Rejection of Poor Parameter Sets 
and Manual "Fine Tuning" 

The value of the NSE statistic (equation (7)) will be zero for 
a simulated flow series equal to the mean of the observations 
at every time step. Given that (7) encompasses the entire range 
of flow magnitudes, and is therefore sensitive to hydrograph 
shape, there would be no point in using a conceptual runoff 
model having seven parameters when better overall perfor- 
mance could apparently be obtained by the mean of the ob- 
servations. Any set of parameters giving rise to NSE -< 0 in the 
URS procedure was therefore rejected. 

Parameter sets corresponding to the best values of the four 
objective functions were then used in simulations of the entire 
pe?iod of record. Flood frequencies were plotted for observed 
and simulated flows. By examining these results along with 
time series plots and flow duration curves, one of the four 
parameter sets was selected as a candidate for manual adjust- 
ment, if necessary, to improve the fit of the simulated and 
observed flood frequency plots, while attempting to maintain 
acceptable results in terms of time series plots and flow dura- 
tion curves. 
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5. Results 

Results for all of the catchments in the study were inspected 
according to the criteria listed in the following headings and a 
small number of examples selected to illustrate specific issues 
that were noted, arising in various combinations, for other 
catchments. 

5.1. Comparison of Simulated and Observed POT Series 

A simple test of the continuous simulation method is to 
compare the flood quantiles of the simulated and observed 
flows. Comparisons can be made between the fitted frequency 
distributions or, more direcQy, between the POT magnitudes. 
Figure 2 shows POT data (symbols) and fitted frequency dis- 
tributions (curves) for the Mellte at Pontneddfechan, a 65.8- 
km 2 catchment in Wales. These flood frequency results were 
calculated using simulated and observed flow data for the pe- 
riod January 1985 to May 1995. The heavy, solid line and solid 
circles are the results from analysis of the observed flow data; 
the remaining results correspond to simulated flows, generated 
using the parameter sets that achieved the best results in the 
URS procedure for each of the four objective functions, es- 
tablished by applying the URS procedure to the shorter period 
1989-1990. 

It is immediately apparent from Figure 2 that the two ob- 
jective functions NSE and WAE have not been as useful as the 
functions based only on six POT peaks, extracted from the 
same period. In particular, the parameter set found using the 
NSE statistic results in a consistent, significant underestima- 
tion of peak flow magnitudes. The best estimate of the ob- 
served POT series has been obtained using the parameters 
found by POT-QT objective function. The frequency curves 
corresponding to the observed and POT-QT peaks seem to fit 
the point data fairly well although there are some deviations in 
both observed and simulated cases at the higher return periods. 

For the Mellte catchment a good flood frequency result was 
obtained by the automated URS procedure. However, for most 
catchments (32 out of 40) some manual adjustment was 
needed. This was done by matching simulated and observed 
flood frequency data by eye and often achieved by adjusting 
the parameter fc only. One such catchment was the 0.9-km 2 
Tanllwyth, part of the Plynlimon catchment experiment [Hud- 
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Figure 3. Observed and computed flood frequency data for 
the Tanllwyth catchment. 

son and Gilman, 1993]. Data from the period 1988-1989 were 
used in the URS procedure. Flood frequencies were then cal- 
culated using the data from the period 1974-1989 and are 
shown in Figure 3. (Results have not been shown for the 
P¸T-QT function, as these coincided closely with those ob- 
tained by the WAE function but were associated with a less 
realistic flow time series.) 

It can be seen that the NSE objective function again failed to 
identify a parameter set capable of reproducing the magni- 
tudes of the largest peaks in the observed flow data. Results 
obtained using the POT-SAE function are close to the ob- 
served peaks in Figure 3. However, the parameter set found 
using the WAE function was chosen as a basis for final "tun- 
ing" because it gave rise to a fitted frequency distribution of 
similar slope to the observed data, appeared to generate the 
correct difference between the magnitudes of the two highest 
peaks, and generated a realistic overall flow time series. The 
adjusted parameters give rise to a good fit between the ob- 
served and simulated POT series (indicated in Figure 3 by solid 
and open circles, respectively). 

Figure 4 shows flood frequency results, evaluated over the 
period 1985-1993 for the Frome at Ebley Mill, a 198-km 2 
catchment in the west of England that has a significant ground- 
water component in the flow regime. Here, results obtained 
using the automated URS procedure (applied to the period 
1987-1988) are shown only for the WAE and POT-SAE ob- 
jective functions, which performed best. These results were not 
considered acceptable, and manual adjustment was therefore 
required. Although the POT-SAE objective function gave rise 
to better estimates of flood peak magnitudes over the duration 
of the full data record, inspection of the distribution of the 
POT series, when plotted against return period, suggests that 
the parameter set identified by the WAE function might be a 
better basis for manual adjustment using the POT data. A 
simple increase in the value offc, from 0.79 to 0.97, resulted in 
the much improved estimated flood quantiles, indicated by the 
open circles in Figure 4. 

5.2. Comparison of Simulated and Observed Flood 
Frequency Distributions 

In the results shown in Figures 2, 3, and 4, there is a good 
agreement between the best set of simulated POT peaks and 
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the observed peaks. It follows that there is also close agree- 
ment between the frequency distributions fitted to the ob- 
served and simulated peaks, suggesting that the corresponding 
parameter sets are useful for the simulation of flood frequency 
characteristics. However, it is important to note that confi- 
dence in calibrated model parameters that give rise to well- 
fitting flood frequency distributions may also depend on how 
well each distribution (simulated or observed) characterizes 
the respective flood peaks. 

For the Tanllwyth catchment (Figure 3) the highest magni- 
tude event is not close to, but clearly has an influence on, the 
fitted frequency curve, for both the observed data and the 
simulated flows. However, the fitted frequency curves appear 
to be consistent with the distribution of the many lower-return 
period peaks. In this case, given observations only, there could 
be doubts about the value of the fitted frequency curve or 
about the accuracy of the highest peak in the observed record. 
Doubts about the accuracy of the observed peaks may be 
dispelled, to some extent, by the ability of the PDM to simulate 
flow peaks of similar magnitude corresponding to the same 
storm events that generated the observed flows. Extrapolation of 
the fitted frequency curves would nonetheless require some care. 

Good agreements can also be obtained between frequency 
distributions fitted to the observed and simulated flow peaks 
despite significant differences between the two POT series. An 
example is shown in Figure 5, where flood frequency distribu- 
tions have been plotted for the River Ythan at Ellon, a 523- 
km 2 catchment in Scotland. The results of the numerical URS 
procedure suggested that there would be problems in obtaining 
an acceptable set of parameter values capable of reproducing 
the two largest events in the available record. This was con- 
firmed during attempts to adjust the parameter sets manually. 
No combination of parameter values could be found that 
seemed capable of correctly reproducing the magnitudes of 
both the lower and the higher return period peaks extracted 
from the observed flow data. 

Agreement can also be obtained between the frequency 
curves fitted to observed and simulated POT peaks because of 
interaction between the errors in simulating certain flood 
peaks, as shown in Figure 5. Such a result leads to questions 
over the reliability of the flood estimates obtained by analysis 

of the simulated flows. One might accept the simulation results 
because they are reasonably consistent with the frequency dis- 
tribution of most of the (lower-magnitude) POT peaks. How- 
ever, given that the frequency curve fits the point data far less 
well in the simulated case than in the observed, the apparent fit 
between the two frequency curves should be treated cautiously. 
It is possible that the hydrological model is simulating flood 
peaks that represent a sample from the same underlying pop- 
ulation that the real data are drawn from, but a poor fit be- 
tween flood peaks and the theoretical distribution makes this 
difficult to test without exploring other flood frequency distri- 
butions. This type of result also illustrates that direct compar- 
ison of fitted flood frequency distributions for model calibra- 
tion purposes could produce misleading results. 

5.3. Quality of the Flow Time Series 

In cases where the automated URS procedure was able to 
identify a set of parameters capable of generating acceptable 
flood frequency characteristics, it was found that the simulated 
flow time series appeared to be subjectively "realistic." For 
example, the time series data for the Mellte catchment, used to 
obtain the frequency results of Figure 2, are shown in Figure 6. 
The first plot shows the series of areally averaged rainfall data 
for the period 1985-1995. Below are the observed flows and 
the flows simulated using the PDM, with the parameter set 
selected from the URS procedure by the POT-QT objective 
function. There is a fair degree of correspondence between 
observed and simulated flows, failing mainly in generating 
peaks of intermediate magnitude and in the rather flat base 
flow response during winter periods. 

The flow peaks in Figure 6 have been annotated in order of 
rank, down to the fifth largest peak. It can be seen that al- 
though there is agreement between the magnitude of the peaks 
plotted in Figure 2, the events associated with each pair of 
ranked peaks are not generally the same in the observed and 
simulated flow data. For instance, the largest peak in the ob- 
served series occurs in 1986, whereas the largest simulated flow 
is associated with an event at the end of 1994. Such differences 

in the timing of flow peaks that are of equivalent return period 

100.0 

80.0 

60.0 

.•_ 

40.0 

ß observed (POT series) 
-- observed (fitted distribution) 

o calibrated 

......... calibrated 

2O.O 1 '10 
return period (years) 

Figure 5. Observed and computed flood frequency data for 
the Ythan catchment, showing the interacting effect on fitted 
frequency curves of errors in the two highest-ranked peak flow 
data. 
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Figure 6. Time series showing observed rainfall, observed flow, and simulated flow data for the Mellte 
catchment. Flow peaks are ranked in order of magnitude. Note the differing responses of flow to rainfall at 
times A and B. 

are not ideal. However, good reproduction of every peak over 
a 10-year period would be a remarkable result. 

Another feature of the results in Figure 6 is indicated by the 
annotations A and B. A relatively large peak occurs in both 
observed and simulated flow series at time A, associated with 
a storm event that was preceded by a wet spell. At time B, 
there was another large rainfall event, but this followed a drier 
spell and caused negligible response in the observed flows, 
presumably because of drier antecedent conditions in the 
catchment. This effect has also been reproduced by the PDM, 
which correctly simulates the flow response at time B. Good 
representation of the nonlinearity in the rainfall-runoff trans- 
formation can also be seen in Figure 7, which shows the flow 
series simulated for the Tanllwyth catchment using the manu- 
ally adjusted parameter set (see Figure 3 for the corresponding 
frequency distributions). Consider here the differing responses 
of the observed and simulated flows to the rainfall events of 

similar magnitude at times A and B. Peak flows in Figure 7 are 
again annotated by rank. (It can be seen that the largest peaks 
in the observed and simulated series both correspond to the 
same event, as discussed earlier.) 

Inspection of flow time series offers some indication of the 

overall realism of a simulation used for frequency analysis. It is 
to be expected that simulated flows may fail to reproduce in 
exact detail the observed data because of combinations of 

errors in the model and the recorded rainfall or flows. How- 

ever, frequent, relatively minor errors in the simulation of a 
long, hourly flow series are not necessarily grounds for reject- 
ing the simulation. In the present context, the aim is a realistic 
overall characterization of the flow regime, with priority being 
given to flood peaks. 

In addition to time series plots, flow duration curves can also 
be used to check the overall quality of a given simulation. A 
contrast in model performance can be seen in Figure 8, which 
shows observed and simulated flow duration curves for the 

Tanllwyth and Frome catchments, where the flow data have 
been standardized by the median observed discharge in each 
case. The difference in the nature of the catchments is appar- 
ent from Figure 8. The Tanllwyth catchment is much flashier 
and has a variable flow regime, whereas the Frome catchment 
is influenced (but not dominated) by groundwater processes 
and, consequently, has a much flatter flow duration curve. In 
both cases, the simulated flows give rise to flow duration curves 
that are consistent with the observations. For both catchments 
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Figure 7. Time series showing observed rainfall, observed flow, and simulated flow data for the Tanllwyth 
catchment. Annotations are as for Figure 6. 

the simulated flow duration curves suggest a tendency to over- 
estimate. However, errors in the simulated flow quantiles, rel- 
ative to the median observed flow, are much greater for the 
Frome catchment. 

The error seen in the flow duration curves for the Frome 

catchment almost certainly reflects the difficulty of reproduc- 
ing both a seasonal, groundwater-derived hydrograph and 
transient storm flow processes for this catchment using a rel- 
atively simple model structure. Even so, the simulated flow 
series was able to reproduce the main features of the observed 
series, which can be characterized as a seasonal base flow 
hydrograph with sharp, well-defined peaks superimposed. The 
problem represented in the simulated flow duration curve 
could have been due to poor estimates for the recession con- 
stants, leading to the simulated recessions being too flat, or to 
bias introduced by the value of fc. However, inspection of the 
time series showed this not to be the case. Rather, the dynam- 
ics of recharge to the slow flow store appear to be the source 
of the base flow error. It may also be that an exponential 
function (equation (4)) is not the most appropriate form of 
slow flow routing store for a catchment such as at Frome. 

5.4. Sensitivity of the Objective Functions to Joint Variations 
in Parameter Values 

The URS approach can be used to examine the sensitivity of 
each objective function to variations in parameter values. It has 
to be stressed that each function evaluation is the product of a 
set of parameters; it is therefore difficult to draw conclusions 
about the marginal variations of objective function values with 
respect to any individual parameter. However, some informa- 
tion can be gained by plotting function values against the 
sampled values of each parameter. For the catchments dis- 
cussed in this paper, it was found that many simulations gave 
rise to similar objective function values, where the individual 
parameters varied widely across the ranges sampled by the 
URS procedure. The results presented below are for the Tan- 
11wyth catchment but are also typical of the other cases. The 
ability to find similar objective function values over wide 
ranges of each parameter was a feature of the results for all 
objective functions tested. This problem can be referred to as 
"equifinality," or "multiple local optima" in the objective func- 
tion response surface, and has been noted for conceptual mod- 
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els in various contexts [e.g., Duan et al., 1992; Beven, 1993; 
Gupta and Sorooshian, 1994; Zak et al., 1997]. 

The sensitivity of the POT-SAE function, computed over a 
full evaluation period, is of primary importance, as this objec- 
tive function is perhaps the most direct measure of the perfor- 
mance of a given simulation in the present context. To mini- 
mize the influence of length of record, the URS procedure was 
applied using the entire 16-year record for the Tanllwyth catch- 
ment. Two experiments were carried out, one in which the 
store parameters k]• and ks were fixed by recession curve anal- 
ysis (the "fixed-stores" case) and a second in which these pa- 
rameters were allowed to vary (the "varied-stores" case). 

Simulations in each experiment were divided into 10 classes, 
ranked in terms of the value of POT-SAE (from smallest total 
error to largest). The results for the best class in the varied- 
stores case are shown in Figure 9, where each point represents 
a single simulation, the abscissa indicates the value taken by 
each PDM parameter, and the best results lie at the upper 
margins of the graphs. 

It is clear that simulations having similar values of POT-SAE 
can be obtained over the full range of values for some param- 
eters. Parameter axes in Figure 9 indicate the limits of the 
ranges over which values were sampled, apart from the k]• store 
constant, which was sampled between the wider limits of 3.0 
and 25.0 hours. Only for the k]• parameter did simulations not 
occur over the entire sampled range in the best performing 
class. Within the best class, only for k]• and fc is there a sug- 
gestion that the marginal, minimum value of POT-SAE varies 
at all across the parameter range. 

The dotted lines in Figure 9 indicate the parameter set that 
was obtained by manual adjustment to improve on the results 
of the original URS procedure, as applied to the 2-year cali- 
bration period (refer to Figure 3 for the corresponding flood 
frequency results). It is reassuring that the performance of this 
parameter set, in terms of the POT-SAE function, is approxi- 
mately as good as any of the best five sets (shown by diamond 
symbols) obtained from the varied-stores URS experiment. 
However, there is no evidence that the manual and best five 
parameter sets are clustered around any globally optimum com- 
bination of values, except perhaps for the fc and k]• parameters. 

Figure 10 shows corresponding results for the fixed-stores 
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Figure 8. Flow duration curves for the Frome and Tanllwyth 
catchments standardized by the median observed flow in each 
case. 
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Figure 9. Results for the Tanllwyth catchment of the uni- 
form random sampling of seven parameters of the PDM, 
where each simulation has been evaluated in terms of POT- 

SAE, the sum of the absolute errors on the POT series. Each 
small cross represents the outcome of a single simulation, 
diamonds denote the five best simulations, and the dotted lines 
show the manually adjusted parameter values. 

URS experiment (note the change in POT-SAE axes scale). 
Here, there is greater evidence that the best simulations will be 
found clustered around certain values of fc. The best five 
simulations and the manual parameter set also suggest small 
values at the margin for k a. This is consistent with the flashy 
nature of the Tanllwyth catchment, where the exponential slow 
flow store is associated with lateral throughflow in the soil, 
rather than with deeper groundwater storage. However, the 
results for C max illustrate that caution is needed in inferring 
marginal distributions of goodness of fit for individual param- 
eters; the density of simulations in the best fraction of the class 
is greatest for larger values of C max, but interactions with other 
parameters mean that a few simulations have almost equally 
good values of POT-SAE where C max is less than 80 mm. 

The results presented in Figures 9 and 10 indicate little 
marginal sensitivity of the objective function POT-SAE to 
most of the model parameters. However, these results are 
difficult to interpret unless also represented in terms of pre- 
dictions of interest. Flood frequency results were therefore 
generated for the best five parameter sets (shown by diamond 
symbols in Figures 9 and 10), which are shown in Figure 11a 
for the fixed-stores case and Figure lib for the varied-stores 
case. These results confirm the suggestion of Figures 9 and 10 
that almost identical flood frequency results can be obtained by 
very different combinations of model parameters. One re- 
sponse to this may be that the apparent marginal insensitivity 



3112 LAMB: CALIBRATION OF A CONCEPTUAL RAINFALL-RUNOFF MODEL 

1.0 

LU 1.5 

• 2.0 

0 
a. 2.5 

3.0 
0.9 

1.0 

LU 1.5 

• 2.0 

0 
a- 2.5 

3.0 

1.0 1.1 1.2 1.3 

fo 

0.0 0.5 1.0 1.5 2.0 2.5 

b 

1.0 

0 5000 10000 

kg (h) 

3.0 ' •. ' • ' -- 
20 80 140 200 

Cma • (mm) 

3.0 •' • ' • ' ' ' " '• 
0 10 20 30 40 50 

s t (ram) 

best simulation class 

best 5 simulations 

manual fit 

Figure 10. Results of uniform random sampling of PDM pa- 
rameters with the routing store parameters fixed after reces- 
sion curve analysis. 
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Figure 11. Flood frequency results for the best five simula- 
tions arising from uniform random sampling in (a) the fixed- 
stores case (see Figure 10) and (b) the varied-stores case (see 
Figure 9). 

of the objective function, POT-SAE, indicates a robust model. 
However, this interpretation would fail to recognize that every 
simulation is a function of a set of parameters. For each value 
of a given parameter that appears in a good simulation, there 
are also many poor simulations. 

It is also worth noting that the parameter sets giving rise to 
the similar flood frequency results in Figure 11 are not equiv- 
alent in terms of other aspects of the flow regime. Flow dura- 
tion curves are shown in Figure 12 for the best five simulations 
from the fixed-stores and varied-stores experiments. It can be 
seen that none of these simulations performs as well as the 
manually adjusted parameters. Also, comparing the fixed- 
stores and varied-stores results, the fixed-stores simulations 
give rise to consistently better flow duration curves. 

6. Conclusions 

The results presented here suggest that calibrating a rainfall- 
runoff model using a simple efficiency measure based on the 
sum of the squared errors is likely to produce biased estimates 
of flood frequency distributions. However, when calibrated 
using a range of objective and subjective measures, a relatively 
simple, standardized model was able to generate acceptable 
simulated frequencies for catchments of different size and 
physiographic characteristics. 

A conclusion from the URS experiments using 2-year sim- 
ulation periods is that calibration in the flood frequency con- 
text requires significantly greater weight to be given to the 
simulation of peak flows than to lower-magnitude flows or, 
indeed, hydrograph shape. This is supported by a comparison 
of the differences between flood frequency results obtained 
using different objective functions, of which Figures 2, 3, and 4 
are typical examples. In each case, the objective functions 
weighted more toward peak flows gave the best results. This is 
hardly surprising but focuses attention on the balance between 
good flood peak estimates and a realistic overall characteriza- 
tion of the flow regime. It would be ideal if good flood fre- 
quency results could always be obtained by a near-perfect 
simulation of the observed flows. However, experience sug- 
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Figure 12. Flow duration curves for the Tanllwyth catchment 
showing the results obtained using manually adjusted param- 
eters and results using the best five simulations from each of 
the two uniform random sampling experiments, corresponding 
to the flood frequency results in Figure 11. 
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gests that a conceptual rainfall-runoff model will often fall 
short of this ideal, especially for a long period of relatively fine 
time discretization. 

One approach that should help ensure that simulated event 
hydrographs have a realistic form is the estimation of routing 
store constants prior to any trial-and-error calibration. This 
can be done, albeit approximately, by recession curve analysis. 
Such analysis, which could be carried out with even limited 
quantities of observed data, has the advantage that the derived 
parameter values are related directly to observations and are 
not affected by interaction with any other model parameters. 
This may improve the chance that the derived value can be 
related to some independent characteristics of the catchment, 
which will be useful if parameters are to be estimated for an 
ungauged site. 

Simple graphical analysis of the sensitivity of objective func- 
tions to variation in parameter values suggested, for the Tan- 
11wyth catchment (and other sites), that fixing routing param- 
eters by recession curve analysis can help to constrain the 
values of other parameters. Although the scatterplots pre- 
sented in Figures 9 and 10 do not reveal proper marginal 
probability distributions for model parameters, they do provide 
information about the sensitivity of any chosen objective func- 
tion to parameter variations, provided it is remembered always 
that these variations are meaningful only in the context of the 
complete set of parameters corresponding to each objective 
function value. 

Near-equivalence or "equifinality" of different parameter 
sets (in terms of one chosen objective function) and the exis- 
tence of multiple objectives are two distinct sources of uncer- 
tainty in model predictions. Consideration of multiple objec- 
tives may, however, constrain the acceptable ranges for model 
parameters. Even simple subjective measures (such as visual 
inspection of flow duration curves) can be useful in selecting a 
suitable parameter set from a group of many sets that may 
produce almost identical flood frequency estimates. Further 
research would be useful to apply more objective methods for 
combining different calibration criteria in applying the contin- 
uous simulation method and to quantify the uncertainty about 
design flood estimates given multiple objectives. 
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