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A new metric of crime hotspots for Operational Policing

Monsuru Adepeju™, Tao Cheng™, John Shawe-Taylor*, Kate Bowers™
!SpaceTimeLab for Big Data Analytics, Department of Civil, Environmental and Geomatic
Engineering, University College London
“Department of Security and Crime Science, University College London
*Department of Computer Science, University College London

November 07, 2014

Summary

This study examines the existing metrics used in evaluating the effectiveness of area-based crime
hotspots for operational policing. We identified some of the limitations of the metric (i.e. Area-to-
Perimeter (AP) ratio) used for measuring compactness of hotspots and then proposed a new improved
metric called “Clumpiness Index (CI)”. The case study of London Metropolitan police crime dataset
features the prediction of 3 different crime types using two different crime predictive methods. The
effectiveness of the hotspots was then measured using both AP ratio and CI. The comparison of the
results clearly shows that Cl is a better metric for measuring the effectiveness of crime hotspots for
operational policing.

KEYWORDS: Effective hotspots, Area-to-perimeter (AP) ratio, Hit rate, Clumpiness Index (Cl),
Operational Policing.

1. Introduction

As police resources are becoming increasingly limited due partly to budget constraints, there is a
growing interest in strategies that can enhance optimisation of their resources towards achieving the
desired crime prevention goals. An effective policing strategy is one that offers the police high crime
prevention potential with a small amount of police deployment (Weisburd, 2008). Over the last
decade, attempts to increase police effectiveness have resulted in operational policing being informed
by predictive analysis of crime. The predictive methods are used to identify locations of high future
crime risk. These locations are referred to as crime hotspots. The types of hotspots include point-
based, network-based and area-based hotspots. Several studies have suggested that police can be more
effective in intervening in crime by focussing on small geographical units with high crime rates
(hotpots) rather than actual people (offenders) committing the crimes (Telep & Weisburd, 2014). As a
result, most predictive methods of crime have been aimed at identifying area-based hotspots.

To estimate how effective the detected hotspots are for operational policing, two metrics have been
used, proposed by Bowers et al. (2004). These metrics are Hit rate (HR) and Area-to-Perimeter (AP)
ratio. The HR measures the proportion of future crime accurately captured by the purported hotspots
while AP ratio measures compactness (easiness of covering) the hotspots. Bowers et al. (2004)
recommended that the two measures should be used together for meaningful evaluation. This is
because hotspots with high HR may not necessarily be easily coverable based on their geometric
shape. Thus, hotspots with moderate HR and a high AP ratio are preferred to ensure effective
policing. However, certain limitations can be identified with the AP ratio which renders it less
appealing for evaluating hotspots for effective policing.

The AP ratio is used to measure the geometric complexities (compactness) of hotpots. The
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assumption is that regular-shaped hotspots (e.g. squares) can be covered quicker and more easily than
irregularly-shaped hotspots, if we ignore the underlying network structure. The AP ratio has
limitations. They are:

a) Holding the shape of a hotspot constant, the AP ratio varies with the spatial scale, (ranging from
zero to infinity). This makes it difficult to compare similar hotspots across different study areas.

b) The level of disaggregation or dispersion of the hotspots (grid units) cannot be inferred from the
value of the AP ratio. Therefore, the AP ratio cannot give us an idea of randomly distributed
hotspots as a baseline for comparison.

c) The AP ratio is relatively insensitive to differences in the structure of hotspots. Thus, although
hotspots may possess very different shapes, they may have identical area and perimeters.

Therefore, the goal of this paper is to propose a new metric for measuring effectiveness of crime
hotspots for operational policing. Specifically, we are proposing a new metric called Clumpiness
Index as an alternative to AP ratio given the limitations of AP ratio listed above.

2. Existing Metrics — Hit Rate and AP Ratio

2.1 Hit Rate: the proportion of new crimes captured by the defined hotspot. Evaluated at a certain
area coverage (e.g. 20% area coverage)

Hit Rate = (27("=1(number of Crimes)> % 100 Q)

S (number of crimes)

Where i = number of ranked grids; k = number of percentile of ranked grids e.g. 20th; n = total
number of grids.

2.2 Area-to-perimeter (AP) ratio: a measure of how compact an identified cluster (hotspot) is. The
more compact a hotspot is, the easier and quicker it will be to cover operationally. Higher AP ratio
corresponds to better compactness (Figure 1).

O ooo
0ooo SInln
O
AP ratio = 6/14 = 0.43 AP ratio = 6/10 = 0.6

Figure 1 Area-to-Perimeter (AP) Ratio. The hotspot on the right pane is more compact and therefore
has higher AP ratio and may be seen as more efficient in operational policing terms.

3. A new metric - Clumpiness Index (ClI)

Provided a modest hit rate, the actual effectiveness of a predictive solution is measured in terms the
geometric complexity (compactness) and distribution of the hotspots across a geographical area. We
propose a new metric called “Clumpiness Index (CI)” which measures the compactness and
distribution of hotspots and is robust to scaling issues of AP ratio.

The Clumpiness Index (Cl) was originally proposed by Turner (1989) as Contagion Index for
measuring the overall clumpiness of categorical patches on a landscape. Cl is able to measure
effectively both patch type interspersion (i.e. the intermixing of units of different patch types) as well
as patch dispersion (i.e. the spatial distribution of a patch type) at the landscape level. CI is computed
by first summarising the adjacency of all cells in an adjacency matrix, which shows the frequency
with which different pairs of patch types (including adjacencies between the same patch type) appear
side-by-side on the map. Cl is defined as follows:
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gi = number of like adjacencies (joins) between pixels of patch type (class) i
gik = number of adjacencies (joins) between pixels of patch types (classes) i and k
P; = proportion of the landscape occupied by patch type (class) i.

The goal of Cl is to determine the maximum value of g; for any P;

The CI takes values between -1 (when the class is maximally disaggregated) to 1 (when the class is
maximally aggregated corresponding to a checkerboard arrangement).

4. Case Study
4.1 Camden Borough of London

Camden Borough is one of the 12 inner boroughs of London City with an estimated 224,962
inhabitants as of 2011. The population density is estimated as approximately 10,000 people per
square kilometre (2011 Census, Office of National Statistics). The Borough contains a mixture of
commercial and residential areas with the busiest parts being the Camden Market and Covent Garden
and Holborn. The borough recorded a crime rate of 145 crimes per 1,000 people in 2010/11, the
national average being 75 crimes per 1,000 people (Source: Metropolitan Police Service website,
2014).

4.2 Effectiveness of hotspot for operational policing

Three different crime types are used in this analysis. They are shoplifting, violence-against-persons
and burglary (in-dwellings) crimes. The data points are aggregated to a grid system of 250m by 250m
and have temporal resolution of 1 day. The time period predicted is between 28/09/2011 and
6/01/2012, predicting 2 days ahead using the crime risk surface produced on each day.

To check the predictions against the real dataset, we overlay future crime on the predictive surface
generated. For example, validating the prediction on day t, means overlaying crime data from day t,.4
to day t,.» on the predictive surface generated on day t,. By so doing, the proportion of crimes that are
captured by the ranked top 20% of the grids squares (hotspots) is evaluated (assuming that police only
has resources to cover just 20% of the Camden).

Two hotspots predictive methods are used, namely (i) Prospective Hotspot (Bowers et al. 2004) and
(ii) Kernel Density Estimation (KDE) method. Figure 2 represents the average of percentage hit rate
over the prediction period. Also included in Figure 2 is baseline prediction which is generated by way
of picking grid squares with equal probability (random) until 20% coverage is attained. This is
represented with the green line. The general performance of these predictive methods in terms of hit
rates follows the spatial concentration of different crime types with highly spatially concentrated
crime type showing highest hit rates. For example, shoplifting crime is highly concentrated in a few
regions near commercial areas and therefore shows the highest hit rates whereas prediction of
burglary crimes is lowest as residential properties are dispersed across the entire borough.
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Figure 2 Average % hit rates over the prediction period

In measuring hotspot compactness, we adapted CI to crime hotspots by classifying grid squares
constituting the predictive surface into two types, namely (1) Hot Spot — the top 20% ranked grids
and (2) Cold Spot — the remaining 80%. Figure 3 shows examples of predictive surfaces generated by
Prospective Hotspot method and random grid selection to illustrate how AP ratio and CI vary with
different hotspot configurations. In each example, we consider two spatial scalings: the original data
(unchanged), and data scaled such that each grid square has unit length. The AP ratio is observed to
change at different scales of measurement of the same surface, making it difficult to compare.
However, Cl remains the same at any given scale. This is because CI is based on the adjacencies as
well as the proportion of the hotspot grids across total surface. Therefore, Cl is able to provide a sense
of dispersion from a complete disaggregation (CI = -1) of the hotspot units.




Predictive Surface 1 l

Predictive surface 2 XY f 1
= N W
¥ NP e

(Random gridding) (Prospective Hotspot)
At a unit grid: At a unit grid: ‘
AP ratio = 0.19 AP ratio = 0.37 :
Cl =-0.45 Cl=0.32

At actual grid measurement:
AP ratio = 68.02
Cl =-0.45

At actual grid measurement:
AP ratio = 95.31
Cl=0.32

[ 800 1,600 2,400
T T

3,200
||||| 1Meters

Predictive surface 3 2R
(Prospective Hotspot)

I Hot Spot

Cold Spot
At a unit grid: .
AP ratio = 0.66 AP = Area-to-Perimeter
Cl=0.54 Cl = Clumpiness Index

At actual grid measurement:
AP ratio = 164.58
Cl=0.54

Figure 3 Evaluating hotspot compactness with AP ratio and ClI

5. Discussion and Conclusion

This study examines the use of existing metrics for measuring the effectiveness of predictive hotspots
for operational policing. We highlighted some of the limitations of AP ratio, a metric that is
specifically designed to evaluate effectiveness of predictive hotspots. We then proposed a new metric
called Clumpiness Index CI which is able to eliminate the limitations of AP ratio. This study first
established that the two predictive methods used (i.e. Prospective Hotspot and KDE) are able to
predict crimes well above the baseline predictions (random), and their performances are observed to
vary according to the spatial concentration of different crime types. The ClI was then used to provide
more interpretable assessment of hotspot compactness which is found to be very robust to change in
scales of spatial units of analysis. In addition, the CI calculation provided a baseline of comparison
i.e. either of maximally aggregated (ClI = -1) or maximally disaggregated (ClI = 1) hotspot
configuration, giving a sense how easy the hotspots can be covered by the police. As with AP ratio
however, the CI being a single-valued metric requires visualisation of the purported hotspot to make
perfect meaning out of it.
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Summary

This paper explores the data recorded through the Twitter social media service. In particular we are
interested in the analysis of the content of Tweet messages. A large corpus of Twitter messages was
analyzed and Index of Dissimilarity measure was used to identify interesting words having spatial
concentrations. The paper presents an initial exploration of the spatial and temporal pattern of the
identified interesting words. At the finest geographical level, this type of analysis can gage very
useful information to local planners in general and retail planners in particular.

KEYWORDS: Social Media, Geo-Temporal Analysis, Twitter, Content Analysis

1. Introduction

Recent years have seen an increased use of social media data as a cheaper alternative to more
traditional methods of market research. Social media services generate a large quantity of data every
day and some of the data is available through their Application Programming Interfaces (APIS).
Social media services such as Twitter allow users to share information via short messages. These
services are used not only for communicating with friends, family, and colleagues, but also for real-
time news feeds and content sharing about venues (Pennacchiotti and Popescu, 2011). According to
recent figures, the Twitter service has more than 200 million active users around the world (Twitter,
2012a). Its major user base is in European countries: in the context of the present paper, usage in the
city of London, New York and Paris is the 3rd, 5th, and 7th highest in the world (Bennett, 2012).
Twitter users generate a huge quantity of data every day, and our motivation here is to explore the
geo-temporal patterns which exist in the text messages themselves. This paper presents an analysis of
a large dataset of Twitter messages by the identification of a range of interesting words. Words were
assigned to different categories and an initial exploration of the spatial and temporal pattern of the
categories is presented. At the finest geographical level, this type of analysis can provide very useful
information to local and retail planners.

Analysis of the social media content is a promising research area. Whilst past research on the Tweets’
content has emphasized on exploring the sentiments users express in their messages, there has been
limited attempts to link the geography of user generated topics across space to land use and activity.
Some related work includes: the use of social media messages to classify areas into homogeneous
groups (Birkin et el, 2013), the analysis of the personal information included in the tweet messages
(Humphreys et el, 2013), historicizing Twitter within a longer historical framework of diaries
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(Humphreys et el, 2014), the content analysis of Tobacco-related Twitter posts (Myslin et el, 2012),
and a forecasting model to predict the spread of a news (Naveed et el, 2011).

This paper is comprised of 5 sections. Section 2 of this paper describes the data used in the analysis.
Data processing is described in the section 3, while section 4 and 5 present the results and conclusion.

2. Data

The Twitter Streaming API (Twitter, 2012b) can be used to download a 1% sample of the geotagged
tweets. For this paper, the Twitter Streaming APl was used to download geo-tagged Tweets for the
Greater London during July to December, 2013. The fields downloaded from the API included the
user name, latitude and longitude from which the Tweet was sent, time and tweet message content. A
total of 4.6 million (4,633,139) geo-tagged Tweets were downloaded. These tweets were sent by a
total of 272,248 unique users. Following map (Figure 1) shows a map of the 4.6 million tweets. This
map shows that more Tweets were sent by users located in the central part of the city than the
surrounding areas of Outer London.

Figure 1: The Greater London geography of the 4.6 million tweets

Few users sent more tweets than others. 2,000 or more tweets were sent by the top 45 users.
Following figure (2) shows the number of tweets by individual users.
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Figure 2: Number of tweets by individual users

3. Data processing

In the first step, 4.6 million tweets messages were divided into a series of ‘words’ i.e. a group of
characters separated by a full-stop, comma, semi-colon, colon, apostrophe, or double quotes. This
resulted in a dataset of 35,028,273 words. For the investigation of the spatial patterns of individual
words, all the words were aggregated to 633 wards in the Greater London. For each word (y), an
Index of Dissimilarity (Birkin et el, 2013) was calculated across the 633 wards. The Index of
Dissimilarity is defined in the following equation.

0 (x,2) = 0.5 xz

X

Xi X
X, Xi

Where x = (1,.....,633) wards in the Greater London and an asterisk (*) denotes summation across a
missing index. The resulting Index of Dissimilarity value for each word (y) is a standardized value
between 0 and 1. Where 0 indicates a uniform distribution and a 1 indicates a spatial concentration.

Index of Dissimilarity was calculated for each of the 35,028,273 words in the dataset. In the second
step, in order to select the words which are spatially concentrated, the words having Index of
Dissimilarity less than 0.5 were deleted from the database. This resulted in 122 remaining words
which are listed in the following table (1). The table also assigns each word to one of the 8 distinct
categories.

Table 1: 122 spatial concentrated words

Categories Words
Travel LHR, PANCRAS, PADDINGTON, HEATHROW, RAILWAY, UNDERGROUND, FLIGHT,
STATION, @HEATHROWAIRPORT, AIRPORT, TERMINAL, TUBE
Sports #THFC, FULHAN, #ARSENAL, #LFC, #AFC, #ASHES, #CFC, @ARSENAL, CHELSEA, SPURS,
FOOTBALL, #MUFC
Places in London HOUSNLOW, MARYLEBONE, MIDDLESEX, BROMLEY, GREENWICH, ISLINGTON,

SHOREDITCH, OXFORD, PICCADILLY, WHARF, KINGSTON, SHARD, HACKNEY,
BRIXTON, BRICK, MARKET, KENSIGNTON, LEICESTER, KNIGHTSBRIDGE, CROYDON,
HAMMERSMITH, CIRCUS, TOTTENHAM, WATERLOO, NOTTING, COVENT, REGENT,
ARENA, WESTFIELD, ROMFORD, CAMDEN, RICHMOND, CLAPHAM, STRATFORD

Tourism MUSEUM, TOWER, GALLERY, BRIDGE, PALACE, ROYAL, HOTEL, COURT, TRAFALGAR,
HYDE, WESTMINSTER, ALBERT, BUCKINGHAM
Food & Drink @STARBUCKSUK, STARBUCKS, COCKTAILS, BAR, COSTA, PUB, DRINK, COFFEE, JUICE,

CAFE, MCDONALDS, COOKING, RESTAURANT




Leisure LOUNGE, STUDIOS, THEATRE, PARK, EVENT, CINEMA, XFACTOR, KITCHEN, HOLIDAY,
XBOX, HANGING, GARDEN, SHOPPING, MUSIC

Emotions ENJOYED, #EXCITED, OMG, MISSING, SURPRISED, DISGUSTING, EMBARRASING,
ANNOYING, GAY, MADNESS, WTF, FANTASTIC, SHOCKING, RIDICULOUS, BORED,
AWFUL, HAPPINESS, PLZ

Other GOODNIGHT, DUDE, DAD, DADDY, BOYS, FAMILY, FRIEND

4. Results and Discussion

Following figure (3) shows an example of the spatial concentration of the words. This figures shows
two maps of the individual tweets where ‘TRAFALGAR’ (map on the left) and ‘LHR’ (map on the
right) were mentioned in the tweet messages. The Index of Dissimilarity value for both the words was
0.833 and 0.96 respectively, indicating a spatial concentration of the tweets. This could also be seen
in the maps.

[
\

Figure 3: Tweets around the area of Trafalgar Square (left) and London Heathrow Airport (right)

The following table (2) shows the temporal graphs of the 8 word categories listed in section 3. The
temporal graphs show the distinct temporal patterns of these categories. Words of the ‘Travel’,
‘Sports’, and ‘Leisure’ categories have the most distinct patterns. There is high number of tweets
mentioning ‘Travel’ category words during the morning and evening rush hours. More tweets of the
‘Sports” and ‘Leisure’ category words are sent during the night time. There are also more tweet
mentions of the tourist places after 3pm during the day.
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Table 2: Temporal graphs of the word categories. X-axis represents the hours of the day and Y -axis represents
the frequency of the tweet messages
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These temporal graphs show the footprints of the Twitter activity throughout the city. These also
show an overall pattern of the behavior of the users in the Greater London.

5. Conclusion and future work

This paper has presented a preliminary analysis of the Twitter messages to explore the inherent spatial
and temporal patterns of activity. A large dataset of Twitter messages was analyzed and decomposed
into 35,028,273 words. For each word, the Index of Dissimilarity was calculated to identity
interesting words having spatial concentrations. This resulted in a total of 122 words which were
assigned to 8 distinct categories. The paper has also presented an initial exploration of the spatial and
temporal pattern of the word categories.

This is a very promising research area, and we plan to enhance this work in the future. We plan to
perform a fine scale temporal activity pattern analysis on the dataset to identity the areas of distinct
attributes and behaviors e.g. the areas of leisure activities vs. work place areas. We also plan to use
various topic unsupervised modelling techniques such as Latent Dirichlet Allocation (LDA) to
generate topics in small geographical areas, and analysing the temporal variations in topic
formulation and popularity, both daily temporally and seasonally.
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Summary

Although branded as ‘obstructionists’ and major agents of ‘disease and filth’ by city authorities, food
vendors remain the pivotal node in the local food system in most informal settlements; therefore, their
interaction with the environment and infrastructure services, and challenges they face to keep the food
safe to eat, requires further grounded exploration. Food vendors from informal settlements in Nairobi,
Kenya, who are acting as mappers and change agents, are building multi-layered views of places
through the deliberative process of knowledge coproduction by participatory sensing, which lead to
opportunities and challenges to improve those places.

KEYWORDS: Volunteered Geographic Information, food vending, Nairobi, participatory mapping,
participatory sensing

1. Background

The households of the urban poor often rely on the food resources that are generated within the informal
sector typical of many African urban centres, including Nairobi, Kenya (Tacoli, 2013). Yet these
seemingly small-scale but significant numbers of vendors are not considered the ideal fit to modernist
and elitist centred nature of planning and management of many cities in the Global South. They are,
thus, often considered by the local authorities as- the ‘obstructionists’ as their stalls increase congestion
in the very limited public spaces of the settlements; - and major agents of ‘disease and filth’ for
demonstrating inadequate food safety measures, including poor storage facilities, often contaminated
from road dirt, nearby waste dumps and open sewers. These vendors often suffer removal or forced
closure by city authorities during disease outbreaks which not only put their livelihoods at risks but also
affect access to food for the poorest residents of low-income settlements, who tend to be most dependent
on street vendors (Keck & Etzold, 2013; Tacoli et al, 2013). Despite all these adversities, food vendors
continue to be the pivotal node in the local food in most informal settlements (Tacoli et al, 2013);
therefore, their interaction with the environment and infrastructure services, and challenges they face
to keep the food safe to eat, requires further grounded exploration. Hence, we engage with food vendors
in a few informal settlements in Nairobi, recognising their role as a major entry point for increasing
urban food security and safety. Since vendors can both affect, and be affected by urban spatial
structure/form, land-use and how infrastructure and services are provided, a crucial first step is to
understand the physical constraints in the space within which street vendors operate. Thus the local
communities have started conversation with us to explore how food-scapes (i.e. all types of food they
eat) is connected with places where they live, work and walk within the settlements. To put it in another
way, how participatory mapping as a process and product, involving local participants, can contribute
to and- from situated knowledge co-production when positioned to explore the environment-human-

* Sohel.ahmed@ucl.ac.uk
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Jfood nexus? This had opened up the need for multiple layers of data that are required for positioning
‘multiple ways of knowing’ the community food-scapes and their relation with the environment; on
one hand, to capture the differential conditions within the settlements where people live, buy their food,
and eat the food while walking (‘snack foods”) is very much part of their main meal as put by one of
the participants-
“The way we eat in informal settlements has changed over time; this is because we lack
adequate cooking spaces in our shanties and more so we are prone to fire outbreaks. This is
why we prefer ready cooked food.”
-and on the other, to capture social construct and narratives around food-scapes that are unique to these
informal settlements. The community realised that they need access to more innovative tools to be
included to the existing repertoire of mapping and knowledge producing tools.

2. Bridging citizen science and Participatory GIS: multi-layered visual representation practices

Use of GIS for data creation, analysis and dissemination of information has becoming ubiquitous across
various disciplines because of its ability to bring more life to data by embedding it to a
location/place/space, which also allow wider flexibility of visualisation in the policy making areas for
multiple disciplines (Sieber, 2006). But since its journey in the 1980s , it primarily stayed as a tool for
surveillance, control and authority — an expert power in the hands of a few advantaged- a very elitist
and positivist tool and technique critiqued by many in the 1990s (Sieber, 2006; Cope and Elwood,
2009). To make the spatial platform more open to public, Public Participation GIS (PPGIS) evolved in
the North primarily, which in the late-1990s transformed to give voice to marginalised communities in
the Global South and evolved as Participatory GIS (PGIS) — a merger between participatory Learning
and Action (PLA) and GIS, alternatively put ‘community GIS/mapping’ or ‘GIS-in-practice’ (Corbett
et al, 2006).

Participatory GIS (PGIS) involves a collaborative process of using geospatial technologies in
collecting and storing spatial data to have diverse perceptions and realities of space and place which
includes collaborative collection of ‘field data’ that includes spatial data, and non-spatial qualitative
data — e.g. community narratives representing local knowledge that is initiated and directed by the
participants in the participatory development process of the Global South (Rambaldi, 2005, 2004,
2006). PGIS gave rise to a community of ‘Grassroot GIS users’2, promoting GIS and mapping practices
that can situate and navigate the local initiative and knowledge for diverse reasons but for priorities
important to the local community. Along with many other examples to PGIS and community mapping
(e.g. Livengood & Kunte,2012;Corbett et al., 2006; Makau et al., 2012 ), the Federation of the Kenyan

mapping urban informal settlements in Kenya (Kerenja, 2010).

We are using PGIS for mapping the issues that the community identified are supported by local and
external experts and analysts in a collaborative way for collecting and analysing the data. We also adopt
innovative way of multiple representation of places (as illustrated in Fig 1 and described below) by
bridging citizen science? tools (mobile apps and balloon mapping) with PGIS tools to create appropriate
community data and knowledge platform that ensemble all partial and situated knowledge through
‘multi-layered way of knowing’ in inclusive and empowering manner. Such —‘representational
flexibility inherent in existing forms of the technology, creatively mixing and shifting representations,
epistemologies, and signification strategies’(Elwood, 2009, p60).

Cognitive ability of the community participants are used whenever possible to harness and situate local
knowledge. For instance, community view on issues on food-scapes and environment are captured

2 Refers to the kinds of individuals and organisations that tend to be involved in PGIS initiatives: smaller
NGOS, activist groups, community organisations’ (Elwood, 2009, p.59).

3 ' scientific activities in which non-professional scientists voluntarily participate in data collection,
analysis and dissemination of a scientific project' (Cohn 2008; Silvertown 2009 in Haklay, 2013)
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through narratives but cognitive mapping tools using satellite images and paper maps are gleaning local
spatial knowledge from the community and helping them to identify locations that require mapping (on
food and environment) on the ground. At this stage, the community is also using ‘participatory sensing’
techniques (Haklay 2013) that are now readily available in smartphones; The GPS and camera abilities
are used of the mobile location-aware devices for mapping food vending types, in addition to general
demographics of the vendors (age, sex), locations and food safety measures observed to have a rapid
scan of food consumption sites in public spaces within the settlements as this is the predominant mode
of consumption within such settlements in Nairobi, previously identified by Tacoli et al. 2013 and later
confirmed by this study in community discussions. They are also using external sensors like balloon
mapping tools (for more information on the technique, see publiclab.org) for generating cheaper DIY
high resolution community aerial photos that provide different and unique bird-eye visual
representations of the community, particularly having scalar view of environmental hazards (open
sewerage lines, dumping sites, and so one), and also helps to update local base mapping and
enumeration activities. Cognitive ability of the community participants are also being used to stich the
images to have settlement-wide images (Figure 1) and also to have a purview of scale of environmental
problem they are facing.

Balloon photos for Bondeni

Figure 1 visual representation of the same village captured through balloon mapping

We argue that the raison d'étre behind such multi-representations are helping the community to frame
and reframe the community narratives to situate to ‘representational practices’ (as coined by Elwood,
2009, p61) that are navigating and shifting to new priorities while also challenging existing meaning
and identities embedded in those spaces. For example, the Federation has developed local base maps
(as Mathare Zonal Plan*) highlighting inadequate infrastructure provision and thus showcasing and
advocating the need for resource allocation with explicit pointers to areas that require more attention
within this settlements; As food came to the fore of their agenda, the representation spaces and practices
started to take shape around it which actually culminated in the study that this paper is referring to —
food-environment-human interface (fig 2).

4 http://www.mustkenya.or.ke/index.php/settlement-zonal-plans/mathare-zonal-plan
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We also argue that such fixed production of places through maps are ‘travelling’ as their causes are
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changing .Using ‘expert power’® of GIS with other powerful visual representations like those from the
ground and from the air linked to maps can only make the claim firmer.

3. Conclusion: knowledge that leads to action

Bridging Participatory GIS with citizen science tools such as food mapping with mobile apps and
capturing high resolution community top-view with Balloon mapping with conventional GIS
functionalities is allowing the community to have a deeper contextualisation than simple digital
cartography cannot afford, and is also acting as a knowledge building tool, platform that empowers
community. Using the narratives coming from community discussions are being translated into
planning for immediate and future location-specific and settlement-wide interventions- e.g. settlement-
wide awareness building by showcasing these multiple forms of visual representations ; with such multi-
layers synoptic geographic overviews of settlements, communities/neighbourhoods are identifying
hazardous areas in relation to food spaces and infrastructure provisions (road networks, water and
sanitation provisions etc.) e.g. inadequate solid waste collection fosters food contamination(fig. 3),
which is allowing the community to prioritise areas for clean-up and putting their priorities forward to
local authorities. There are signs that this study is gathering quite a momentum as the community
managed to get in touch with the Nairobi County Government with the preliminary findings which
helped them to initiate Public-Private (PP) based solid waste collection effort as well as opportunity to
consult the findings in a Parliamentary Committee. In other settlements in Nairobi, the communities are
also forming food vendors association (FVA) like the one in Mathere which can make a big difference
and can help in making the impact of the project sustained for longer.
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Abstract

This paper aims to contribute to the wider research scheme of the ONS ‘Beyond 2011 project by
assessing the feasibility of creating geodemographic classifications from administrative statistics as a
way of eliminating the need for a full population survey. The classification is created using K-Means
clustering algorithm which is then compared with OAC super-groups as a benchmark in maps and
cross-tabulations. Results show similar classification of area types and health variations in England
suggesting that the range of administrative datasets examined in this study could be explored as viable
alternatives to the traditional census approach.
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1.0 Introduction

The decennial census, though a complete source of socioeconomic data on UK population, has been

criticized as being too costly and becoming increasingly difficult to carry out due to contemporary

changes in the way society is organised. The challenges of high population mobility, opportunities

created by advances in information technology which has increased the efficiency in the way data on

several aspects of the population is stored, and the need for more timely and up-to-date delivery of
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demographic data across the UK, all seem to suggest alternative ways of collecting, organising and
disseminating detailed and up-to-date population data ONS (2011). Hence, the UK Statistical
Authority (UKSA) “Beyond 2011 programme was set up to examine the feasibility of replacing the
traditional census approach with administrative data already being held on the population. A logical
starting point for the programme would be to search for similarities in patterns identified by both
administrative and census datasets on a wide range of topics. This study therefore, aims to assess the
potential of creating area classification models from available administrative data sources with the
2001 OAC Super-Groups as a benchmark. The geodemographic model is chosen for a pilot study
because it is one of the most widely used socioeconomic models created from the decennial census for
public sector planning and business targeting. The reliability of the classification is tested using

independent data sets not included in classification.

The choice of testing the classification against selected census ill-health indicators is informed by the
evidence in literature on the use of geodemographics to explain health inequalities health across
England, The work of Dedman et al. (2006) demonstrated that geodemographic systems can be used to
classify areas according to health needs by clearly showing where high and low illness rates might be
expected. Shelton et al. (2006) developed a geodemographic characterisation of mortality patterns in
England. Using sex and age standardised mortality data for nine causes of death, he calculated SIRs
and found patterns of mortality to reflect socioeconomic circumstances with the more deprived areas
suffering poorer health outcomes. Petersen (2009) also found that health inequality can be illustrated
based on social area types. Thus, efforts have been made to show that strong relationships exist
between population health and area types. However, no attempts at comparing geodemographic
classifications created from administrative data sources as potential replacements of the census-based
area classification were uncovered. This study represents one of the first efforts directed at filling this
research gap. It examines the feasibility of constructing a geodemographic classification for small
areas in England from administrative data sources. It examines how the classification compares with
the census-based Super groups and whether the new classification can be used to predict geographical
patterns of inequalities in health across England.

2.0 Data and Methods

The primary scale of analysis chosen for this study are the 32,482 Lower Super Output Areas
(LSOAs) of England being the geographies for which small area administrative statistics are published
regularly to enable analysis of patterns over time (Neighbourhood-Statistics, 2004). The GIS boundary
data for LSOAs are obtained from the United Kingdom Baseline Reference Database for Education
and Research Study (UKBORDERS) available at EDINA (2012). It is worthy of note that the choice
of variables for this study is highly limited by the availability of administrative statistics. All the
datasets are derived from 100% administrative data sources and are a product of the National
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Statistics. They are produced to a high statistical standard and accuracy. All datasets found to be
negatively skewed were log-transformed (LN(Data +1)) to near normal distributions which has been
found to be well adapted to socioeconomic count data (Rogerson, 2010). With the exception of council
tax band as a proxy measure of housing, the strength of relationships between equivalent pairs of
variables are shown to be strong in table 1. The classification of LSOAs into six socioeconomic
groups as measured by available administrative data is created using the functionality of the SPSS k-
means iterative clustering algorithm. Please refer to (Birkin and Clarke, 1998, Birkin and Clarke,
2009, Vickers and Rees, 2006, Vickers and Rees, 2007) for comprehensive details on creating
geodemographic classification of areas. The alternative classification created from administrative data
sources in this study is generally labelled Geo-Social Area Classification (GSAC). The profile names

and pen portraits are derived from most dominant variables in each cluster.
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ISAC 1
Lone Parent 674 1
Council Tax Band .537 469 1
Incapacity Benefit 726 .641 .682 1
Pension Claimants -127 -.079 119 .104 1
Census Unemployment .865 .758 551 755 -.055 1
Census Lone Parents .649 .835 555 657 -.130 .709 1
Census Rented .614 .645 512 557 .067 .680 .658 1
Census Pensioners -.187 -112 .057 .054 .970 -.093 -.194 -.025 1
Census LLTI 453 435 578 746 .614 .543 .385 424 .589 1
Census
Lone Council |Incapacity| Pension Census Lone Census Census Census
JSAC Parent | TaxBand | Benefit | Claimants | Unemployment | Parents Rented | Pensioners LLTI

Table 1:

Correlation matrix of the main census and administrative variables

The correlations between equivalent pairs of deprivation variables are highlighted in beige. All correlations are significant
at p=0.00. Incapacity Benefit (IB), Limiting Long Term lliness (LLTI); Job Seekers Allowance Claimant (JSAC);
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3.0 Analysis

3.1 Administrative data-based Area Classification of England
The classification created from administrative data is generally named ‘Geo-Social Area Classification

(GSAC)’. Tables 2 shows profile labels and pen portraits of the six area types labelled after the
dominant variables shaping the social character of the clusters. The map of the six clusters and the
ONS Supergroups is shown in Figure 1.

Social profiles
Area Type Dominant Characteristics Area Dominant Characteristics

Persons paying low council tax Resident population mainly
(bands B & C) elderly aged 60 and over

1: Struggling | Pension Claimants 4: Medium to high council tax

Families Aged 50 and over Suburbia  payers (Bands D — G)
Paid care givers Pension claimants
Incapacity benefit claimants

Middle-aged resident population
mainly older adults (aged 25-49)
2: Typical Paying council tax D- E
Urban Living High Population Density
Lone Parents
Job seekers
Persons paying low council tax Young resident population
(bands A) aged 16-24

: : High children population (0-15) 6: Young | High population density
3: Deprived b seek i
Communities Job seekers Urba_m_ Low council tax (Band A)
Lone parents Families
Incapacity benefit claimants
Paid carers
Table 2: Cluster labels and the variables defining the socio-economic characteristics of LSOAs in
England

A visual comparison of the maps in Figure 2 shows some spatial similarities between the ONS
Super-Groups and the alternative GSAC. This inequality is well defined by both classifications in
regions like the North-East, South Yorkshire, North-West and the Midlands. The ONS ‘Country-side’
and the GSAC ‘Suburbia’ which contain affluent LSOAs and the elderly population reflect more
suburban distributions. The ethnic dimension is largely missed in the GSAC classification of urban
areas due to the lack of readily available small area administrative data on ethnicity for inclusion in the
area classifications at the time of this study. Overall, the GSAC appears to identify areas of
socioeconomic disadvantage more distinctively. This is as expected since the main administrative
variables available for inclusion in the classification relate to various types of economic deprivations.
The ONS classification demonstrates a smoother pattern of socio-economic structuring of the
population. This pattern is examined statistically by relating the classifications to independent
observations to examine how they perform in reflecting socio-economic stratification.
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3.2 Cross Tabulation-Based Comparisons of Geodemographic Classifications
Tables 3a and 3b show the results of the cross tabulations of the ONS Super-Groups and the GSAC

clusters which is a widely used objective method of determining the ecological equivalence of area
classifications (Voas and Williamson, 2001, Webber and Butler, 2007). Each cell on the table shows
the proportion of the total population share of LSOAs common to the subclasses of both
classifications. The suburbia neighborhoods is classified as an equivalent of the Super-Group country
side and urban fringe area types. The GSAC deprived communities are found to be similar to the ONS
multicultural and disadvantaged groups. These clusters and most urban areas appear under-represented
in the GSAC. Table 3b contains the index scores which quantify the degree of appropriateness of these
proportions. An index score of 0 shows lack of representation and absence of the target cluster in the
benchmark classification. 50 means that the target cluster is half represented as expected, 100 depicts
equal representation on both classifications, an index value greater than 100 indicate an over-
representation and 200 means that the target cluster is twice as represented in that order (Boyle et al.,
2004). The indices shown in Table 3b indicate higher ecological correspondence between the urban
clusters of both classifications. The GSAC appears to more clearly, distinguish areas of socio-

economic disadvantage than the ONS Supergroups.
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Deprived Communities Disad ged and Multicultural Urban Suburbia Country Side

- Deprived Communities|

Urban Living and Struggling Families White Collar Urban and City Life Outer Urban Urban Fringe

@ vnite Collar Urban
S @ wuticutural City Life

Young Urban Families’
. Typical Urban Living
@ struggiing Families

Figure 1: Clusters of ONS LSOA-level geodemographic classification Super-Groups compared with the alternative ‘Geo-Social Area Classification’ (GSAC)
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COUNTS OF LSOAS ONS SUPERGROUP TYPES FOR LSOAs |
Tota
A 1 2 3 4 5 6 7 Wl B
Count  Profession Urban White  Multicultur  Disadvantage Miscellaneous of LSOAs
ry al City Fringe Collar  al City Life d Community Built-Up LSOAs
Side Life
GEO-SOCIAL
AREA 1: Struggling Families 780 212 609 3840 259 1063 3802 10565 325
CLASSIFICATI | 2: Typical Urban Living 65 1411 959 873 1789 98 850 6045 18.6
ON (GSAC) 3: Deprived 11 53 0 86 1457 3236 898 5741 17.7
4: Suburbia 3120 387 3449 1440 73 1 536 9006 27.7
5: Outer Urban 59 202 308 0 0 0 1 570 1.8
6: Young Urban Families 16 400 28 7 47 0 57 555 17
Total Number of LSOAs 4051 2665 5353 6246 3625 4398 6144 32482 100.0
% LSOAs 125 8.2 16.5 19.2 11.2 135 18.9 100.0
B INDICES 1 2 3 4 5 6 7
Population  Country  Professiona  Urban White Multicultural  Disadvantaged Miscellaneous Built-Up
Share Side | City Life Fringe Collar City Life Community
1: Struggling Families 0.325257 59 (10.0) 24 (4.1) 35(5.9) 189 (32.8) 22(3.7) 74 (12.5) 190 (32.0)
2: Typical Urban Living 0.186103 9(1.1) 284 (34.9) 96 (11.8) 75 (9.3) 265 (32.5) 12 (1.5) 74 (9.1)
3: Deprived 0.176744 2(0.2) 11 (1.5) 0(0) 8(1.0) 227 (30.4) 416 (55.7) 82 (11.1)
4: Suburbia 0.277261 277 52 (7.7) 232 83 (12.1) 7(11) 0(0) 31 (4.6)
5: Outer Urban 0.175482 8(9.8) 43(51.1) 32 (38.9) 0(0) 0(0) 0(0) 0(0)
6: Young Urban Families | 0.170864 2(2.2) 88 (82.2) 3(2.9) 1(0.6) 8(7.1) 0(0) 5
Overall Performance 129 100 105 89 138 143 90

Table 3 Cross tabulation results

Table 3A: is Cross tabulations of the Clusters of ONS LSOA-level geodemographic classification Super-Groups and those of the alternative ‘Geo-Social Area Classification’ (GSAC) of
England; 3B shows the index scores derived from the cross tabulation results. An index score of 100 means that the a cluster cell has the same population share of LSOAs, 0 means cluster
is absent and 50 signifies a cluster is half as present and 200, twice as present , in that order
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33 Validating the Classifications with Independent Datasets
The GSAC and the ONS Super-Groups classification performance were examined in relation to the

averages of the National Childcare Indicator data (NCI), three indicators used for the construction of the
2010 IMD namely Crime, Living Environment and Education and Training for each area type in London
GOR. The results in Figures 2 and 3 show a clear stratification of these indicators along socioeconomic
lines. In both classifications, higher proportions of low income groups in urban centres are more likely to
take up the formal childcare element of the working tax credit (Gregory, 2009) in comparison with
families in more rural areas and elderly populations in London. As expected, crime incidence is
demonstrated to be relatively higher in socially disadvantaged and multicultural LSOAs of London
located in communities such as Tower Hamlets and Westminster compared with suburban Greenwich and
Barnet neighbourhoods. Poorer environmental conditions, educational qualification and professional
skills are found to increase with area-level deprivation. Families in suburban communities are shown to
live in better socioeconomic conditions. Though similar patterns of socioeconomic stratification are
identified by both classifications, the ONS Super-Group which is constructed from a wider range of
variables appears to illustrate small area-level socioeconomic stratification of areas more distinctively.

45
40
35
30
g 25
=
o
=2 20 |
©
£
o 15
1
S
] 10
=
(=) 5 |
0 St i ical Urban  Deprived Y Urban
rug:gl} e Iyplg . eprivec Suburbia Outer Urban oung -t
Families Living Communities Families
National Childcare Indicator 5.16 5.17 5.16 5.16 5.22 5.2
m Crime Index 5.67 55 58 5.44 4.98 517
mLiving Environment Index 30.58 36.15 40.95 184 327 41.08
mEducation & Skills Index 30.59 13.99 36.57 7.34 33 1229
Geo-Social Area Classification (GSAC)

Figure 2: Geo-Social Area Classification (GSAC) Clusters cross tabulated with other socioeconomic data not
included in the classification

Lower values of National Child care indicator implies low take up of formal childcare tax credit and higher values refer to higher take up.
Lower values of crime, living environment and education mean better conditions and higher values are indicative of poorer conditions
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B Crime Index 5.86 5.27 4.15 5.05 5.67 571 5.28
Living Environment Index 11.75 37.66 12.67 14.84 36.48 25.81 22.32
M Education & Skills Index 14.64 6.35 5.76 18.11 18.7 42.96 19.19

OAC Super-Groups
\_ P P

_/

Figure 3: AC-Super Groups cross tabulated with other socioeconomic data not included in the classification

Lower values of National Child care indicator implies low take up of formal childcare tax credit and higher values refer to higher take up. Lower

values of crime, living environment and education means better conditions and higher values are indicative of poorer conditions

3.4  Geodemographic Classifications and Health Inequality
The created classifications was also related to quintiles of health indicators from the 2001 census

to examine how well health inequalities in England could be identified. The results show health
outcomes to reflect the social characteristics of neighbourhoods and the people who live within
them at the LSOA level. Table 4 shows the area correspondence of ONS Super-Groups and
GSAC Clusters with LLTI and IB health measures for the year 2001. The cells with values
highlighted in blue represent LSOA types with high proportions of good health outcomes. The
cells in red are area types demonstrating high levels of ill-health. Areas highlighted in yellow
represent the proportions of typical urban areas. The distribution of the quintile of health ratios
across geodemographic clusters is better visualized in Figure 4, which clearly shows the more
deprived/disadvantaged/multicultural areas as having poorer health outcomes (these are
represented with red bars) compared with the affluent suburban groups with lower proportions of
ill-health, depicted with blue bars. The presence of rural-urban differentials in health patterns is

also clearly seen Core urban areas (ONS White Collar Communities and GSAC Typical Urban
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Living groups) appear to reflect higher inequality. Most LSOAs in urban areas contain a
complex mix of the first four illness quintiles almost in equal proportions compared to more rural
ones. Note that the proportions of LSOAs within core urban neighbourhoods in the highest
illness quantile (Q5) are relatively small compared with other neighbourhoods. These areas have
high concentrations of younger professional adults who are less likely develop critical health
issues. Overall, the results suggest that geodemographic classifications can be a more practical

tool for explaining geographical variations in health.

A 3500

e R L .

mB-SIRQ1 IB-SIR Q2 IB-SIR Q3 IB-SIRQ4 ®mIB-SIRQ5

4500
3500
2500

m IB-5IF Q1 B-SR Q2 IB-5IR Q3 IB-5IR 04 m IB-5IR Q5

Lowest SIR Quintile (Ql) —=————r Highest SIR Quintile (Q5)

Figure 4: Quintiles of health measures by geodemographic typologies in England

The height of the bars represents the count of area types represented in a particular quintile of health. Blue bars
represent better health (Q1 and Q2), red bars depict worse health (Q4 and Q5) and vellow bars are average health (Q2)
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4.0 Conclusion

The challenges of data and methodological limitations of the K-Means clustering algorithm, the findings
of the study demonstrate national administrative statistics used for creating the geodemographic
classification to be of high performance given the strong associations between the datasets and equivalent
census measures. The alternative area classification labelled ‘GSAC’ was found to stratify LSOAS into
similar area types with the ONS Super-Groups. A high level of ecological correspondence was observed
between the urban clusters of both classifications. Deprived communities of the GSAC area types appear
to be clearly mapped out in a similar fashion with census definitions. This is expected given the heavy
reliance of the classification on benefit data and council tax bands. The test of the classification against
independent child health indicators for London not used in the both classifications further confirms the
similarity of the GSAC with the OAC Super groups. In both classifications, poorer health, worse living
environment index and higher crime rates are observed in more disadvantaged LSOAs while more
affluent neighbourhoods record better health, improved living environment conditions and much lower
records of crime.
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Summary

Services delivered via National Infrastructure (NI) are key to securing economic growth and societal
well-being. Spatially complex interdependent networks form an integral component of NI (e.g. energy
supply, transport, waste management, clean water supply and dirty water treatment). It is essential that
such infrastructure networks and interdependencies can be managed, analysed and modelled in a
robust and consistent manner. This paper presents work undertaken to develop a spatial interdependent
network model within existing relational database management software that is suitable for national-
scale representation of infrastructure network systems and their interdependencies.

KEYWORDS: National infrastructure, networks, relational databases, data management,
interdependency.

1. Introduction

National Infrastructure (NI) networks no longer operate as isolated, stand-alone spatial networks, but
interact to form complex relationships between physical assets and networks. Spatial dependencies
and interdependencies between NI networks can lead to the propagation of disruptions and failures
resulting from man-made and natural hazards. As such, it is pertainet to consider NI as as a ‘network-
of-networks’, with inherent underlying spatiality. However, such a representation can require large
quantities of data from disparate sources to represent physical components of single and multiple
networks. Moreover, new data management and analysis tools are required in order to effectively
manage and analyse infrastructure systems within the network-of-networks paradigm. In this paper we
present a new relational database schema, implemented in PostgreSQL and PostGIS, that has been
developed specfically for representing spatially interdependent infrastructure networks. The utility of
the database schema is demonstrated via a prototype reporting tool for infrastructure network
visualisation.
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2. Network database schema and Python interface

The structure of the network database schema is illustrated in Figure 1 as an entity-relationship (ER)
diagram. The administrative tables, Graphs and Global_Interdependency (Figure 1) maintain a record
of the networks and interdependencies stored within the schema. A network is stored using the concept
of table inheritance. A single network comprises three tables, with each inheriting attributes from the
parent tables (Figure 1); ensuring that the attributes of the parent tables propagate to the instance
tables. This same approach is used for the interdependency links between two networks.

| Parent network tables

| Nodes Edges Edge_Geometry |
FK1 | GraphiD Node_F_ID geom
| geom Node_T_ID I
FK1 | GraphlD
| Edge_GeomlID I
e | e — — — — — — —
Global_Interdependency Graphs I Interde pendency Interdependency_Edges
| PK | InterdependencylD PK | GraphiD
I FK1 | InterdependencyFromGraphlD Pl U1 | GraphName :I FK1 | Interdependency_Graphs_F_GraphlD geom
FK2 | InterdependencyToGraphlD Nodes I FK2 | Interdependency_Graphs_T_GraphiD
I U2 | InterdependencyTableName > Edges " Interdependency_Nodes_F_NodelD
U1 | InterdependencyEdgeTableName Directed - Interdependency_Nodes_T_NodelD
I — " MultiGraph I GeomlD
Administrative Tables
— —_—d

Parent interdependency tables

Figure 1 — ER diagram of the network database schema.

Figure 2 shows two networks stored within the network database schema; the tables outlined in
magenta represent a network derived from National Grid electricity network data while the tables
outlined in green represent a network forming the London Underground Tube Network.

g Hodes Uige_Gaormetry
wade__i0 1 | Grasain seom |
Hode T 0
Graphio
tige, Gesmit |
‘herdepentency [ osersependency_tdges |

Intergependeniy_Grapho F_Graph

Bt eciependeacyfrombraphiD

Grasha_1_Sraghid

3
 Nodes_T_NodelD

e
tergependency T atiename
merdependeseytge Tabishame.

o |

| et )|

Pe_|togein

Exampile Network: Dats derived from National Grid
(2002, hitp:ld &

imtesdependency Edge Geomerry (Nasonal Grid <> Tube Netward|

| Gromi)

e

Example Network: Longon Underground Tubs Netwark
[Eopyright Transport for London bitas.itwe. il gev k)

Figure 2 -ER diagram of two dependent networks stored in the database schema.
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To construct and store the two networks, two Python-based modules, nx_pg and nx_pgnet have been
developed that use NetworkX to build the topology of any network model (Figure 3). The nx_pg
module is used to convert the raw data into a NetworkX network using the read_pg() function, and
then the nx_pgnet module can be used to write this network to a set of schema-enabled tables back to
the same database, using the write.pg_net() function. The process of building from raw data is
illustrated in Figure 3 by the steps highlighted in red, whilst the process of extracting a network from
the schema, once built, is highlighted in green. The build process uses the add_node() and add_edge()
methods of NetworkX to add the geometry and attributes of the raw edge and node data to a
NetworkX network before the final result is then written to the database schema. These modules
therefore act as a linking mechanism between the schema used for storage, and NetworkX which is
used for network analysis.

*node data optional

| PostgreSQL + PostGIS |

- Raw Edge Data
Raw Edge Table e.g. ESRI Shapefile
o
Edge Geometry Raw Node Table* ‘ Raw Node Data*
e.g. ESRI Shapefile

read_pg()
\\\_‘“write .pgnet{)
W [©) (el
: T write_pg()
read.pgnet() (4)
|
— nx_pgnet - | > nx_pg -
| 3) |
Python wrapper (ZI} add_edge()
— add_edge() add_node()
add_node()

NetworkX
network

Figure 3 — Overview of Python modules nx_pg and nx_pgnet that act as an interface between the
network database schema and NetworkX.

3. Enabling network analysis and visualisation

To date, the database schema has been used to facilitate the modelling and subsequent analysis of
infrastructure networks at differing spatial scales, for different geographic regions, within different
specific application domains. For example, the construction and storage of a road network from
informal data sources within the database schema, and subsequent linkage to NetworkX via the Python
wrappers, formed a critical component of work assessing optimum faecal sludge removal and disposal
over a road network for a suburb in Kibera, Nairobi, Kenya (Kennedy-Walker et al., 2014). This work
focussed on assessing two approaches for transferring faecal sludge between public toilets and transfer
stations; namely via a single transfer station, or via multiple transfer stations (see (a) and (b) of Figure
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4), using the network database schema as the data storage and analysis platform linked to NetworkX.
This provided the facility to perform cost analyses based around shortest paths across the road network
for the two different transfer approaches, between the toilets and transfer stations. In addition to its
analytical utility, two database-level functions, ni_create_node_view, and ni_create_edge view, create
views of the network data allowing the schema to be directly linked to Quantum GIS (Quantum GIS,
2014). This functionality is shown in Figure 5 where the two networks in Figure 2 (National Grid
electricity transmission and London underground tube network) are shown along with a representation
of inferred spatial dependencies between these two networks.

W Transfer stations
®  Public toilets
—— Road and path network
-+ Railway line

Kibera

Dala © OpenStreetMap confributors & Map Kibera

% O Toilet node

4)/ / Transfer station
D Treatment works

(a) Single transfer station (b) Multiple transfer stations Key

Figure 4 — Road network for Kibera suburb, Nairobi, Kenya (Kennedy-Walker et al., 2014).
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Copyright Transport for London (https://www.tfl.gov.uk/) .

National Grid network derived from data from (2012) http://www2.nationalgrid.com/uk/services/land-and-development/planning-
authoritv/shape-files/

Figure 5 — QGIS linked view of the two networks and their spatial dependencies shown in Figure 2.

As the encoding of a network or set of interdependent networks contains both topographical and
topological information a network visualisation and analysis tool has been developed for the database
schema using JavaScript Object Notation (JSON) data format that allows both views (topographic and
topological) along with analytical metrics to be viewed. Figure 6 illustrates several components of this
this visualisation tool. In the tool a user is able to select a particular network its style, and switch
between the topological and topographical views. The topographical view is currently delivered using
the OpenLayers web mapping library (OpenLayers, 2014a), and uses the OpenLayers Style Map
(OpenLayers, 2014b) to encode styles for each network. The topological view was developed using
the D3 library (Bostock, 2014), and provides currently a single force-directed layout (Bostock, 2012)
to visualise each network. Figure 6 also illustrates the metric view which is derived by using the
functionality of NetworkX.
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Figure 6 — Example of views of the topographic, topological and metric based capabilities of the
database schema analysis and visualisation tool. Top: RATP Rail Network, Middle: topological view,
Bottom: metric view as a degree histogram.
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4. Conclusion

This paper has highlighted the key components of a network database schema developed to facilitate
NI network modelling and analysis within a network-of-networks paradigm. By using table
inheritance available within PostgreSQL the database schema, coupled with Python wrapping
modules, provide the platform through which to conduct infrastructure network modelling and
analysis. To address the ability to model interdependencies between networks, a simple mechanism
through which interdependencies between two networks can be represented is included within the
schema. The utility of the schema has been highlighted through the local-scale assessment of faecal
sludge management options via a road-based network analysis. Additionally a range of visualisation
and analysis tools that have been developed that can directly interface with the network database
schema, enabling rapid visual and analytical analysis of the spatial, topological and metric
characteristics of complex spatial infrastructure networks.
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The Role of Geographical Context in Building Geodemographic
Classifications

Alexandros Alexiou™, Alexander Singleton**
! Department of Geography and Planning, University of Liverpool
November 7, 2014

Summary

Geodemographic analysis is a methodology that simplifies differentiated patterns of socio-economic
and built environment structure for sets of small area geography. A particular issue with many current
geodemographic classifications is that these lack any explicit specification of geographic context
within the clustering process. Within the broad range of geodemographic applications, current
techniques arguably smooth away geographic differences between proximal zones, thus limiting
classification sensitivity within local contexts. This research begins to address the issue of geographic
context by analyzing and evaluating various local, regional and national extents that can be used as
attribute contextual weights.

KEYWORDS: Geodemographics, Geographic sensitivity, K-means

1. Introduction

Geodemographic analysis is an established methodology that can provide a simplified measure of
socio-spatial structure of small area geography. Such classifications have demonstrated utility over a
range of public and private sector applications (Longley, 2005; Singleton and Spielman, 2013).
Geodemographic analysis typically uses the K-means clustering algorithm of multidimensional socio-
economic variables. This methodological framework can capture a wide set of input attributes, taking
advantage of the plethora of census variables and other geographically referenced data to generate
aggregate multidimensional profiles (Harris et al., 2005).

A particular issue when constructing such classification is the way attributes are used in the clustering
process. Due to the aspatial nature of the K-means clustering algorithm, geodemographic
classifications account only for similarities in the clustering process and not the geographical context
of each area; areas are essentially treated as independent from one another. Arguably, national
aggregations could sweep away contextual differences between proximal zones, reducing the local
sensitivity of classifications and thus obscuring potentially important patterns. This type of ecological
fallacy raises methodological questions regarding the accuracy of geo-classifications, given the
inherent loss of within-cluster variation (Voas and Williamson, 2001).

Various approaches use a number of controversial techniques to address these limitations, typically
through the implementation of radial buffers for zones, and selecting attribute locational contextual
measures. Although there are many national and proprietary classifications available (i.e. the OAC
National Classification by the ONS, MOSAIC by Experian and ACORN by CACI), these
classifications may not be suitable when assessing local patterns for policy applications. There are
indicators that private classifications incorporate locational attribute sensitivity, however, underlying

* a.alexiou@liverpool.ac.uk
* alex.singleton@liverpool.ac.uk
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techniques are typically obscured and impeding thus impede reproduction, and as such, there are no
established tests to their validity (Harris et al., 2005; Longley, 2007). Counter to this argument is that
classifications constructed at the national, regional and local extent are effectively built for different
purposes, and as such undermines comparison. This is a longstanding debate originating in the earliest
of UK classifications (see Openshaw, Cullingford and Gillard, 1980 and Webber, 1980).

2. Methodology

This research uses a set of fixed input attributes for Output Area zonal geography to build
classifications with different geographic extents. For this purpose, a number of geographical contexts
are considered (local, regional, national) to demonstrate the impact on final classification outcome
when input variables are kept constant.

Following the methodology of Harris, Sleight and Webber (2005) and Vickers and Rees (2007), a
dataset was assembled that includes demographic, economic and housing attributes of England and
Wales. The data is assembled in its entirety with 2011 census variables, provided by the Office for
National Statistics and aggregated at the Output Area (OA) level. Values were converted into
percentages in accordance to their respective denominator (with the exception of V10: Population
Density). Since k-means clustering is a parametric technique, based on the distributions and
correlation levels of the observations certain attributes were discarded (75% cut-off point). The final
remaining dataset (Table 1) was normalized using a Box-Cox transformation and converted into z-
scores for standardization:

g = 22— )

where X,; is the attribute value i of area a and ps is the mean and os is the standard deviation of the
observations in the dataset S. In order to measure the contextual differences between the three
geographical levels, the mean and standard deviation of the OA observations for the Local, Regional
and National datasets S, Sg, Sy where calculated, and z-scores where adjusted accordingly in equation
(1). Each of the three final datasets produced where used for the clustering process in order to measure
differences in classification performance.

Table 1 Final attribute dataset used. Attributes are aggregated per OA code.

Variables | variable Definition

Demographic

V1: Age 04 Percentage of resident population aged 0-4 years

V2: Age 5-14 Percentage of resident population aged 5-14 years

V3: Age 15-24 Percentage of resident population aged 15-24 years

V4: Age 45-64 Percentage of resident population aged 45-64 years

V5: Age 65+ Percentage of resident population aged 65 or more years

V6: Ethnic Group, Arab Percentage of people identifying as Arab

V7: Ethnic Group, Black Percentage of people identifying as black African, black Caribbean or other black

V8: Ethnic Group, Asian Percentage of people identifying as Indian, Pakistani, Bangladeshi, Chinese or Other Asian

V9: Marital Status, Single Percentage of population over 16 years who are single

Housing

V10: Population Density Number of people per hectare

V11: Rent (Private): Percentage of households that are private sector rented accommodation

V12: Rent (Public): Percentage of households that are public sector rented accommodation

V13: Shared Percentage of households that are shared accommodation.

V14: Flats Percentage of households which are flats

V15: No central heating Percentage of occupied household spaces without central heating

Economic Activity

V16: Working part-time Percentage of household representatives who are working part-time

V17: Unemployed Percentage of household representatives who are unemployed

V18: Student Percentage of household representatives who are full-time students

V19: Low Qualifications Percentage of people over 16 years with some qualifications but not a HE qualification

V20: Higher Education Percentage of people over 16 years for which the highest level of qualification is level 4
qualifications and above

V21: NSeC - Managerial Percentage of households with an HRP with a managerial position

41



V22: NSeC - Intermediate Percentage of households with an HRP with an intermediate occupation

V23: Industry, Agriculture Percentage of population aged 16-74 who work in the A, B and C industry sector
V24: Industry, Manufacture Percentage of population aged 16-74 who work in the D, E and F industry sector
V25: Industry, Sales Percentage of population aged 16-74 who work in the G, H and | industry sector
V26: Industry, Technology Percentage of population aged 16-74 who work in the K, L and M industry sector
V27: Industry, Administration Percentage of population aged 16-74 who work in the N, O, P, Q, T, and U industry sector
V28: Industry, Art Percentage of population aged 16-74 who work in the R and S industry sector
Travel Behaviour

V29: No car household Percentage of households with no cars

V30: 1 Car household Percentage of households with 1 car

V31: 3+ Car household Percentage of households with 3 or more cars

V32: Travel, Public Percentage of population aged 16-74 who travel to work by public transport
V33: Travel, Foot/Bicycle Percentage of population aged 16-74 who travel to work on foot or by bicycle

The classification methodology to produce clusters is the iterative allocation—reallocation algorithm,
known as the K-means clustering detailed in Milligan (1996) and Everitt, Landau and Leese (2001).
K-means clustering uses squared Euclidean distance as a dissimilarity function. Essentially, K-means
clustering assigns N observations into K clusters in such a way that within each cluster, the average
distance of the variable values from the cluster mean is minimized:

K
WCSS = min ZNk Z lIx; — % |1 2)
C = c=k

where WCSS is the within-cluster sum of squares for a cluster distribution C with K seeds, x; € N is
the data observations and X, is the k cluster mean. Since the algorithm is dependent on the initial
seeds, it must run multiple times in order to obtain optimal results (typically minimizing the WCSS).
This research focuses on broad socioeconomic categories (known as the Supergroup hierarchy), and
based on the optimum ratio between the number of clusters and their respective total WCSS, 7 clusters
were selected in order to carry out the analysis.

Once the optimised sets of K cluster assignments are calculated for each geographic context, clusters
within each set are matched in order to determine which cluster ID from one classification fits best to
another. Contrary to the typical qualitative way, i.e. cross-tabulation of the within-cluster distribution,
an algorithm was developed to analyze the degree of “fitness” of a set of different classifications. The
angular cosine similarity measure is used for this purpose, given by:

1— cos ~!(cos® " A; * B;
ACS (A,B) = ( ), cos @ = Li A+ B 3)
[
/2? A7 = /2? B
M1
Ifk; =| - | € C represents a vector with the average attribute values p of cluster k; of the set C, then
Hn

that cluster is more similar to another cluster k’; € C’, given they derive from the same set of
observations N, when the ACS is closer to 1 (and O if they are completely dissimilar - opposite
vectors). Taking this into account, it is possible to find the combination of pairs for which C = C'. If
C' ={k'y,..,k’;} represents the vectors of the attributes means of K clusters, then there is one
permutation of C' € XP for which the similarity between the two classifications is maximized:

n
ZACS(ki, k';) = max (€))
i=1

Finally, this research uses the R programming language in order to perform the analysis and map the
output classifications.
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3. Preliminary results and future directions

In this particular example, the Local Authority of Liverpool is considered (1584 Output Areas) and is
used as a basis to compare different classification outcomes. Figure 1 demonstrates how the local,
national and regional classifications are mapped within this context. Between the classifications, there
are differences in the emergent cluster patterns, with the local classification appearing to offer the
greatest differentiation between areas. The cluster mapped with a red colour represents the most
affluent residents (e.g. “White Collar Families™).

g
a

" s
JoIQ P08
N p N ?

Figure 1 Differences in cluster patterns in Liverpool, UK. From left to right: Local, Regional and
National geographical contexts used to classify Output Areas.

Figure 2 plots the distribution of average attribute values in standard deviations within a cluster
portrayed as “White Collar Families”. Further analysis reveals that the number of OAs in the cluster
decreases as the attribute extents are scaled. For instance, an affluent family by local standards may
not be as affluent by national ones. Since the Liverpool area is considered generally deprived, this
number decreases from 234 OAs to 172 in the regional context and 118 in the national one.
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Figure 2 Distribution of average attribute values of cluster “White Collar Families”, mapped red in
Figure 1, for local, regional, and national extents respectively.
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Although preliminary results show some degree of differentiation, a more extensive analysis is
required to explore how these patterns may map between different geographic contexts, for example,
how such patterns might differ between Leeds, Liverpool, or Manchester (Figure 3). Furthermore,
research is needed to explore how classifications created at local or regional extents can be assembled
in a way that national comparisons become possible. A challenge for future research is how these
differences can be measured, and how between classifications created for different scales impacts
upon the performance of the classifications when used for real world applications.
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Figure 3 Comparison of the distribution of mean attribute values of the cluster “Hard-Pressed
Households” of the national classification (England), with the local classifications for Liverpool,
Manchester and Leeds, along with their respective ACS levels (%).

Finally, for simplicity, administrative definitions of context have been used for this study, however,
we recognise that these may not represent true functional regionals or localities, and as such, further
work is required about how local or regional extents might be defined, and what impact these
geography will have on the final classification. In particular, further work is required to examine how
built environment / transport infrastructure can be used to measure geographic extents and how this
may impact upon emergent patterns.
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Introduction

Generally, the level of security is considered to be one of the main indicators of development
in any community. Thus, it is essential to maximise public safety and effectively tackle all of
the serious types of harm that people face, particularly with regard to crime-related incidents.
Naturally, criminal activities are a primary concern, and awareness of them results in a
significant negative monetary and psychological impact on people and nations. In every
society, crime is classified as a serious state of insecurity, fear and discomfort. Each country
determines what constitutes a series of forbidden criminal activities and punishes a criminal
for those activities by imposing fines or imprisonment or both. Therefore, there is no
permanent or globally determined definition of crime (Henry and Lanier, 2001). One of the
primary ways to better understand and recognise patterns of crime and how crime can be
effectively handled is to determine the precise geographical location in which the crime is
committed (Chainey and Ratcliffe, 2013) Several disciplines, such as sociology, psychology,
criminology and geography, have traditionally contributed to fully exploring the study of
crime (Georges, 1978).

Hence, decision makers and planners in most developed countries have recently formulated
their strategic plans to effectively provide the highest standards of security. Thus, the use of
various methods and visualisation tools, particularly the Geographic Information System
(GIS) tool, has dramatically increased in modern policing and crime scene investigation.
However, in Kuwait, as in most developing countries, police organisations have encountered
fundamental problems when attempting to determine, investigate and prevent criminal
activities. Surprisingly, modern technologies such as GIS, particularly in the crime
investigation field, have not been widely used in these countries to date compared with
developed countries, which are greatly concerned with using these visualising tools.

Specifically, the department of the civil defense at the Ministry of the Interior in Kuwait is
typically responsible for producing emergency plans. These plans can be provided to the
police to respond and deal faster and more effectively with criminal activities. Although
Kuwaiti planners are likely to still use the traditional methods in emergency services for
various reasons, there are obstacles which should be taken in to consideration, including a
lack of public awareness regarding the capabilities that GIS offers in policing services, as well
as the kind of physical and spatial data that needs to be available. The Ministry of Interior
continues to follow the modern methodologies in monitoring and analysis that are based on
the followed procession of the scientific treatment. That treatment is planned to control and
limit the negative criminal phenomena of some kinds of behaviours in the society. The goal of
the ministry is to manage and participate successfully in taking actions to resist such
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behaviours, which are completely out of the steady traditions and customs of the society.

This study basically concentrates on utilising GIS capabilities to study and analyse the spatial
distribution of four patterns of crime in the state of Kuwait with the purpose of developing
crime reduction strategies and organising the police force. In order to achieve this purpose,
two analytical methods have been specifically used: location-allocation modelling and spatial
interaction modelling.

The project is carried out based on data provided by 80 police stations covering 89 districts in
Kuwait. The crime mapping and crime analysis primarily focuses on determining the types of
crimes, such as crimes against the public interest, crimes of defamation and insult, crimes
against people (physical body) and property crimes.
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Figure 1: The distribution of existing police stations in Kuwait. Source: Ministry of Interior, 2012

As can be seen in Figure 1, all governorates in Kuwait are relatively covered by the police
stations. However, they vary from one governorate to other based the size of population as
well as the nature of governorate, administratively and economically. For example, the
Capital governorate, which is the capital of Kuwait, is the most important governorate in
Kuwait in terms of administrative and economic importance. Moreover, the majority of urban
districts, such as Al-Shuwaikh, Abdullah Al-Salem, Al-Rawad and Surra, are located in this
governorate. Hence, there are 31 police stations located in this governorate, although the
offence rate in 2012 was relatively low in this governorate. There were 864 crimes in a
population of 522670. In comparison, the Mubarak Al-Khabeer, which is the latest
governorate constructed, has just two police stations established.
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Using GIS Techniques in policing and to prevent crime

A Geographic Information System (GIS) is the result of a combination of traditional types of
science, such as geography, cartography and surveying, and modern types of science, such as
remote sensing, Global Positioning Systems (GPS) and computer sciences (Gu et al., 2009).
Typically, many definitions can be applied to the term Geographic Information System (GIS),
and most of those definitions focus on the hardware, software, data and analysis components.
However, depending on the nature of the purpose of the system’s use and on the user’s
knowledge, GIS can be easily defined. One way that GIS can be defined is as a computer
system that provides several powerful analytical functions, such as capturing, managing,
integrating, manipulating, analysing and presenting spatial data and geographic information
referenced to the Earth to support informed decision making (Heywood et al., 2002). At its
simplest level, GIS is defined as

"A powerful set of tools for collecting, storing, retrieving, at will, transforming and
displaying spatial data from the real world for a particular set of purposes"
(Burrough and McDonnell, 1998)

Its rationale is centred on the belief that GIS has significant capabilities to positively help a
local police force rapidly allocate, respond to, forecast and, thus, prevent emerging spatial
patterns of crime in an informative and efficient way. In addition to its data query capabilities,
GIS is a powerful tool that can be prevalently applied to provide a wide range of spatially
integrated, comprehensive and referenced data for police organisations so they can have
access to specialised crime mapping and conduct specific crime analysis. Moreover, law
enforcement organisations can effectively apply the communication component of GIS to
identify the detailed relationships between the pattern of offence, the victim and the offender
(Neill and Gorr, 2007).

Using the powerful tools of GIS from the primary process of data collection through the
investigation and assessment of any criminal activity can fundamentally support policing and
crime prevention initiatives. Consequently, strategic decision-making can be supported by
utilising the powerful analytical tool that is provided by using GIS (Chainey and Ratcliffe,
2013). It is also helpful in terms of identifying the spatial and social distribution of victims
and the demographic characteristics of the offenders (Gaviria and Pagés, 2002).

In the 21* century, GIS is considered to be ubiquitous, covering a wide range of aspects of
contemporary life, especially in policing and crime prevention. In general, computerized
crime mapping can play a positive and vital role in relation to allocating resources, predicting
staff needs and assessing crime prevention strategies (Yon, 2003).

A wide range of literature studies conducted in several countries, such as the United States,
the United Kingdom, Italy, Germany and some countries in Latin America, have illustrated
the relationship between crime and its determinants. They have noted that several
socioeconomic, environmental and cultural determinants may positively or negatively impact
the crime rate based on the spatial distribution of offences, offenders and victims, specifically
age, gender, urbanization, poverty, wages, income inequality, social exclusion, educational
level and cultural and family background (Buonanno and Leonida, 2005). Moreover, to
profile catchment areas into customer segment types and locate facilities, a mixture of GIS
and spatial location models have been increasingly applied throughout the arrival of
geodemographic packages (Birkin and Clarke, 1998).
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Location-Allocation (LA) Models

In the current century, the most important strategic and operational considerations in
metropolitan areas is to optimally determine the location for emergency services facilities
such as police stations, fire stations and ambulance stations by maximising the coverage of
events throughout the regions and by minimising the response time of dealing rapidly and
effectively with emergency events (Li et al., 2011).

Consequently, location-allocation modelling is one of the most prevalent techniques used to
determine the optimal location for service provision. These models, which are commonly
applied within some GIS systems, particularly ArcGIS, are frequently used by service
planners to identify the optimal location for service provision, depending upon a particular set
of criteria or identified constraints, such as the number of possible facilities that need to be
opened, the number of facility sites to be distributed, the demand points allocated for each
single potential facility and the need to minimise the distance travelled, time response or cost
of travel from each source (event) to the destination (facility) (Brunsdon and Singleton,
2015).An ideal location plays a critical role in emergency service systems, telecommunication
networks, public services, etc. Minimising the costs and decreasing the travel distances are the
principal objectives of locating emergency sites (Rahman and Smith, 2000).

Our study is mainly concerned with the redistribution of the locations of police stations in
Kuwait. Hence, Location-Allocation models can be applied to help regional planners and
decision-makers determine ideal sites for police stations based on critical factors provided by
the ArcInfo workstation, considering population size (demand point), the total number of
facilities required and the proper travel distance, which is identified as the distance between
demand point and the site of police station. We applied three different approaches in more
detail in this study to compare the results produced for identifying the optimal locations for
5,15,25 and 35 police stations considering population size, crime recorded and crime patterns
from a set of 80 existing locations in Kuwait. These approached can be developed by most of
the existing GIS software packages, specifically, by using a fundamental function in ArcInfo
WorkStation in ArcGIS (Version 10).
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The optimal locations for 5,15,25 and 35 police stations in Kuwait districts considering
the population size, the minimum distance and the number of facilities needed criterion
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Figure 2: The optimal locations for 5 police stations in Kuwait
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Figure 3: The optimal locations for 15 police stations in Kuwait districts
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Figure 5: The optimal locations for 25 police stations in Kuwait

Figure 6: The optimal locations for 35 police stations in Kuwait districts
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The Location Set Covering Problem (LSCP)

The dominance concept of the Location Set Covering Problem (LSCP) is to the coverage of a
demand district by a police station, which means that the police station can cover the demand
area and the ability of police vehicles to teach the demand area from its existing location and
position within a stated time or distance standard. It is clear that the location set covering
models can benefit critically by the emergency services by providing the total number of
police stations and their position, such that all demand areas may require at least one police
station which is stationed to cover the demand areas based upon time or distance standard

As previously noted, this approach is principally aimed at covering the most-populated areas
with police stations. Moreover, it is capable of determining the total number of police stations
needed and their locations based upon population size (Revell, 2009). A further benefit that
can be provided by applying this method is the determination of the time needed to reach to
an emergency event from an emergency services facility, which calls “Time-Response. “This
offers the number of police vehicles that are required to rapidly and appropriately respond to
emergencies.

It should be mentioned that many questions can be answered easily by applying LSCP,
including:

How many police stations should be positioned?

Are there enough to deal effectively with the event of the emergency based on the demand
areas and the size of population?

What is an appropriate site for the police station to be placed, depending on the maximum
number of people?

What is an ideal response time? (In the urban areas, it is approximately 2-5 minutes between
police station and demand area).

How many police vehicles are required or needed?

Where must they be positioned to provide useful services?

In contrast, the coverer is not necessarily available at all times to attend the demand area
when a call comes in. In addition, predictable and rational fashions are considered as the main
aspects, which should be included in The Location Set Covering Problem (LSCP)(Revelle,
2009).

Given these benefits, this method is applied in this study through the application of the
following formula:

The number of police stations needed is assumed to be thirty-five, despite the fact that the
current number of the existing police stations is 80 as can be seen in Figure 1. There are
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several reasons to justify the assumption of this proposed number; for example, the majority
of cities in all governorates would be covered fairly by police stations. Another important
aspect that should be taken under consideration is that there are certain districts that may
share one police station spatially and have no dire need to build police station, especially if it
is located in a district with a small population. In looking at figure 6, for example, districts
like Jahra, Nasseem, Oyoun, Taima, Amgara, Waha, Jahra Industrial, Qasr and Na’eem can
be assumed to be covered by police stations located in the adjacent Central of Al-Jahra
governorate. Moreover, the Al-Sulaibiya police station could cover three districts fairly:
Sikrab, Sulaibikhat and Doha. In terms of the redistribution of police stations in the Al-
Farwaniya governorate, seven districts; Andalus, Ghranada, Shuwaikh Health, Reqay,
Ardhiya, Sabah Al-Nasser and Ashbeliah could share one police station,i.e. Al-Ferdous police
station. However, the designed model, suitably, would not relocate Jaleeb Al-Shiyoukh police
station, which is located adjacent to the district that has a significant population (nearly
295,000 people). It is clear that some areas that are positioned in two different governorates
may be covered by one police station; for instance, particular districts located in Al-
Farwaniya governorate, such as Zahra, Al-Salam, Rai, Omariya, Rabiya, Rehab and
Farawaniya, could be covered by Khaitan police station, with Yarmouk and Qortuba located
in the Capital governorate. Additionally, the Capital governorate has some areas that are
geographically close to some districts in Hawalli governorate. Therefore, it is possible to
relocate their police stations as one police station shared between the two governorates, such
as the Hawalli police station, which could include the Sha’ab and Jabriya areas located in
Hawalli governorate along with Nuzha, Surra, Qadsia and Rawda areas located in the Capital
governorate. It should be mentioned that Failaka Island, which has a very small population
(117 people) could share Al-Salmiya police station, which is positioned in an overcrowded
district. Moreover, the Salwa, Bayan and Meshrif districts in Hawalli governorate could
relatively share Salwa police station.

By applying LSCP, most districts in the governorates of Kuwait could be covered by police
stations. However, a few of districts that have small population sizes would not be covered by
a police station (Figure 6). With flexibility, uncovered districts may utilise the services
provided by facilities within covered districts.

Spatial Interaction Models

Spatial interactions, such as migration and airline travel, naturally form a location-to-location
network (graph). In the network, a node represents a location (or an area) and a link represents
an interaction (flow) between two locations. Locational measures, including both simple
measures, such as in-flow, out-flow and net-flow and more complicated measures such as
centrality, entropy and assortativity, are often derived to understand the structural
characteristics of locations and the roles they play in generating interactions. However, due to
the dramatic differences in size (such as population) among locations and the small-area
problem, locational measures that are derived with the original flow data often exhibit
spurious variations and they may not be able to reveal the true underlying spatial and network
structures (Koylu and Guo, 2013).

Spatial interaction models can be grouped under the generic heading of gravity models (Roy
and Thill, 2004). They have gained wide acceptance as a reasonable model of spatial
interactions between locations (such as regions). Spatial interaction models incorporate a
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function characterising the origin, i, of the interaction, a function characterising the
destination, j, of the interaction and a function characterising the separation between two
regions, i and j. The model is characterised by a formal distinction that is implicit in the
definitions of origins and destination functions on the one hand, and the separation functions
on the other hand. Origin and destination functions are described using weighted origin and
destination variables, respectively, while the separation functions are postulated to be explicit
functions of numerical separation variables (LeSage et al., 2007).

Given these benefits, Gravity method is applied in this study through the application of the
following formula:

Where: F; is the flow from the i™ district to j" police station, A, is a balancing factor that takes
into account the surrounding police stations of j" police station and assumed to be 1, S, is the
flow from the i" district (source of flow), D, is the attractiveness of the j" police station
(destination for the flow) and assumed to be 1, {3 is a factor that controls the ease and travel
distance from the i" district to the j" police station and is assumed to decrease the flow
for close districts and increase it for far districts (3>1 for short distance and f =<1
for long distance) and d;; is the distance (aerial) from i™ district to the j" police station.
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Characterisation and Classification of Hydrological Catchments
in Alberta, Canada Using Growing Self-Organising Maps
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Summary
Operational hydrologists are often required to transfer information from well-understood
instrumented research basins to ‘wild’ catchments for which few details are available. To do so
successfully, the climatological inputs and physiographic processing in both must be sufficiently
similar that their resultant flow regimes will also be comparable. This is challenging to determine,
because of the wide variety of influences on hydrological response, and the degree of heterogeneity
among and within catchments. Pattern recognition — or classification — can help with this. This study
explores the application of Growing Self-Organising Maps, a data-mining technique based on
unsupervised machine learning, for this purpose.

KEYWORDS: Catchment Hydrology; Classification; Data-Mining; Self-Organising Maps

1. Introduction: The Need for Classification

Most hydrological research is driven by the dependence of human and ecological systems on
freshwater resources, and the potential impacts of their surfeit or deficit. The fundamental spatial unit
adopted for many studies is the catchment or drainage basin, conceptualised as a topographic funnel
which converts spatially-distributed precipitation into streamflow at a single outlet (Wagener et al.,
2007). Processes hosted by the basin thus modulate meteorological inputs, acting as complex spatio-
temporal filters which control the pathways and rates of water transmission (Woods, 2002).

While landscape attributes evolve through mutual interaction, so catchments possess a degree of self-
organisation (Sivapalan, 2005; Ehret et al., 2008), their physiographies are also highly heterogeneous
(Troch et al., 2008): every catchment is essentially unique (Beven, 2000). It follows that the accuracy
with which a catchment’s transformation of climatic inputs to streamflow outputs — its ‘hydrological
response’ — may be modelled, depends largely on the resolution at which these properties are
represented. However, operational hydrologists require generalised, practical representations of links
between climate, landscape and flow regimes for predictive purposes. One approach is
regionalisation, which seeks to transfer information describing the behaviour of instrumented basins
to ungauged ‘wild’ catchments. This in turn depends on the recognition of signature spatio-temporal
patterns of climate and landscape, and their association with different hydrological responses
(Sivapalan, 2005; Beven, 2000). Pattern recognition — the association of an infinite, continuous set of
inputs with a finite variety of outputs (Andras, 2008) — implies the identification and labelling of
components based on their distinguishing characteristics, or ‘classification’.

There have been repeated calls for the development of objective and rigorous methods for catchment
classification (Wagener et al., 2007; McDonnell and Woods, 2004; Sivakumar et al., 2013). Such a
framework should integrate physiographic Form and climatological Forcing with hydrological
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response or Function, as manifested in synoptic hydrometric records (Wagener et al., 2007). Whilst
the diversity of influencing factors makes this a daunting challenge, this is the type of task for which
data-driven techniques such as the Self-Organising Map (SOM: Kohonen, 1982, 1990) have been
developed. SOMs have so far been applied only rarely for this purpose (Kalteh et al., 2008), but
increases in computational power now permit their operation on mainstream platforms, and more
suitable datasets have been made available from credible sources.

This study applied a SOM variant to generate classifications of Form, Forcing and Function for
approximately 200 catchments across the Province of Alberta, Canada (Figure 1), supporting the
identification of associative patterns between climatological inputs, physiographic processing, and
hydrometric outputs.

0 75 150 225 300
I — T— km

Elevation a.m.s.l.

- High : 3673m \ MRS >
- Province of Alberta

Low : 168m L Study gauges + catchments

Digital Elevation Data:
Lehner, B., Verdin, K., Jarvis, A. (2006): HydroSHEDS Technical Documentation. World Wildlife Fund US:
available at http:/hydrosheds cr.usgs.gov

Hydrological Data:
Canada and D of Natural Canada. All rights reserved.

Figure 1: The Province of Alberta, showing catchments and gauges included in this study

2. Data and Methods

The conventional SOM comprises a fixed grid of neurons, each owning an ordered set of numerical
weights. Training is achieved through unsupervised machine learning (Kohonen, 1982, 1990): on its
completion, a SOM partitions a dataset into VVoronoi Regions, projecting these onto its grid so that
spatial relationships between neurons reflect those within the data-space. Individual neurons thus
represent a fine-resolution classification, but may also form distinct contiguous clusters. One problem
with a fixed SOM is that some idea of the dataset’s internal variability is required to size the grid
appropriately, but this may not be available. Dynamic SOMs, such as the Growing SOM algorithm
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adopted for this study (GSOM: Alahakoon et al., 2000; Amarasiri et al., 2004), therefore begin with a
few neurons, and add more as additional variability is encountered in the dataset.

Physiographic and climatological datasets (Tables 1, 2) were sourced for the Province of Alberta
(~700,000 km?), using criteria of ready and free availability, quality, consistency, credibility of
provenance, and spatio-temporal extent and resolution, and summarised at kilometric resolution.
Hydrometric data measured at 213 gauges between 1989 and 2009, and corresponding catchment
boundaries, were provided by the Water Survey of Canada.

Table 1: Form descriptors

Group Metrics
Slope Mean
Coefficient of variation
Slope / Aspect NW-NE shallow (<= 10°)
(%age cover) NE-SE + moderate (10° <= 30°)
SE-SW steep (30° <= 60°)
SW-NW very steep (> 60°)
Surface Represented by coefficient of variation of
Complexity Beven and Kirkby (1979) Wetness Index
Solid Geology Cenozoic coarse siliciclastic
(%age cover) coarse-medium siliciclastic
medium siliciclastic
medium-fine siliciclastic
volcanic
Mesozoic coarse siliciclastic
coarse-medium siliciclastic
medium siliciclastic
medium-fine siliciclastic
fine siliciclastic
carbonates
Palaeozoic coarse siliciclastic
coarse-medium siliciclastic
medium siliciclastic
medium-fine siliciclastic
fine siliciclastic
carbonates
evaporates
Proterozoic coarse siliciclastic
coarse-medium siliciclastic
medium siliciclastic
fine siliciclastic
carbonates
plutonic / high-grade metamorphic
Archaean plutonic / high-grade metamorphic
Drift Geology Alluvial deposits
(%age cover) Coarse grain
Colluvial blocks
Colluvial fines
Colluvial rubble
Colluvial sand
Complex
Aeolian deposits
Fine grain
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Group

Metrics

Glaciers

Organic deposits

Plain sands and gravels

Till blanket

Till veneer

Undivided (implies negligible or absent)

Land Cover
(%age cover)

Temperate / sub-polar needleleaf forest
Sub-polar taiga needleleaf forest
Temperate / sub-polar broadleaf deciduous
Mixed Forest

Temperate / sub-polar grassland
Sub-polar / polar grassland-lichen-moss
Sub-polar / polar barren-lichen-moss
Wetland

Arable

Barren Lands

Urban / Built-Up

Water

Soil Drainage
(%age cover)

n/a (no soil)
Very poor
Poor
Imperfect
Moderate
Good

Rapid

Very rapid

Permafrost
(%age cover)

Isolated patches (0-10%), low (<10%) ground Ice
Isolated patches (0-10%), low-nil (0-10%) ground ice
Sporadic discontinuous (<10%), low (<10%) ground ice

Total 81 values per data-point

Table 2: Forcing descriptors

Description

Mean daily maximum temperature (°C)

Mean daily mean temperature (°C)

Total monthly precipitation (mm)

Degree-days below 0°C

Degree-days above 5°C

Degree-days below 18°C

Degree-days above 18°C

Number of frost-free days

Precipitation as snow (mm)

Hargreaves reference evaporation (mm)

12 monthly values per metric:
120 values per data-point
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GSOMs were developed to classify representative samples of these descriptions. The physiographic
training data comprised 50% of the cells in a chequerboard pattern: given the lower spatial frequency
of variation in the climatological dataset, 25% of these were used in this dataset. Prototype GSOMs
were generated from increasing training durations, with outcomes judged by the contiguity of neuron-
clusters identified by the GSOM software; metrics of central tendency and dispersion of neuron
quantisation errors within clusters; their spatial segmentation when mapped; internal consistency of
the underlying descriptors; and comparison with an independent classification, the Alberta Natural
Sub-Regions (NSRs: Government of Alberta, 2006).

The second stage identified from these GSOMs the Form and Forcing class of every 1 km? cell in
each catchment, and characterised every basin in terms of the fractional cover of each combination.
These profiles were used to develop a further GSOM, to identify clusters of catchments with
comparable climatological inputs and physiographic processing.
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Figure 2: Distributions of fractional cover of the eight Form classes in the NSR polygons
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The approach developed to classify the catchments’ gauged hydrometric profiles lies outside the core
scope of GIS Research: however, a brief description is required. If two catchments exhibit
comparable hydrological response (driven primarily by their physical attributes), then with similar
climatic inputs in a given year, their annual hydrographs should develop similar shapes. A GSOM
was first developed to classify the set of annual hydrographs measured at the available gauges from
1989 to 2009 into clusters with broadly comparable timings and intensities of peak flow. A second
GSOM was then developed to cluster gauges based on consistent inter-annual similarities in annual
hydrograph shape.

Having thus identified the membership of each catchment in classes of physiographic / climatological
Form-Forcing and hydrometric Function, overlaps could then be explored between these
associations, thereby supporting inferences about the probable hydrological behaviour of catchments
based purely on readily-available spatial data.

3. Results

The Form GSOM identified eight physiographic classes across the study area. The disparate metrics
involved initially made it challenging to determine whether or not these were meaningful. However,
computing their fractional coverages in each of the twenty-one NSR class polygons revealed clear
signature distributions, and evident associations with the established NSR categories (e.g. Prairie,
Mountain / Foothill, Boreal Forest) (Figure 2), indicating that these classes provided useful
representations of landscape type.

The Forcing GSOM identified fifteen climate clusters, which were closely associated with latitude
and elevation. It is acknowledged that this was somewhat self-confirming, given that the training
dataset had itself originally been generated using the ClimateWNA software (Wang et al., 2012),
which downscales the PRISM regional re-analysis for Western Canada (Daly et al., 2002) by spatial
interpolation. However, this was the only practical option available.

The percentage spatial cover of each of the 120 theoretically possible combinations of juxtaposed
Form and Forcing classes was computed for every catchment, and this dataset was used to train a
further GSOM. Twelve clusters were identified, which were evidently associated with distinct spatial
domains across the study area (Figure 3). To confirm that these provided a meaningful representation
of physiographic and climatological characteristics, the fractional cover of the twenty-one Alberta
NSRs was computed for every catchment, and plotted for the basins in each identified cluster. The
rationale here was that the NSRs had been derived largely through qualitative expert judgement
(Government of Alberta, 2006) to combine aspects of physiography, climate and ecology, and
therefore provided a ‘benchmark’ of landscape against which to assess this unsupervised, and
arguably more objective, classification. The resultant distributions showed clear associations between
the two schemes.

The Function classification yielded seven clusters of gauges exhibiting broadly consistent similarities
in their annual hydrograph shapes from year to year. The long-term mean hydrographs of the
members of each cluster also showed distinct characteristics, which may be related to the principal
causative influences on their flow distributions, such as snow-melt, rainfall or glacial melt (Pardé,
1933; Lvovich, 1938).

When the membership of the catchments within the Form-Forcing and Function classes were
compared, very clear associations were immediately evident between the two (Figure 3). The
similarity of flow-regime distributions in the Boreal Forest, Parkland / Mixedwood and Prairie
landscape groups, and the gradual transition in the fractional representation of each Function class
with diminishing elevation from the high alpine to the lower foothills, are particularly interesting.
Note also that although Function classes 3 and 5 have quite similar shapes, with a peak relatively late
in the spring and slow decline through the summer, they occur in distinct settings: analysis of the
Form and Forcing attributes of the catchments with which they are each associated strongly imply
that the former results from higher summer precipitation in the northern foothills, while the latter is
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driven by wetland fill-and-spill in the Boreal Forest. The broad summer peaks in the alpine basins of
the Rocky Mountains and their higher foothills are inferred to result from a combination of an
extended late snow-melt season at these elevations, large amounts of summer precipitation, lacustrine
spill-and-fill, and glacial melt.
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Figure 3: Spatial distribution of the twelve Form-Forcing classes (contextualised by NSRs),
and fractional representation of the seven Function classes within each

4. Conclusion

This paper describes the potential of SOMs to identify relationships between climatological inputs,
physiographic processing, and streamflow outputs, using readily-available data from disparate
sources. Importantly, it distinguished between catchment clusters possessing similar hydrometric
profiles but contrasting physiographic / climatological attributes. While this amounts so far only to

61



the identification of broad associations between relatively coarse groups of catchments and flow
distributions, subsequent refinement is expected to deliver more informative links between catchment
descriptions and specific regimes in this geographic context. It has also provided independent support
for the association of catchment descriptions based on ecological regions with flow regimes, as
suggested by research conducted in the neighbouring Canadian province of British Columbia
(Trubilowicz et al., 2011). By extending similar analyses further afield and continuing to develop
these techniques, it may be possible to make progress towards rigorous and objective classification
schemes which are valid at continental or even global scales.
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Summary

This paper uses mobile phone data for the city of Amsterdam to study the distribution of
activity over space and time. The extent to which we can empirically learn about the spatial
structure of cities is limited by the technology and data available at given point in time. Using
new sources of data that did not exist only a few years ago and recent statistical approaches
that exploit them in a fuller fashion, we are able to obtain a representation of the changing
spatial structure of the city over the course of a year, a week and a day.

KEYWORDS: Urban spatial structure, space-time statistics, mobile phone data, big data,
urban form.

1 Introduction

Our understanding of the spatial structure of cities has been shaped by the type of data available at
each moment. Traditionally, researchers looking at the spatial distribution of activity within cities
have relied on official sources. These datasets have a high degree of accuracy and representativeness
but a low temporal resolution, usually being collected once every ten years in censuses. This degree
of coarseness likely hide many patterns of relevance that are lost in-between observations, limiting
how much we can learn about human activity within cities. In recent years, several technological
advances have given rise to multiple new sources of data that promise to fill many of the gaps
left by traditional datasets (Arribas-Bel, 2014). In this paper, we use mobile phone data for the
city of Amsterdam to study the distribution of activity over space and time. We begin with the
analysis presenting insights that one would expect to obtain from traditionally aggregated data to
then move on to much finer disaggregation of mobile phone usage. Taking advantage of these new
data also require modification in the methodological approaches and, to this end, we adopt not only
traditional tools from spatial analysis but more modern space-time approaches. This additional
layer of detail allows us get insights about the changing shape of activity within the same city,

*D.Arribas-Bel@bham.ac.uk
TE.Tranos@bham.ac.uk
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within a day and a within a week, that would have been missed if only a traditional dataset was
available.

There is a longstanding literature in quantitative geography and urban economics focusing on the
measurement and study of the spatial structure of cities (Anas et al., 1998). Most of this works relies
almost exclusively in some form of official data, be it census or transportation datasets, provided by
official agencies at a spatial and temporal aggregated level. Initial approaches such as that outlined
in Giuliano and Small (1991) were highly influential and, although relied on simple and often ad-hoc
measures, seeded the way for more sophisticated analysis. In the early 2000’s, McMillen (McMillen,
2001, McMillen and Smith, 2003, McMillen, 2004) significantly advanced the field by including more
advanced methods based on non-parametric techniques such as geographically weighted regression
(GWR). In more recent years, the efforts have been split between sophisticating the methods further
(e.g. Redfearn, 2007) and applying them in empirical contexts that substantially broaden the scope
of the areas covered (e.g. Lee, 2007, Arribas-Bel and Sanz-Gracia, 2014).

Urban analysis based on data from mobile phone operators or other big data sources provides new
opportunities to urban analysis as it enables researchers to model and gain a deeper understanding
of the pulse of the city (Batty, 2010). Analysis using the above data do not focus on the physical
form of cities, but on human activity and most importantly, on how citizens use cities. Researchers
have now the ability to utilise such data due to pervasiveness of digital technologies which resulted
to huge pools of human behavioural data. Urban analysts are now able to use such data as a
tool to understand the structure of cities (Louail et al., 2014). The value added of such data is
related with their granularity both in terms of space and time. The latter enables researchers
to study the dynamics of urban structure and how cities are perceived and used by citizens over
time. The results of such research can support urban planning and generate new opportunities
for the management of cities. For instance, according to Ahas and Mark (2005) geo-located data
from mobile phone operators can be utilized in monitoring the usage of transport infrastructure,
in studying and quantifying the temporal dimensions and the dynamics of urban space, and in
planning and designing transportation and transport infrastructure.

This paper draws upon a fast developing research domain which utilises data from mobile phone
operators in analysing and modeling cities. The main lesson from this research strand is data from
mobile phone operators offers the possibility to study micro- and macro-behaviors and truly reflect
human behavior given the fact that data is becoming more and more available (Calabrese et al.,
2014, p. 25:4). In other words, such data reflect the collective behaviour of people (Calabrese et al.,
2010). In another paper, Reades et al. (2009) identified a strong relationship between human activity
and aggregated mobile phone usage using the city of Rome as a case study. More recent, Sevtsuk
and Ratti (2010) used data for mobile phone activity as a proxy to model population distribution
over time and space and Jacobs-Crisioni et al. (2014) employed such data to assess the impact of
land-use density and mix on urban activity patterns.
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2 Data

The data used for this paper has been provided by one of the major mobile phone operators in
The Netherlands. It is an aggregated dataset of individual mobile phone activity and includes
telecommunication counts at the level of the GSM (Global System for Mobile Communications)
zones on an hourly basis for 2010. 815 such zones are included in the analysis which represent the
coverage areas of GSM antennas. These zones are represented by irregular polygons which vary in
shape and size, the design of which supports the function of the GSM network. For instance, smaller
GSM zones can be observed in the centre of Amsterdam as this is a busier area and therefore GSM
antennas accommodate smaller areas. In regards to the telecommunications counts, the main focus
of the paper lies on the number of Erlangs. This is a measure of telecommunication activity: 1
Erlang can consist of either one phone call of 60 minute duration or of two 30 minute phone calls
(Sevtsuk and Ratti, 2010).

3 Methods

More detailed data both in space and time do not automatically translate into more detailed in-
sights. To leverage the full power and advantages of mobile phone data, it is necessary to include
methodologies that recognize such degree of detail and are able to cope with it. To show this in
an intuitive way, we adopt an incremental approach that begins with cross-section spatial methods
applied to a completely time-aggregated version of the dataset. In particular, we use the widely
adopted local indicators of spatial association (LISAs, e.g. Anselin, 1995). This stage is meant to
show what a traditional analysis would be able to find and thus represents a benchmark against
new insights will be compared. We then begin to dissaggregate the data over more fine-grained
temporal scales. First we calculate similar LISA maps for hourly slices over a day and over a week.
These allow to start thinking about the idea of an evolving spatial structure, hidden to traditional
approaches. Finally we embrace the space-time nature of mobile phone data by adopting some
of the more recent statistical techniques such as Kulldorff’s scan statistics (Kulldorff et al., 2005,
Kulldorff, 2014).

4 Acknowledgements

The authors would like to acknowledge the support of John Steenbruggen and the Dutch Ministry
of Infrastructure and the Environment (RWS) regarding data acquisition.

5 Biography

Dani Arribas-Bel is lecturer in Human Geography at the University of Birmingham. He is
interested in quantitative spatial methods and urban analysis. In particular, he is interested in how
the computational advances and explosion of data witnessed in the last decades can contribute to the

66



understanding of the spatial structure of cities. He is also involved in the open-source community,
mostly as a core developer of the scientific library of advanced spatial analysis PySAL.

Emmanouil Tranos is lecturer in Human Geogrpahy at the University of Birmingham. He is an
economic geographer focusing primarily on digital geographies. He has published on issues related
with the spatiality of the Internet infrastructure, the economic impacts that this infrastructure can
generate on space and the position of cities within spatial, complex networks. Recently, he has been
focusing on the use of big data of high spatio-temporal resolution (e.g. mobile phone data) in urban
and regional analysis.

References

Ahas, R. and Mark, U. (2005). Location based servicesnew challenges for planning and public
administration? Futures, 37(6):547-561.

Anas, A., Arnott, R., and Small, K. (1998). Urban spatial structure. Journal of Economic Literature,
36(3):1426-1464.

Anselin, L. (1995). Local indicators of spatial association-LISA. Geographical Analysis, 27(2):93—
115.

Arribas-Bel, D. (2014). Accidental, Open and Everywhere: Emerging Data Sources for the Under-
standing of Cities. Applied Geography, 49:45-43.

Arribas-Bel, D. and Sanz-Gracia, F. (2014). The validity of the monocentric city model in a
polycentric age: Us metropolitan areas in 1990, 2000 and 2010. Urban Geography, 35(7):980-997.

Batty, M. (2010). The pulse of the city. FEnvironment and Planning B: Planning and Design,
37(4):575-577.

Calabrese, F., Di Lorenzo, G., and Ratti, C. (2010). Human mobility prediction based on individual
and collective geographical preferences. In Intelligent Transportation Systems (ITSC), 2010 13th
International IEEE Conference on, pages 312-317. IEEE.

Calabrese, F., Ferrari, L., and Blondel, V. D. (2014). Urban sensing using mobile phone network
data: A survey of research. ACM Computing Surveys (CSUR), 47(2):25.

Giuliano, G. and Small, K. (1991). Subcenters in the Los Angeles Region. Regional Science and
Urban Economics, (21):163-182.

Jacobs-Crisioni, C., Rietveld, P., Koomen, E., and Tranos, E. (2014). Evaluating the impact of
land-use density and mix on spatiotemporal urban activity patterns: an exploratory study using
mobile phone data. Environment and Planning A, 46(11):2769-2785.

Kulldorff, M. (2014). Satscan v 9.3: Software for the spatial and space-time scan statistics. Technical
report.

67



Kulldorff, M., Heffernan, R., Hartman, J., Assuncao, R., and Mostashari, F. (2005). A space-time
permutation scan statistic for disease outbreak detection. PLoS medicine, 2(3):e59.

Lee, B. (2007). “Edge” or “Cdgeless Cities”? Urban Spatial Structure in US Metropolitan Areas,
1980 to 2000. Journal of Regional Science, 47(3):479-515.

Louail, T., Lenormand, M., Cantt, O. G., Picornell, M., Herranz, R., Frias-Martinez, E., Ramasco,
J. J., and Barthelemy, M. (2014). From mobile phone data to the spatial structure of cities. arXiv
preprint arXiv:1401.4540.

McMillen, D. (2001). Nonparametric employment subcenter identification. Journal of Urban Eco-
nomics, 50(3):448-473.

McMillen, D. (2004). Employment densities, spatial autocorrelation, and subcenters in large
metropolitan areas. Journal of Regional Science, 44(2):225-244.

McMillen, D. and Smith, S. (2003). The number of subcenters in large urban areas. Journal of
Urban Economics, 53(3):321-338.

Reades, J., Calabrese, F., and Ratti, C. (2009). Eigenplaces: analysing cities using the space-time
structure of the mobile phone network. FEnvironment and Planning B: Planning and Design,
36(5):824-836.

Redfearn, C. L. (2007). The topography of metropolitan employment: Identifying centers of em-
ployment in a polycentric urban area. Journal of Urban Economics, 61(3):519-541.

Sevtsuk, A. and Ratti, C. (2010). Does urban mobility have a daily routine? learning from the
aggregate data of mobile networks. Journal of Urban Technology, 17(1):41-60.

68



Big Data Analysis of Population Flow between TfL Oyster and
Bicycle Hire Networks in London

N. Sari Aslam?, J. Cheshire®, T. Cheng®

abe University College London(UCL), Department of Civil, Environmental and Geomatic
Engineering, Gower St, London, UK

10 March 2015

Summary

This study seeks to undertake an initial analysis of the likely flow of people between the Tube to bicycle
hire network in London. Data for the two networks were extracted for a month (April and June 2012) in
order to establish the strength of the relationship between them. The results quantify the extent to which
Tube commuters impact the capacity utilization of the bicycle network. We expect this research to have
implications in the expansion and maintenance of bicycle hire in London and similar schemes around
the world.

KEYWORDS: Big Data, Oyster Data, Bicycle share system, Time Series Analysis, Regression
Analysis

1. Introduction

In London, 24 million journeys are completed on Transport of London’s (TfL’s) network each day
(Transport for London, 2012). The vast majority of these are by bus and Tube but a growing number of
travellers make use of London’s bicycle hire (O’Brien et al. 2014).The nature of a bicycle hire network
is completely unique compared to other transport networks, because the service providers have little or
no control over the key resource i.e. bicycle. The challenge is to optimise this network resource
utilization based on usage behaviour of the bicycle users.

The rapid pace of technological advances and the availability of huge amounts of data from transport
networks have made it possible to analyse population flows in great detail. Billions of rows of
continuous and non-invasive data with spatial and temporal dimensions is now available in the public
domain (Beecham & Wood, 2013; Blythe & Bryan, 2007; Kusakabe, Iryo, & Asakura, 2010; Lathia,
Ahmed, & Capra, 2012; Paez, Trépanier, & Morency, 2011). Given the huge volumes of data now
available, it has become challenging to undertake analysis using conventional statistical software
(Blackwell & Sen, 2012). It is therefore often necessary to either subset the data or perform some kind
of aggregation to reduce data size.

n.aslam.11@ucl.ac.uk,
bjames.cheshire@ucl.ac.uk
‘tao.cheng@ucl.ac.uk
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2. Data Description

The users of London transport network whose usage behaviour is repetitive and can be modelled are the
main focus of this study. Integrating and analysing the data from train and bicycle hire networks provide
an opportunity to understand the usage behaviour and allow efficient allocation of the resources.

Tube to bicycle: Because of the relative size of the networks, a large influx of Tube users can impact
significantly on the capacity utilization of a bicycle hire network. To show the strength of this
relationship, the analysis considered exit (Tube stations) to exit (docking stations) data.

Bicycle to train: To gauge the strength of the relationship in the reverse direction, i.e. from bicycle on
to train to establish if users coming into the station on bicycle are continuing with their commute via
trains. The analysis will consider entry (docking stations) to entry (train stations) data.

The cycle hire data is for the individual journeys from one docking station (origin) to another
(destination). In order to focus on the specific time windows it was decided that journeys should be
aggregated into 15 minute time intervals. It resulted in two records per docking station per 15 minute
period. One record for aggregate ‘entry’ terminating at the station and the second for aggregate ‘exit’
from a docking station. For the purpose of this analysis the multiple docking station data have been
aggregated based on proximity to the station.

Oyster data available for this analysis was aggregated at 15mins intervals and were provided by TfL. In
order to match the bicycle data, all the journeys terminating at a given station within a period were
aggregated into one ‘entry’ record. All the journeys starting from a station within a period were
aggregated in one ‘exit’ record.

The processed data could be classified as below, and were used for the following analysis:

Aggregate Tube exists

Aggregate Tube entries

Aggregate bicycle docking station exits

Aggregate bicycle docking station entries

Capacity of the bicycle docking station (the number of bicycles available for use/exit and
return/entry)

o O O O O

3. Methodology

Central London provides the focus for this study. It sees the largest peaks in commuter flows as well as
being the primary destination for tourism and leisure.

The study started with the trend analysis of the time series of the two networks, to understand obvious
patterns in the data. To look further into this relationship, the Pearson correlation coefficient was
calculated for time series data for the two networks, this quantified the strength of the relationship
between the two networks. This was followed by linear regression to show the trend lines using docking
station data as the dependent variable. The study started with a daily, followed by weekly and monthly
analysis of the three selected Tube stations and their corresponding docking stations.

3.1. Network Analysis

The population flow between the Tube and Bicycle hire network depends upon the proximity of the
bicycle docking station to the Tube station. ‘Closest facility’ network analysis was conducted to find the
docking stations in close adjacency to the Tube stations for the available data (747 Docking stations and
163 Tube Stations) and to identify the shortest path between them. A maximum of five docking stations
were selected within 300m (walking distance) of the selected Tube stations.
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Figure 1: Study Area of the selected stations of London Waterloo, Victoria and King’s Cross.

In order to undertake more detailed analysis, three Tube stations - London Waterloo, London King’s
Cross and London Victoria - were selected (shown as stars in Figure 1) and their details described below.

Table 1: The list of the Tube and docking stations

Name Station Exits Bicycle Hire Docking Stations
Shell Gates
Main Gates Waterloo Station 1, Waterloo
Auxiliary Gates Waterloo Station 2, Waterloo
W&C Validators Waterloo Station 3, Waterloo
Waterloo Jubilee Gates
District Gates Ashley Place, Victoria
Victoria Main Gates Cardinal Place, Victoria
Met Main Entry Gates St. Chad's Street, King's Cross
Tube Gates
Thameslink Gates Belgrove Street , King's Cross
Kings Cross | Northern Ticket Hall Northdown Street, King's Cross

3.2. Daily Data (7 June, 2012)

To understand the daily pattern of people flow between the two networks, data points are plotted for the
three selected stations in Central London. From Tube station to docking station AM exit data (6am-
10am) has strong relationship for all three stations. From Docking stations to Tube station PM entry
data (5pm-9pm) has strong relationship, but not as significant as in AM peak. Capacity utilization graphs
also support the same results.
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Figure 2 Waterloo Stations one day data ( 7 June 2012) | Figure 3 Waterloo Docking Stations, 24 hours data (7
June 2012)

Capacity utilization of the bicycle hire network, as shown in Figures 4 and 5, follows the trend of the
Tube network rush hours, but also highlights how the lack of capacity impact the relationship
(adversely).

Waterloo docking stations Capacity Data Waterloo Docking Stations Capacity Data
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Figure 4 Capacity Usage of Waterloo docking stations | Figure 5 Capacity Usage of Waterloo docking stations
with 24 hours data (7 June 2012). with four hours data (7 June 2012, 6:00am— 10:00am data).

3.3. Weekly Data

Results plotted for the same three stations from the 18 June to the 24 June show the separation between
the weekend and weekday trends at 15 minute intervals. Figure 6 shows two peaks for Tube in both AM
and PM and PM peak is higher than the AM. Figure 7 highlight the AM peak data for bicycle users. The
PM peak is less obvious for the bicycle population flow as it may be due to national rail commuters
using Tube for the first leg of their journey. The relationship is AM peak between two networks.
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Figure 6 Weekday and Weekend data for Waterloo | Figure 7 Week day and Weekend data for the docking
station. Highlighted peaks indicate possible relationship. | stations adjacent to Waterloo station. Highlighted peaks
indicate possible relationship
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3.4. Monthly Data (April, 2012)

The analysis for the month was carried out to highlight the relationship between docking station and
train station over a longer duration. The results for the four weeks period further emphasised the
weekday and weekend trends visible in weekly data.

After investigating the daily, weekly and month trends, further insight can be gained through calculating
the Pearson correlation coefficient (defined in Equation 1).

Cov(x,y)
std.dev (x) ~ std. dev (y)

Correlation(r) = (Equation 1)

where x is the number of population using train stations at an hour interval (train usage), and vy is the
number of population using bicycle docking stations at an hour interval (bicycle usage).

Table 2: Correlation coefficients using month AM peak data all days (6:00am - 10:00 am) excluding weekends
in Waterloo Tube/Train Stations and Docking Stations

Morning Peak/Morning Activities

. . Description | Range
Station to Docking S. | 0600-0700 0700-0800 0800-0900 0900-1000

Very Weak 0.01-0.19

Waterloo (Exit) 0.39092 Weak 0.20-0.39

Evening Peak/Evening Activities Modest 0.40-0.69

Station to Docking S. | 1700-1800 | 1800-1900 | 1900-2000 | 2000-2100

Waterloo (Exit) 0.23922 0.42573 0.27059 0.41861

Linear regression was conducted by assuming docking stations time series data as the dependent variable
and train station data as the independent variable. The chart (Figure 8) shows two-hour intervals over a
period of months excluding weekends. It shows a good fit with a coefficient of determination of 72%
explaining all the variability of the data around its mean.
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Figure 8 Linear regression applied to Waterloo AM Exit (0600-0800)
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4. Conclusions

This paper was set out to study the relationship between the bicycle hire network and the TfL Oyster
network. The results contain few surprises with the strength of the relationship closely linked to the rush
hour commuting patterns.

There is a dip in the correlation after the rush hours, initial perception was that it is due to the drop in
the number of commuters from the Tube, but it has been observed that the lack of available bicycles
also adversely impact the relationship as shown in figure 4. Although the current report only focuses on
three major Tube stations, the methods are easily expanded to cover the entire London Underground
network.

Cycling as a government policy always has a positive impact on the environment, health and economy.
Journeys made from bicycles instead of other modes of transport makes cities less congested, cut
transport and delivery costs, reduce illness-related expenditure and make people fitter and the
environment cleaner (‘“Position Paper of the European Cyclists * Federation,” n.d.). The analysis in this
paper provides an insight into the user behaviour of the bicycle hire network and it will allow future
infrastructure investment decision to be made in an informed manner.
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Summary
This paper describes the sources, methods and preliminary results of two related projects on historical
census data funded by government bodies for policy purposes. Both required data for diverse
historical reporting areas to be redistricted to a single set of modern units. All redistricting is done by
a simple vector overlap method, but this requires boundary data for both the modern and the historical
units; and, as far as possible, that the historical units be more detailed than the modern ones. Even for
recent periods, locating boundary maps is often much harder than locating statistics.

KEYWORDS: historical GIS, policy relevance, redistricting, census

1. Introduction

Predicting long-term trends decades ahead requires data stretching back decades. Through its
censuses since 1801, the UK has been gathering just such data, but the analytic potential is poorly
exploited: “modern” census research generally looks just one or two censuses back, while “historical”
census research focuses on the period 1851-1911 when reporting geographies were consistent.

This paper presents two highly applied census projects. The first, funded by the European Union, has
created time series 1951 to 2011 for the total populations of the 8,941 Wards of Great Britain as used
by the 2011 census. The second, funded by the Greater London Authority (GLA), is redistricting a
diverse data from censuses 1801-1961, creating consistent data for the current London Boroughs, for
London’s Central Activity Zone (CAZ) as defined by the GLA, and for the overall GLA area; but we
focus here on constructing consistent data on London’s industrial structure, converting diverse
historical classifications to Standard Industrial Classification 2007 (SIC).

Note that the statistical results presented here are preliminary and subject to revision.

2. Estimating historical populations of 2011 Wards

Earlier work for Vision of Britain (www.VisionofBritain.org.uk) included redistricting to modern
units, but only to Britain’s 408 districts. Redistricting to a geography twenty times more detailed
requires more detailed input data, and different sources are used for each census year.

2011 and 2001 are not our concern, data being available from the Office of National Statistics. For

1991 and 1981 population counts and vector boundaries are available for 103,419 (1991) and 105,598
(1981) English Enumeration Districts, plus Welsh and Scottish EDs, so redistricting to 8,941 British

" Paula.Aucott@port.ac.uk
" Humphrey.Southall@port.ac.uk
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Wards is unproblematic. The historical statistics are associated with the boundaries of their
contemporary administrative units and converted to the required output projection (where necessary).
The historical polygons are spatially joined to the boundaries of the modern polygons, the population
figures are interpolated and finally the boundaries are dissolved to give modern units with weighted
statistics.

1971 is somewhat more complex. After significant investigation no digital mapping of real ward or
enumeration district boundaries for this year has been found to exist. Instead we use the closest
alternative, Thiessen polygons for Wards which were created by aggregating Census Enumeration
Districts which themselves were generated from a centroid point dataset. The same processing
method as above was employed, although the artificial boundaries meant some mismatching had to be
manually corrected.

1961 was the first census year that many urban areas were “unparished”, meaning that unless we map
Ward boundaries, cities as large as Birmingham, with over a million people, are single polygons. We
addressed this issue by seeking ward maps from the modern councils, archives and local studies
libraries. The GLA provided a paper map covering all London Boroughs and Figure 1 shows the
much higher density of polygons for wards in central London in comparison to the larger civil parish
polygons in adjacent counties.

For towns where we could not obtain boundary maps, we located Wards as points then built Thiessen
polygons. Overall, this is the most detailed mapping of the 1961 census ever done, as 1960s analyses
either mapped Wards as points (Ministry of Housing and Local Government, 1966) or dealt only with
parishes (e.g. Osborne, 1966). Although the current analysis covers only total populations, this GIS
could map the 1961 census microdata being restored by a project at Essex University.

Population Growth (per
cent) 1951-1961 for 2011
Wards

[ ]63-0
[ Jo-10
[ ]10-20
I 20-30
B s0-40
B 40-50
I s0- 100
I 100 - 400
I :00- 800
I 500 - 2920

Figure 1 The Wards of Greater London in 1961, plus Civil Parishes in adjacent areas.

Table 1 provides a very simple summary of our calculations of population densities for constant
geographical areas over sixty years, grouping wards by their distance from Nelson’s Column; we
were able to include 1951 because the 1961 Census listed 1951 populations of 1961 wards and
parishes. The distance zone of most rapid growth is highlighted in bold, and the zone of least growth,
or contraction, is italicized. During the first four decades the zone of highest growth is clearly moving
outwards through and beyond the Green Belt. The innermost zone experienced the most rapid decline
up to 1991, but then very strikingly became the zone of maximum growth.
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Table 1 Mean Decennial Population Growth within a 50 mile radius of central London

Distance Growth Growth Growth Growth Growth Growth

(Miles) 1951-61 1961-71 1971-81 1981-91 1991-2001 2001-11
5 -5.22 -16.50 -17.61 -9.61 22.75 16.54
10 -4.07 -4.96 -6.45 -4.95 12.42 14.16
15 12.23 5.67 -2.69 -4.48 7.28 8.67
20 33.88 8.20 -1.50 -3.71 9.09 9.42
25 41.21 19.98 4.95 -1.14 7.02 6.32
30 32.43 31.73 9.44 -0.01 8.67 8.41
35 17.46 23.66 10.14 3.64 8.08 5.64
40 10.03 21.95 12.16 3.61 11.33 8.88
45 10.76 475 13.61 5.43 12.72 11.20
50 12.89 27.29 7.82 5.32 11.57 9.84

3. Longer-run trends in industrial structure

A wide range of census variables are available via the Small Area Statistics from 1971 onwards, and
similar data are becoming available from transcriptions of individual level census returns via Essex’s
Integrated Census Microdata system (http://icem.data-archive.ac.uk). However the latter is legally
limited to data over a hundred years old, so long run overall perspectives must draw on the published
census reports.

The Greater London Authority need data on industrial structure, so our work is drawing on four pre-
digital censuses: 1841, 1881, 1931 and 1951. However, work on the first two is incomplete while we
can include comparable data for 1971 and 2011. For 1931 and 1951 the historical geography is
simpler than in the population analysis, data being reported for the pre-1974 system of local
government districts, but instead of simple population counts we have to work with a different
industrial classification for each date, and re-classify each to the Standard Industrial Classification
(2007) used by the 2011 Census.

Despite working with 438 detailed categories in 1931 and 160 in 1951, they describe manufacturing
in much greater detail than services and some SIC “Sections”, such as “Information and
Communication”, cannot be identified at all. Once data are re-classified, they are redistricted using a
Geography Conversion Table derived from the parish-level table from the relevant census, our
equivalent Civil Parish GIS coverage, and the available 2011 Local Authority District boundaries.

Table 2 Changes in Industrial Structure (SIC 2007) 1931-2011

G: O:
C: W’sale H: K: Public
Manuf- +Retail  Transport Finance Admin-
Area Year Total acturing Trade + Storage  +Insur. istration

1931 3,688,129 1,141,278 649,325 372,833 112,622 188,862
Greater 1951 4,145,021 1,443,653 633,725 418,131 185,295 311,408
London 1971 3,921,180 1,010,450 612,620 422,210 251,670 332,270
2011 4,500,481 142,654 550,529 242,411 409,904 265,069

1931 9,534 2,354 1,716 573 473 548
City of 1951 322,052 66,130 57,767 51,957 90,940 7,822
London 1971 336,490 45,350 27,380 51,050 134,640 11,520
2011 356,706 2,864 14,242 4,832 163,425 7,105

Table 2 shows preliminary results for five selected SIC 2007 Sections, which have in fact been
calculated for all the individual boroughs. Note that the 1931 data are unavoidably based on place of
residence rather than work, with large consequences for the City of London data.
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4. Conclusion

The Great Britain Historical GIS project has been working for over twenty years with historical
census data. Our experience shows it is quite possible for historical GIS research to achieve
significant non-academic “impact”, and to draw on a wider range of funding, but significant
adaptations in approach are necessary. Firstly, research must come up to the present, and achieving
long runs of data requires new skills: disinterring obscure statistical datasets; locating even more
obscure boundary maps; even negotiating copyright.

Secondly, both policy makers and the general public have more need for local time series than for
maps. Further, policy makers almost always require time series for modern units, even though it is
generally easier to redistrict modern small area data to less detailed historical units. This means that
once the above ingredients are assembled GIS techniques must be used to redistrict these diverse data
sets to a single constant geography.

Despite the extensive research into complex redistricting algorithms, we use simple vector overlay —
“cookie cutter” — methods for two reasons (Simpson, 2002). Firstly, the improvement in accuracy
from more complex methods is limited, and finding more detailed historical datasets uses our time
better. Secondly, these simpler techniques are more easily explained to non-technical audiences. Our
focus is on real world use, both the public bodies funding the work described here and the general
public accessing our web site: Vision of Britain had 1.65m. “unique visitors” in 2014 and the most
accessible statistical content is redistricted data for modern districts.
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Understanding Spatio Temporal Patterns of Crime Using Hotspot
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Summary

This paper argues that we need to think as much about where crime does not happen as where it does.
The use of hotspot maps is a widely accepted practice in policing, These maps highlight areas with high
concentrations of crime but tell us less about areas with medium or low concentrations of crime.
Understanding what makes a ‘low crime place’ may provide lessons for reducing crime. This paper
proposes techniques which use a mixed method approach, combining LISA, Group Trajectory Analysis
and Focus Groups, to give us a more nuanced and detailed understanding of crime at the neighbourhood
level.

KEYWORDS: Hot and Cold Spots; Mixed Method Spatio Temporal Analysis; Vandalism

1. How best do we view neighbourhood crime?
Robert Sampson argues that:
“[Nelighborhoods vary in size and complexity depending on the social phenomenon under
study and the ecological structure of the larger community...”(Sampson,2012,54).
Thus there is no one single scale that represents a neighbourhood. The Modifiable Areal Unit Problem
(Opensahw, 1984) tells us that our choice of scale will affect the results of our analysis. This presents
a particular challenge for representing neighbourhood level crime using maps; what scale(s) should we
use? Weisburd and colleagues reveal considerable variation in trajectories of crime at the street segment
level (Weisburd et al, 2012). Taylor argues for the use of multiple scales, taking both a top down and a
bottom up view of crime (Taylor, 2010).

2. How do patterns of crime change over time?
Routine activity theory (Cohen and Felson, 1979) suggests that concentrations of crime are related to
individual’s routine behaviours. Routine behaviours can change over time across months, years and
decades. Each of these activity changes can also impact on local levels of crime. This means we need
to reflect temporal change in our crime maps too.

3. The Case Study

Here we assessed whether different local areas had consistently high or low levels of vandalism across
time. Vandalism was chosen as it has rarely been the focus of research in recent years but remains a
volume and signal crime impacting negatively on local communities. Focusing on a specific crime
potentially reduced the complexity of possible explanations of crime concentrations.

3.1 The Study Area, Data and Scale

The study area was within the city of Edinburgh, managed by a single senior police officer, with a mix
of physical and socio-economic environments. The data used were individual locations of recorded
crimes of vandalism across a six year period from 1% April 2004 to 31* March 2010, along with
qualitative data generated in focus groups. Recorded crime data were aggregated together into financial
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years (1** April to 31* March) at 100m by 100m grid square, data zone and output area.

3.2 What methods could allow us to explore hot and cold spots of crime across time?
This paper used three methods to explore levels of crime in local neighbourhoods:

e ‘Talking to the map’ - Community police officers and their senior officer were invited in
three separate focus groups to annotate maps. They were asked to shade maps based on their
local knowledge and share their understanding and experience of the characteristics of crimes
of vandalism. This technique was developed based on previous work which had asked police
officers to designate areas of high crime (Ratcliffe & McCullagh, 2001; Craglia et al, 2005,
Haining & Law, 2007) and using participatory GIS to elicit resident perceptions (Cinderby,
2009).

e Local Indicators of Spatial Association (LISA) — two indicators were used: Local Moran’s I
(Anselin, 1995; Assuncdo and Reis, 1999) and G;* (Getis & Ord 1992; Ratcliffe &
McCullagh, 1999). Data were assessed for recorded crimes over six financial years.

e Group Trajectory Analysis using aggregate geographic data — This technique was adapted
from work done by Groff et al, 2010.Two types of technique were used at two different
scales. At 100m grid a negative binomial count model was used. At output area a categorical
model was used to assess whether areas had constantly average levels of vandalism, around
average or below average groups across time.

The Talking to the Map approach had the advantage that it did not rely on the choice of any predefined
scale and allowed participants in the exercise to create their own boundaries. It enabled commentary
by participants to be closely linked to places and specific locations. Limitations: 1) participants were
constrained as they were asked to shade a pre-existing map; 2) the areas labelled as high or low crime
areas relied upon police officer’s personal knowledge and experience so may have been subject to bias
and 3) the total number of focus groups was small.

Using LISA had the advantage that it provided a method of visualising statistically significant both hot
and cold spots simultaneously; the method took direct account of spatial autocorrelations and results
were relatively easy to present and explain to police officers. Limitations: 1) data was subject to the
small number and multiple testing problems (Haining, 2003) which could only be partially resolved
and 2) it did not provide a method of summarising crime trajectories.

Using Group Trajectory Analysis (GTA) enabled distinct trajectories across time to be assessed. It was
possible to identify high, medium and low concentrations of crime at two scales, with two different
methods. Limitations: (1) the technique did not control for spatial autocorrelation, (2) the small number
problem was only partially resolved.

Additionally these techniques were combined in two key ways which added value and allowed
triangulation of results:-
e Combining officer knowledge with LISA maps.

e Comparing results of office focus groups, LISA and GTA.

Combining these techniques created a rich set of results which provided far more insights than could
have been achieved by one method alone and enabled rich insights into possible drivers of change
across time.
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4. Key results

Choice of Scale has a notable impact of processes observed in visualisation. Certain scales appear to
show different types of crime concentrations more clearly. This was apparent by comparing high and
low concentrations of crime identified by focus groups with LISA analysis. Officers in Focus groups
used a combination of fill in shading and outlines for high crime concentration areas (pink), and
primarily outlines only for low areas (blue). The types of high area highlighted, varied from single
roads and building complexes, to whole estates, low areas were often larger (Figurel; Figure 2)*. This
raises the possibility that different processes may be operating at different scales.

A B C D E F G Neighbourhood Partnerships
1 Routeway does E Ed!nburghA
not really E EdinburghB
2 Focus Groups 2/ 3 digitised
B High shaded
3 D High not shaded

tow
Gi* 2009-10
Not significant < p=0.1
>1.645 p=0.1 — <0.05

4 Cor?Engndence
between high-_
Gi*'shadingand,

FGshading /2 >1.960 0.05 - 0.01
6 / I >2.576 0.01 - 0.001
\ FG shading .
) | *
/71 [ ofintereston P - 42 Bfc* (sig. 0.05 or
7 ~ | edge of G* smaller)
shading * Bfc = Bonferroni correction
Contains Ordnance Survey data © Crown copyright and database for multiple testing (locations
right 2010 significant at 0.05 after this
correction are shaded
0 5 Miles orange)
- e—— s
— T T a— —
0 8 km

Figure 1: Gi*results for a single year of aggregate crime at 100x100m Grid scale compared to
digitised focus group (FG) shaded maps

* Figure 1 is based on Figure 4.21 (Bates, 2014, p145), Figure 2 is based on Figure 4.22 (Bates, 2014,
p146) used with permission.
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A B C D E F G Neighbourhood Partnerships
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identified by .
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D High not shaded
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P pibA™ i - Local Moran's | RVOA 2009-10
FG shading Not significant
5 . I High-High
- Low-Low
6 Low-High
Many FG high igh'- High areas High-Low

shaded areas which overlap

not picked by A :
7 OALISA with FG shading
analysis
Contains Ordnance Survey data © Crown copyright and database
right 2010
0 5 Miles
| I I TN
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Figure 2: Local Moran’s I analysis for a single year at Output Area (OA) scale compared to
digitised focus group (FG) maps

GTA provided increased descriptive and potential explanatory power, especially when combined with
results of spatial analysis (LISA) and information from focus groups. This was important in identifying
high, low and ‘drifting areas’ — pockets that move over time. Figure 3* is an example of Gi* analysis
with these identified areas overlaid — D — Delta is Drifting High Area, Indigo I a Drifting Low Area; F
— Foxtrot a High Area and E- Echo a consistently low area.

Figure 4 shows complementary of Group Trajectory results with these same areas overlaid. GTA found
4 distinct groups of areas with similar trajectories of changing levels of crime across time were
identified at OA level and 6 groups at Grid level (just the 3 high groups are shown here).

% Figure 3 is based on Figure 6.7 (Bates, 2014, p218) used with permission.
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Figure 3: Vandalism in micro-neighbourhoods across the study period in EdinburghA using
Gi* (row standardised z-scores — Bonferroni correction — significant at 0.05 areas shown in red)
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SVR - Categorical Model Grid Negative Binomial Count (6 group model) High Groups
Il 1 - Mostly High 13% Very High Falling 1% High Stable 6% Medium 9%

2 - Average to High 30% 0.00-0.10 0.00-0.10 0.00-0.10

4 - Average to Low - 45% 0.11-0.50 0.11-0.50 0.11-0.50
Il 3 - Consistently Low - 11% B 0.51-0.75 0.51-0.75 0.51-0.75

N 0.76 - 0.90 N 0.76 - 0.90 0.76 - 0.90
I 0.91 - 1.00 N 0.91-1.00 0.91-1.00

Figure 4: Results of Group Trajectory Analysis with areas identified from combined analysis
D,E,F and I overlaid ™

5. Key outstanding challenges

High, Low and Drifting areas had distinct and interesting characteristics; this suggests analysts need to
move to using techniques which allow them to identify not only crime hotspots but coldspots and the
areas in between.

This analysis suggests we ideally need to analyse data at multiple scales (and clearly state limitations
when we use a single scale). More profoundly different results, observed at differing scales, may reflect
the impact of differing external processes on high, low and drifting concentrations of crime. Should we
model at two or more scales simultaneously? If so, how do we visualise the results of this multi-level
analysis?

Modelling this type of data is challenging. No single technique presented here fully takes account of
common methodological issues. Combining techniques assists but each still has limitations in one or
more areas. More complex modelling strategies may be needed; a further key challenge will be
developing the skill base for complex models to be understood and interpreted in a way that is accessible
to a lay audience.
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Summary
This paper develops a custom geodemographic classification for travel in England and Wales.
Travelling is an important factor in many life decisions, including home and work life. Variables for
transport (distance to nearest airport, rail station, ferry station, tram stop and bus stop, number of cars
owned, and mode of travel to work) and demographics (gender, age and social class) for each Output
Area in England and Wales are used to create eight clusters of different transport characteristics. The
characteristics of the different clusters are discussed, along with future improvements to be
implemented in the classification method.

KEYWORDS:
Open geodemographics, travel, public transport, Output Area classification, open data

1. Literature Review

Geodemographics are "the analysis of people by where they live" (Sleight, 1997) and started in the
early 1900s with Charles Booth's poverty map of London, a spatial representation of different social
classes (Booth, 1902; LSE, 2014). The academic side of geodemographics developed through the
1950s and 1960s, when the commercial application of geodemographics also developed. These
commercial developments in the 1970s were primarily led by Richard Webber (1977), involved in the
creation of MOASIC and ACORN, two commercial classifications that are still in use today. This
(and many other) commercial classifications are a "black box" process - there was little publicly
known about the data sets used or how the classification was constructed.

Recent developments have brought geodemographic classification generation back into the academic
sector, with the open geodemographics developing a type of classification that is academically
rigorous and with the methods used open to inspection. This was partly driven by the availability of
open data, particularly data for small areas related to the census. The OAC (output area classification)
was developed for the 2001 and 2011 censuses (Vickers and Rees, 2007) and it is the 2011 OAC and
2011 Census data that this work builds upon.

Both the OAC classification and a number of commercial geodemographic classifications were built
with a range of applications in mind. However, the validity of a geodemographic classification for a
generic application has been questioned, as the factors influencing someone to pick a specific holiday
destination are likely to be different to their opinions on private healthcare (Singleton and Longley,
2009). Additionally, it is likely that for a specific application (e.g. travel) that there is additional open
data available which could contribute useful information to the geodemographic classification. From
an analytical point of view, it has been found that "differences between [geodemographic] classes are
generally smaller than the differences found within any particular class" (Voas and Williamson,
2001). These factors, alongside the fact that while generating a specific geographic used to be a
complex undertaking, it is now easier as a result of the maturing of spatial data technologies (Adnan
et al., 2010; Singleton and Longley, 2009), create a compelling argument to develop application
specific classifications. Below, the area of travel and transport is introduced, and this will be followed
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by the creation of a travel geodemographic classification.

Everyone needs to travel for a variety of reasons (work, school, shopping, etc.) and the factors behind
the choice of a specific mode of travel for a specific journey are varied and complex. A travel
geodemographic classification will show how transport provision and usage varies across the country,
and highlight any relationship it has with other demographic factors such as gender, age and SES
(socio-economic status). It could also be used to target transport improvements that are particularly
important to increase uptake of public transport and reduce reliance on private car use. Understanding
the geodemographics of travel accessibility and travel use will help development of transport options
and contribute to the task of reducing transport CO, emissions. Transport accounts for about 28% of
the UK’s total CO, emissions (Hickman and Banister, 2007) so understanding more about this issue
can help reduce carbon emissions.

2. Methods

The theoretical framework adopted for this work assists with selecting variables by considering the
domains that this work is interested in, the concepts within each domain and then the variable within
each concept. Table 1 shows how this is applied to the travel geodemographic, and also shows which
census variable was used. Gender, age and social class were included in the clustering process to
represent a proxy for income (social class) and different transport needs (e.g. working vs. non-
working).

Table 1. Variables included in the classification

Domains Concepts Variable Census table used
Gender Gender KS101 Usual resident population
Demography Age AT /\lgsethOEps . KS102EW Age structure
Social class ationa’ Statistes Socio- KS611EW NS-SeC
economic class
Travel to work Mode of usual travel to work QSTOIEW MV::)};;;d of travel to
Transport Ease of access to car Car ownership KS404EW Car or van availability
Ease of access to Distance to closest NA (distance calculated from
public transport bus/train/ferry/airport stop NaPTAN data)

The transport stop data was generated using stop locations for England and Wales from NaPTAN¥,
with the distance to each type of nearest stop calculated for each Output Area population centroid.
OA population centroids were used because these more appropriately reflected the location of the
population within an OA, and the use of point data allowed a much simpler spatial calculation to take
place (measuring distance points to points) than calculating distances from points to polygons (Output
Areas).

Walking routes were modelled in Routino for distances from each OA centroid to the nearest rail
station, tram stop and bus stop using previously discussed methods (Bearman and Singleton, 2014).
Straight-line distances were used for airport and ferry ports because in the vast majority of cases a
walking route to an airport or ferry port would not make sense. The transport types chosen were based
on the existing categories in NaPTAN, and will have different weightings in the classification
according to the number of different stops of that type to reflect their different levels of importance.

A k-means classification was performed using the data described above. Both an initial k-means
cluster analysis and a clustergram analysis (Galili, 2010; Schonlau, 2002, 2004) were run to establish
the number of clusters, and based on these results a classification was run for eight clusters.

! NaPTAN, National Public Transport Access Nodes, http://data.gov.uk/dataset/naptan
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3. Results & Clusters

The output from the cluster analysis shows interesting characteristics, with each of the eight clusters
showing distinct characteristics. A number of parameters within each category showed similar
relationships in the initial analysis, so were collapsed together in the final analysis. Table 2 and
Figure 1 shows the clusters derived from this analysis, along with their variables and spatial
distribution. A number of the clusters (e.g. 3 and 5) have strong patterns within the variables, whereas
others have a weaker relationship.

Table 2. Clusters and data patterns for the transport geodemographic classification

Cluster 1 2 3 4 5 6 7 8
N (total N = 181,408) 8,755 38,634 24,076 21,161 9,480 | 42,445 23,541 13,316
Distance to public Mid Far Far Close Close Mid Far Far
transport
Car ownership 0 car 1 car 2+ cars 0 car Ocar | 2+ cars 1 car 1 car
Gender Male Mix Mix Mix Slightly Mix Female Slightly
male female
Age 15-44 | Under45 45+ Under4s5 | 15-44 | Mix 45+ Sh<g4hstly
National ;
Statistics 3
Socio- ‘5‘
economic 6
classification” ;
Home
Usual mode of Cycle/ Passenger work / Bus & taxi Tram Drive Slight car Train
travel to work Walk drive /bus

# 1. Higher managerial, administrative and professional occupations 2. Lower managerial, administrative and professional
occupations, 3. Intermediate occupations, 4. Small employers and own account workers 5. Lower supervisory and technical
occupations, 6. Semi-routine occupations, 7. Routine occupations, 8. Never worked and long-term unemployed

Table 2 summarises the analysis of the results, showing the different characteristics of the different
clusters from this analysis. The full table (including variable index scores) is available in the
appendix. Clusters 1 and 5 are professional workers, more likely to be male and in management.
Cluster 5 is predominantly located in London, with a higher use of public transport, whereas cluster 1
is located in other urban areas, with a higher rate of cycling and walking. Clusters 2 and 3 are located
in rural areas, with cluster 3 in higher management with a higher income and more likely to have 2 or
more cars, and cluster 2 with lower incomes, with 1 car, in lower supervisory, technical and routine
occupations. Cluster 4 is located in urban areas, with an emphasis on the more deprived areas in the
north of England and London, with a combination of low wages and a reliance on bus and taxis.
Cluster 6 is primarily distributed in suburban and rural areas, with a mixed demographic, higher
income and multiple cars. People within clusters 7 and 8 are more likely to be female and to have a
lower income. Cluster 8 has a London commuter focus and much exhibits higher train usage, where
as cluster 7 covers rural areas in the rest of England with a reliance on a car.

4. Discussion

These results show the potential benefits of generating a travel geodemographic classification. There
are both travel patterns associated with age and income (SES), as well as additional ones associated
with access to and use of different modes of transport. In addition, there are particular geographic
patterns, both for rural and urban locations, which also reflect income and age distributions. Gender is
a strong factor in two clusters (cluster 1 and 7, and to a lesser extent cluster 5) and is likely to reflect
income and social make up differences. Socio-economic classification also features strongly in the
classification, and we use this data as a proxy for income levels.
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Figure 1. Spatial variation of a selection of the clusters from the travel geodemographic
classification.
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This data indicates particular clusters which might benefit from targeting to reduce CO, emissions,
either by promoting more public transport use, or acting on reasons for low levels of public transport
usage. In addition it highlights areas that have low public transport provision as well as low public
transport usage levels, which could assist in targeting new public transport provision.

There are a number of refinements to be made to the classification, both in the data included and the
processing of the classification. Currently, distances to most forms of public transport are calculated
as walking distances. However this will vary between individuals, and is also not appropriate for
some types of multimodal transport (for example, when someone drives to a train station to catch a
train). Additionally, this work does not take into account the frequency of public transport or the
routes followed, which are important factors when considering transport accessibility. In addition,
data from the National Travel Survey could provide more contextual information for the analysis of
the cluster behaviour patterns.
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Appendix: Index Scores of Cluster Variables

Table 1. Clusters and variable index scores (0 = typical) for the transport geodemographic

classification
Cluster 1 2 3 4 5 6 7 8
N (total N = 181,408) 8,755 | 38,634 | 24,076 | 21,161 | 9,480 | 42,445 | 23,541 | 13,316
Rail 2035 | -011 | 058 | -020 | -0.17 | -005 | 026 | -037
Tram 004 | 024 | 008 | 029 | -0.74 | 004 | 028 | -0.50
Distance” Bus 2036 | -010 | 038 | -028 | -020 | -0.14 | 053 | -0.05
Airport 032 | 021 | 044 | -047 | -0.63 | -006 | 046 | -0.61
Ferry 005 | 017 | 007 | o010 | -1.02 | 025 | -0.09 | -072
None 0.75 | 030 | -1.00 | 1.41 144 | -074 | -0.14 | -0.20
Ocvjlrl e/r:ﬁf; 1 0.07 044 | -0.96 | -0.57 | -0.46 | 0.07 0.47 0.61
2 or more 078 | 051 | 146 | -1.13 | -122 | 071 | -0.08 | -0.10
0-4 048 | 034 | -062 | 099 | 018 | -001 | -0.88 | 034
5-14 2131 | 022 | 006 | 080 | -061 | 020 | -082 | 0.07
Age 15 - 44 214 | 015 | -087 | 042 | 142 | 009 | -1.06 | 0.24
45 - 64 145 | =022 | 108 | -077 | -101 | 034 | 039 | -0.19
65+ 2090 | -021 | 046 | -0.58 | -081 | -020 | 159 | -0.28
mi?iigrfaﬁggge; o | 017 | -081 | 089 | -LI8 | 1.05 035 | -0.07 | 077
National SEiii‘;::ﬂ:‘ZS;ate 083 | 026 | -012 | -0.80 | -077 | 074 | 028 | 049
Stsa(flcslgcs SES4 Self-employed | -0.86 | -044 | 139 | -0.62 | -0.14 | -008 | 031 | 0.12
clzz;%"crg;n Ssljs:rle‘s’ZVr‘;r 076 | 076 | -072 | -006 | -1.01 | 0.14 040 | -0.71
SE56&/7£§?;:°““@ 0.8 | 1.05 | -091 | 083 | -1.03 | -030 | 021 | -0.84
SES8 Never worked | -022 | 021 | -0.65 | 1.98 | 031 | -055 | -040 | -0.20
Car (Driver) 2100 | -001 | 060 | -1.16 | -1.92 | 097 | o011 | -0.48
Car (Passenger) -0.46 0.87 -0.44 -0.15 -1.37 0.24 -0.11 -0.79
Tram 022 | =031 | 027 | 007 | 344 | -029 | 031 | 044
Train 004 | 038 | -0.09 | 019 | 062 | -019 | -037 | 234
Usual mode Bus 037 | 009 | -082 | 123 | 120 | -031 | -0.51 | 0.07
of travel to .
o Taxi 2003 | 032 | -041 | 045 | o011 | -020 | -021 | 0.02
Motorcycle 2033 | 009 | -022 | -035 | 078 | 008 | -0.12 | 031
Cycle 114 | 002 | -040 | -023 | 121 | -0.09 | -0.13 | -0.08
Walk 211 | 033 | -050 | 001 | 003 | -036 | -0.05 | -022
Other 015 | 010 | 026 | 006 | 029 | -0.12 | -0.01 | 0.1

Bold = more than or equal to +0.5, underline = less than or equal to -0.5.
# For distance, positive values are higher distances than average, and negative values are closer

than average.
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Introduction

Geodemographics has been of interest to geographers, market analysis professionals and service
planners for several decades. Intellectually, the technique hasits roots in the factorial ecology of
North American cities (see for example Shevky and Bell, 1955; or Rees, 1968). In simple terms, the
‘factorial’ part involvesthe use of small area data—usually from a population census — to provide
numbers which can be crunched through some statistical technique such as afactor analysis; and the
ecology bit means that the outcome is usually a classification which characterises each of these areas
as ademographic ‘ecosystem’ through which its similarity or difference to other areas can be
assessed. Geodemographicsis a nice technique for teaching and for elementary spatial analysis
because it is quite intuitive and generates reliable outputs which are easy to understand, but there
hasn’t been alot of research innovation in recent years. It has been popular amongst both marketing
professionals and (public) service providers as a straightforward and effective method for segmenting
users. Although thereis now an open source classification which is available for academic and public
use (the output area classification — see Vickers and Rees (2007); Gale et a (2015) there are also a
variety of proprietary classifications, and a number of these have adopted newer methods from self-
organisation and machine learning e.g. genetic algorithms (e.g. in systems such as Mosaic); and more
important perhaps most have incorporated additional data sources which can add extra spatial and
socio-demographic refinement, from sources such as shareholder registers, house prices, the electoral
roll, and county court judgements (as in CallCredit’s Cameo range, for example).

Recent developments

A question which then arises is whether even more varied and diverse sources of (big) data now sound
the death knell for geodemographics, or provides the opportunity for innovative and original research
which has been mostly lacking in recent times. We assert that the case for reinvigoration is a strong
one, primarily because the rationale for geodemographics has never been predicated on the pure
convenience of spatial data. Rather, the case is that there are spatial processes which operate at a
neighbourhood scale and render patterns which are distinctive for defined geographical areas which
are somehow more than the sum of their component parts (i.e. the individual people and households
which they contain). In this context the capacity to use data about individuasin order to construct
micro-scale profilesis not necessarily an advance in itself — although some combination of individual
and neighbourhood profiling may be an ideal modelling strategy in many circumstances (e.g. Birkin
and Clarke, 2011). It could be therefore that a major appeal of ‘big data’ is simply that it promises a
much broader and diverse basket of indicators from which appropriate classifications may be
constructed.
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It will be taken as a given for the present purpose that the advent of big data will impact academic life
in some rather significant form. The process by which this might come about is not a material
concern. We will content ourselves with two brief observations, the first that current developments
such as the instantiation of a Big Data Network of administrative, business, local government and
social media data by the Economic and Socia Research Council, extended investment in
Understanding Society, and the inevitability of fundamental revisions to the shape and content of
census statistics, are changing the research landscape in arapid and dramatic manner. The second is
that a strong tendency towards open data al so now seems ingrained and will promote easy availability
of an extensive range of data, but it is neither likely or necessarily desirable that everything will be
made availablein this form.

Asanillustration of thislatter point, some of theideas which will be tested later will exploit the
availability of afine scale proprietary geodemographic classification for research purposes. The Call
Credit Information Group have very generously agreed access to their Cameo classifications at
postcode level ; clearly unrestricted access to these data would be | ess than appealing as a commercial

strategy.

Geodemographics has not kept pace with the latest developments.  The paper suggests that a
qualitative shift has taken place which demands a fundamental reappraisal of methods and

perspectives.
Opportunities

A number of possibilities could be evaluated in more detail.

1 Geodemographics as afilter for big data

e |sit possible to eliminate the noise in big data by using data compression methods
which are directly analogous to the segmentation and clustering techniques used in
geodemographics?

2 Isthere an optimal scale for geodemographics?

e Isit possible to devise experiments which explore the explanatory and predictive
power of aternative classifications at a variety of spatial scales? And does this say
anything about the nature and cohesion of small areas and neighbourhoods? An
example of thistype is sketched, together with some preliminary results, in Figure 1.

3 Can interactions be represented and is this helpful ?

e Asmore data becomes available, it should be possible to construct new kinds of
inputs to the geodemographic process e.g. including those which represent
interactions between areas alongside the more usual area-based attributes and
characteristics. An example of thistype is sketched, together with some preliminary
results, in Figure 2.

4 Isit possible to aggregate geodemographic groups and how can this be done?

e The use of geodemographics across scalesis arecurring problem — for example, how
isit possible to summarise a school catchment area or retail market from the
composition of a number of different small area profilesin that area?

5 Does new data change the case for variant classifications?

e Commercia providers have experimented with specialist classifications e.g. for
retailing and financial services. Could thisidea be extended using the wide variety of
data setsthat are now available for individual sectors or activity types?
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Figure 1. Improvements from a geodemographic model across scales
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The model isakind of complex hybrid between modelling across scales and fuzzy geodemographics
(Hirschfield et al, 2013; Openshaw, Blake, Wymer, 1995 |n essence the idea here is that the character of an area
can vary as a function of its neighbours, as well asin accordance with the statistical profile of the areaitself. H
et al demonstrated. For example, that an areawith high g/d status surrounded by similar areas has a much lower
risk of burglary than if it is surrounded by neighbours of alow socia status. In Box 1 we reproduce this
analysisfor a dependent variable of household income, with aresult which is qualitatively similar.

Figure 2. Geodemographic interactions
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Social network data from the twitter messaging service is used to measure the physica size and diversity of
individual connections. These are evaluated across different geodemographic groups to investigate variations
by neighbourhood type and spatia context.
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6 Are there certain data sources which add more value than others — should we be more
strategic in our approach to their selection?

e The problem here might be optimise across awide range of different input
alternatives to provide a better performing classification.

7 Are there effective ways to exploit the availability of rolling datai.e. updating?

e A significant weakness of the output area classificationsis that they aretied to the
decennial census. Commercia providers have been using various data sets and
methods to update their classifications for sometime. These approaches could be
refined further and trandated into academic practice.

8 Geodemographicsin space and time

e The ultimate extension of the updating concept could be towards something like real-
time geodemographic system which reflect diurnal variationsin the character of areas

(e.g. the city centre as aworkplace by day and a playground by night)

9 New forms of geodemographics. from you are where you live to you are what you do
e Thiscould again involve datawhich arein common use commercialy (e.g. lifestyles)
but rarely taken into academic use; or newer sources altogether such as social media
and tweets. An example of thistype is sketched, together with some preliminary
results, in Figure 3.
Figure 3. Language as an indicator of activity
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Anillustration of the way that language is used by different groups e.g. ‘bar’ (to the left) tends to be
used by more prosperous groups, rather than ‘pub’ (to the right). Thisidea could be extended to
produce the geodemographic categories themselves on the basis of the statements and words used by

different people.




Discussion

Our nine questions lead naturally towards a research agenda in geodemographics. A number of next
steps are possible — for example to continue to sketch case studies rather lightly (e.g. asfigures 1 to
3), to develop more rigorous implementations of one or more of these options; perhapsto eliminate or
consolidate these options, or open completely new possihilities.

It could be that the direction of travel isto some extent data driven — for example, real-time data
would be needed to support meaningful work on real-time classifications. Priorities should also be
determined with due reference to the opinions of both data users and data suppliers, and these two
groups may well be overlapping — for example, the data providers have a strong interest in added
value outputs which might eventually result from more speculative research. We hope that the active
pursuit of such conversations could lead to productive and mutually beneficial interactions e.g.
between research groups and business organisations.
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Summary
In GIS, understanding the layout of interior spaces has important applications in the analysis of
energy efficiency, indoor navigation and atmospheric pollution. However, detailed models of
building internals are usually held in engineering or architecture software, including Building
Information Modelling (BIM) software such as Autodesk Revit, and are not easily understood by GIS
in this format. Additionally, such models contain excessive detail, such as wall thickness, not
required for GIS operations such as topological adjacency. This paper describes the process required

to convert BIM data into GIS, addressing both conceptual modelling and data format differences.

KEYWORDS: Energy & Sustainability — Building Information Modelling — Space Boundaries —
GIS and BIM Integration — 3D Topology

1. Introduction

There are two complementary geospatial systems used in the Architecture, Engineering, Construction,
Owner, Operator (AECOO) community. Readers will already be aware of Geographic Information
Systems (GIS) for the collation, storage, analysis and management of information. The AECOO
community has also adopted Building Information Modelling (BIM) as a coordinated set of processes
for the design, management and sharing of building and infrastructure information (Mott MacDonald,
2014). At the heart of the BIM process is an object-based model that is ascribed throughout with

geospatial information.

The UK Government report Construction 2025 aims to reduce greenhouse gas emissions by 50% in
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the built environment (HM Government, 2013). Implementation of BIM as standard industrial

practice is key to achieving this strategic aim.

Environmental data such as ambient temperature, air and noise pollution are commonly available as
GIS datasets. GIS enhances the BIM process with established toolsets for overlaying and querying
data. This overlay and query of multiple-source data is a fundamental feature of GIS that permits
architects and engineers to make efficient decisions (Cowen, 1988). However, fundamental

differences between BIM and GIS exist that preclude successful integration.

The study of spaces is key to understanding the topological layout of buildings. The term intramural
space is adopted in this paper to refer to the volume of a room contained within the walls, columns,
floors and ceilings of the spaces. However, these building elements can overcomplicate the layout in
certain situations, e.g. the determination of topological adjacency (Ellul, 2013). The term contiguous
space is therefore used herewithin to refer to the space bound by wall centrelines that lies between the
floor surface and the surface of the floor above. This paper explores the potential of using contiguous
space objects and boundaries as a means of simplifying detailed BIM models so that they can then be

used in conjunction with GIS methods.

2. Literature Review
2.1. BIM

The concept of 3D object-based building systems, recognisable as a Building Information Model in
current parlance, has existed for 40 years (Eastman, 1975). Originally limited by computing power,
the concept has since transitioned into reality. There is not one all-defining definition of BIM but
great care must be taken to differentiate the BIM process and the product that is the Building
Information Model (herewithin "BIM model"). The distinctive characteristics of a BIM model are

listed in Table 1 (Isikdag and Zlatanova, 2009 and Lee, Sacks and Eastman, 2006).
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Table 1 Distinctive characteristics of a BIM model

Object-based Building elements and  parametric
relationships are object-orientated

Data-rich All physical and functional characteristics
are represented

Three-dimensional 3D as opposed to 2.5D

Spatially-related Topology of building elements is
maintained hierarchically

Semantically-rich Semantic classification permits objects to
inherit properties and behaviours

Generative views 2D and 3D visualisation with annotations

Parametric Elements are definable from the properties
of other objects

Industry Foundation Classes (IFCs) (IAI, 2000) provide the AECOO community with an
interoperable format for exchanging BIM data between different software platforms (Laakso &
Kiviniemi, 2012). More specifically, IFC is suitable for exporting BIM data to GIS and energy

simulation software.

2.2. Three dimensional GIS

GIS has traditionally been constrained to two dimensions. Limited 3D can be implemented using a
method known as 2.5D in which height is stored not as a dimension but as an attribute. Advances in
computing now permit 3D GIS, opening up analytical methods that were previously impracticable.
3D GIS has many applications in the built environment that include energy performance simulation
(Bazjanac, 2008), indoor navigation (Worboys, 2011), urban planning (Stoter et al., 2011), cadastral
registration (Stoter et al., 2011), noise propagation (Groger et al., 2012) and renewable energy

modelling (Resch et al., 2014).

Two data structures for storing 3D GIS data are Oracle Spatial and CityCML. Oracle Spatial
provides schema and functions for storing and querying spatial features in Oracle relational databases
(RDBMS) (Murray, 2013). This SDO _GEOMETRY format exceeds the functionality of the
OpenGIS Implementation Schema (Herring, 2010). CityGML has been developed as the OGC
standard information model for describing 3D urban objects as an application schema of the
Geographic Mark-up Language (Groger et al., 2012). Although the model is formatted in XML, it is
geometrically compatible with the OpenGIS and Oracle Spatial implementation schema for
RDBMSs.  CityGML provides the framework for semantic-geometric relationships and has the
functionality of representing differing levels of detail (LoDs).
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2.3. Integration of BIM and GIS

Research continues into GIS and BIM integration. Isikdag and Zlatanova (2009) concluded that
manipulating data from one system to the other requires a two-part transformation of both the
geometric and semantic datasets. Because the two systems are conceptually misaligned, one dataset
cannot be transformed without the transformation of the other. Research has focussed on the
unidirectional conversion from IFC to CityGML (Isikdag and Zlatanova, 2009) and this functionality
is implemented in software such as FME Workbench (Safe Software, 2012). Unidirectional
conversion is inherently wasteful and solutions have been proposed to develop a CityGML
Application Domain Extension (van Berlo and de Laat, 2011) and an intermediary Unified Building
Model (El-Mekawy, Ostman and Hijazi, 2012). Ultimately, any meaningful attempt to integrate BIM
and GIS requires a systematic mapping of conflicting semantic data structures (Bittner, Donelly and

Winter, 2006).
2.4. Space Objects and Space Boundaries

The geometry of spaces is described as two different entities in IFC, firstly as a space object
({fcSpace) and secondly as a space boundary ([fcRelSpaceBoundary). IfcSpace is geometrically
defined as a closed solid. Depending on the complexity of the shape, the space will be represented
using profile sweep or boundary representation. The space object contains attributes related to the

room such as name, volume and net floor area (buildingSMART, 2014a).

IfcRelSpaceBoundary is geometrically described as a collection of planar polygon faces. Each face
relates to a particular building element that is stored as a boundary attribute (buildingSMART,
2014b). Revit provides the option to export IFC space boundaries as either 1st or 2nd level space
boundaries (Autodesk, 2014). 1st level space boundaries are simple polygon faces representing each
building element not including openings for windows or doors (Weise et al., 2011). 2nd level space
boundaries describe not just building element geometry but also the geometry of any object on the
other side (Weise et al., 2011). Figure 1 shows a screenshot from Solibri Model Checker showing

one ifcSpace object above another with the adjoining 2nd level space boundaries.
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Figure 1 Space objects and 2nd level space boundaries in Solibri Model Checker

3. Data

This investigation tested the methods developed on a BIM model of a building on the University
College London campus. This model had been developed in Autodesk Revit from point cloud data
captured using laser-scanning equipment (Backes et al., 2014). The model uses a coordinate system

aligned to the British National Grid with an applied offset.

4. Method and Results

Basic building models were created in Autodesk Revit 2015 and exported to FZK Viewer and Solibri
Model Checker to test the functionality of exporting space objects and boundaries as IFC files from
Revit. The suitability of FME Workbench for transforming the geometry of space objects and
boundaries into Oracle Spatial SDO_GEOMETRY objects was also investigated and found to be
incapable of interpreting IfcRelSpaceBoundary geometry. Python script was developed from code
published on a web-based repository (Mvaerle, 2010) to interpret the IfcRelSpaceBoundary geometry
as SDO_GEOMETRY objects. IFC class bindings and suitable geometry classes do not exist in

Python and script was written to overcome this hurdle.

Building models were exported from Revit with various combinations of the A¢ Wall Finish / At Wall
Centre and thelst/2nd Level Boundary settings. To create 3D spaces bounded by room ceilings, it is

necessary to change the Volume Computations setting in the Room & Area drop-down menu to Areas

102



and Volumes. Figure 2 shows contiguous space boundary faces exported from Revit into Oracle
Spatial and then visualised as a 3D PDF in Adobe Acrobat superimposed on an OS Mastermap of the

surrounding area.

Figure 2 Space boundary faces of Chadwick Building

5. Discussion

The most efficient way to convert intramural spaces is to use FME Workbench to break up the faces
of IfcSpace objects using a GeometryCoercer. Conversely, contiguous space boundaries are best
exported from Revit as 2nd Level IfcRelSpaceBoundary objects (having selected the At Wall Centre
setting) and then use the Python script described in the previous section to interpret the geometry and

insert into Oracle Spatial.

The key to creating space objects efficiently in Revit is to start with a well-constructed model.
Wherever possible, floors should be continuous throughout a particular building level. Splits in floor
heights, e.g. mezzanine levels, and stairwells must be contained by a wall or virtual boundary. These
methods should stand as good practice for any modellers intent on using BIM data sourced from

architectural designs or captured from laser scans of a building.

The outputted 3D model has a number of shortcomings. Firstly, the polygon faces do not contain

internal holes corresponding to windows and doors and further script development is in progress to
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overcome this issue. Secondly, issues relating to face orientation require further investigation.

6. Conclusion

This investigation has shown that it is possible to extract simplified BIM data from Revit in a format
suitable for analysis in 3D GIS. Until FME Workbench is capable of transforming the geometry of
IfcRelSpaceBoundary objects, Python script is suitable for inserting the boundary faces into Oracle
Spatial. Further work will focus on extending the functionality of the Python script to include

polygon holes and resolve issues relating to face orientation.
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Summary

A number of choices are encountered when creating cartograms using the Gastner and Newman
algorithm. Two important ones are the starting map projection, and the resolution of the grid size used to
compute the cartogram transform. We experiment with a number of projection and grid size
combinations, and define a measure of ‘cartogram success’, and use this, together with a more
descriptive assessment, to identify best practice in choosing resolution and initial projection.

KEYWORDS: Cartogram, Rasterisation, Visualisation, Cartography, Map Projection

1 Introduction

Cartograms are well established map projections used for the creation of statistical maps that take into ac-
count the underlying population of geographical reporting units (GRUs). They have the property that the
projected area of each areal unit is proportional to its population'. There are a number of standard algo-
rithms to compute cartograms - see for example Tobler (1973), Dorling (1996) or Sagar (2013). Most of
these begin with a standard map projection, with populations supplied for each GRU, and then compute a
warp’ - of the map drawn in this projection to obtain the cartogram. One particular example of this approach
is the Gastner and Newman algorithm (Gastner and Newman, 2004). This solves the diffusion equation -
Equation 1 below, using a pixel-based approximation.

op(x,y,t)

_ 2

This equation describes the flow of fluids with varying density p at time ¢ and at each location (z,y). For
cartograms, it is assumed that p is proportional to population density. Study of Equation 1 reveals that fluids

*christopher.brunsdon @nuim.ie
T martin.charlton@nuim.ie
' At least approximately
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will diffuse towards an asymptotic state of uniform density. Thus, for each initial location the mapping onto
a particle’s asymptotic location provides a cartogram transformation.

1.1 Spoilt for choice?

A number of observations can be made about this algorithm.
1. The method is based on approximation.
2. It depends on a grid-based estimation of population density.
3. This estimation is derived from a map using a conventional projection. Several such projections exist.

These raise a number of issues - observation 2 suggests that a number of choices must be made prior to
running the cartogram algorithm - namely, at what resoluton should the grid be created, and what method
should be used to estimate the density values in the grid. Observation 3 implies a further choice - that of
the starting map projection - and observation 1 leads to an over-arching issue that, although the cartogram
algorithm is often presented as a unique process, there are in fact a number of degrees of freedom. The
aim of this paper is to investigate the effect of varying these, and hopefully uncover some ‘best practice’
recommendations for the creation of cartograms.

2 Choices for Initial Conditions

The two key choices relate to the initial map projection, and the resolution of the grid used in the numerical
solution of the diffusion equation. The Gastner and Newman algorithm begins with a set of initial densities
- typically these are obtained from a set of polygons in a ‘conventional’ map projection with associated
population counts, and assigning population density estimates to each polygon by dividing the count by the
corresponding polygon areas. The results are then converted to a raster grid before applying the algorithm
- each pixel is assigned to a polygon (approximately) and the density associated with that polygon is then
assigned to the pixel — at which point the algorithm is applied.

2.1 Choice of Initial Map Projection

There are several ‘conventional’ map projections?, and several possible starting configurations for the algo-
rithm. Map projections can be classified in a number of ways, but one helpful approach here is to use the
following classes:

* Equal Area - These are projections that give polygons whose area is the same as that on the surface
of the Earth. One cost of achieving this is that shapes of areas are prone to distortion.

* Conformal - These projections preserve local angles, so that the projected angles where curves meet
agree with those on the Earth’s surface.

2actually an infinite number if parameters such as the location of parallels are allowed to vary
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* Equidistant - These preserve distances from some fixed point, or line on the Earth’s surface.

* Compromise - These do not attempt to preserve area, distance or local angles, but instead aim to strike
a balance between the distortions, in order to produce @sthetically pleasing results.

Projections may also be classified by the developable surface onto which the Earth’s surface is projected:
cones, cylinders and planes are typical examples (Bugayevskiy and Snyder, 1995). This leads to a cross
classification of surface and property, which often features in the name: for example, Lambert’s Azimuthal
Equal Area is an area preserving projection based on a plane.

The projections we have chosen for the experiments described in this paper cover a range of types and
developable surfaces. They are listed, together with their properties in Table 1.

Table 1: Projections used

Developable Surface | Projection Name Type Abbreviation
Cone Lambert Conformal Conic Conformal LCC
Albers Equal Area Equal Area  AEA
Equidistant Conic Equidistant ~ EqDC
Cylinder Robinson Pseudocylindrical Compromise Robin
Mercator Conformal Merc
Eckert Type VI Equal Area  Eck6
Mollweide Equal Area  Moll
Equidistant Cylindrical Equidistant ~ EQC
Plane Van der Grinten Compromise VanDG
Stereographic Conformal Stere
Lambert Azimuthal Equal Area Equal Area  LAEA
Azimuthal Equidistant Equidistant ~ AEqD

It could be argued that equal area projections are the most appropriate choice, since these will give the most
accurate estimates of density for the Gaster and Newman algorithm. We therefore include a large number of
these. However two questions we wish to address are

* How do results differ between different equal area projections?
» How robust are the results to the use of other kinds of projection?

and on this basis we also include a variety of other projections, representing all combinations of type and
developable surface.

2.2 Resolution of Raster Representation
As discussed above, once a projection is chosen, the next step is to rasterise the density estimates. A second

choice influencing the outcome is the resolution of the raster used to do this. Clearly, the greater this is,
the more accurate the result — recall that the algorithm is based on a differential equation representing a
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continuous system. On the other hand, computation time will increase with resolution - and it will be useful
to identify a point at which no notable improvements are achieved, so that unneccesarily long program runs
are avoided. Thus, for each map projection, cartograms are created at a number of resolutions. In each case
the raster is square, and of size n x n where n is one of {512, 768, 1024, 1280, 1536}.

3 Evaluation

The set of map projections and resolutions outlined above were used to compute cartograms of European
economic regions. The software used was Brunsdon’s getcartr package in R3. Cartograms are assessed in two
ways here. Firstly, an objective scoring system is used. Although based on approximation, the transformed
areas in a cartogram should ideally be proportional to their underlying populations. Thus, if a cartogram
algorithm has worked effectively, then

Ai = kP 2

where A; is the area of a zone ¢ (in cartogram space), P; is the corresponding population, and k is some
constant value. Thus, for any given cartogram, fitting a least squares regression line without an intercept
should give an estimate of k, say k. Perhaps more usefully, looking at the size of the residuals - that is
the values of A; — IAcPi gives an indication of how well this linear fit has worked for each area. Squaring
these residuals and summing gives an overall measure of the degree of disagreement in the proportionality
between area and population and hence a measure of the success of the cartogram. As a further enhancement,
the measurement can be standardised by computing 1 — R? for the fitted, intercept-free model, allowing for

different scale metrics in cartogram space. If we call this measure , then it may be seen that
2
il

¥ 7%2131‘2 + 317

v = where 7; = A; — kP, 3)

For an ideal* cartogram, this value will be zero. Thus, this quantity will be computed for each cartogram
created.

A second approach to assessment will be to assess the cartograms visually - although it is possible that
several cartograms may have 7 values near to zero, there could be @sthetic reasons why some may be
preferable to others. Although this is a subjective matter, visualisations identifying cartograms with different
characteristics will be used to investigate any qualitative traits (for example, excessively stretching certain
countries) that may be associated with particular initial projection characteristics.

3.1 Assessment via Objective Scoring

Firstly, v was computed for each of the twelve projections at the five different resolutions stated above - the
results are tabulated in Table 2.

‘https://github.com/chrisbrunsdon/getcartr
“only in the sense defined above.
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Table 2: v values for Cartograms

Resolution 512 768 1024 1280 1536
LCC | 0936 0.028 0.017 0.012 0.008
AEA | 0.929 0.043 0.026 0.016 0.013

EqDC | 0.706 0.741 0.017 0.011 0.007
Robin | 0.946 0.035 0.740 0.014 0.009
Merc | 0.826 0.874 0.018 0.012 0.009
Eck6 | 0911 0.032 0.018 0.012 0.008
Moll | 0.939 0.035 0.019 0.012 0.009
EQC | 0.845 0.871 0.027 0.019 0.013
VanDG | 0.955 0.790 0.019 0.012 0.008
Stere | 0.911 0.024 0.015 0.010 0.007
LAEA | 0918 0.708 0.020 0.013 0.009
AEqD | 0939 0.027 0.017 0.010 0.008

Patterns are more clearly identified when using graphical approaches. In Figure 1 the value of ~ is plotted
on a log scale against pixel resolution for each projection. It can be seen generally that after some very
poor performances for low resolutions, v decreases exponentially - the reductions are linear when using the
logarithmic scale. One interesting observation is that for the Robinson Pseudocylindrical projection, at one
resolution (1024) performance is worse than the next lowest one (768).

In Figure 2 the same relationships are shown, shaded by development surface. Here, it seems there is no
clear winner.

In Figure 3 the relationships are shown yet again, shaded by projection class. Here, it seems there is no clear
winner - although the conformal projections seem to fair better, with none of them in the worst performing
projections. Although in theory one would expect equal area projections to be the most appropriate, they do
not seem to be outstanding.

3.2 Visual Assessment

In Figure 4 each of the original maps of Europe are shown beside the corresponding cartograms. The presen-
tation exploits Edward Tufte’s notion of ’small multiples’ and possibly owes an apology to Andy Warhol’s
estate®. The colouring of the maps corresponds to the developable surface (background), and the class of
projection (foreground). The colourings are given in Table 3.

In addition, the layout of the individual projections is given in Table 4.

Visually, some cartograms appear more ‘squashed’ along the north/south axis, although this doesn’t seem
to be associated with any particular developable surface, or projection type. In particular, the Albers Equal
Area and Equidistant Cylindrical projections are very squashed - and the Mercator notably elongated. It is

Shttp://www.oilpainting-repro.com/prod/marilyn-monroe-3x3-warhol-1925,217.html
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Table 3: Colouring for Figure 4

Characteristic Colour Feature
Developable Surfaces

Cone Purple Background
Cylinder Orange Background
Plane Green Background
Projection Type

Conformal Blue Foreground
Equal Area Green Foreground
Equidistant Purple Foreground
Compromise Red Foreground
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Table 4: Projection Arrangements

1 2 3 4

1 | LCC AEA EgDC Robin
2 | Merc Eck6 Moll EQC
3 | VanDG Stere LAEA AEqgD

Figure 4: Original Projections (LHS) and Cartograms (RHS)

perhaps an unsurprising fact, but the cartograms seem to take on the squashed/elongated characteristics of
the conventional projections used to produce them.

4 Conclusions

In relation to the questions asked earlier, it seems that the cartogram algorithm is relatively robust to the
initial choice of map projection - despite expectations that equal area projections should outperform others.
Of the equal area projections, Eckert Type VI performs best, but is outshone by several other projections.
One possible explanation, at least at the Europe-wide scale, is that other factors, such as the inaccuracies
due to rasterisation come into play, and their influence outways that of projection type. For work in the near
future, world maps will be considered - and presented at the talk we propose here.

In terms of ‘best practice’, choice of projection seems less important than resolution of the raster approxima-
tion. Roughly speaking, once some very poor results for low resolutions have been encountered, deviation
from a ‘perfect cartogram’ as measured by ~y reduces exponentially with resolution. We would suggest check-
ing v as a way of deciding appropriate resolution, and choosing a squashed or elongated starting projection
according to @sthetic preference, bearing in mind the aspect ratio of the resultant cartogram is influenced by
this.
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Evolutionary Computing for Multi-Objective Spatial Optimisation
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Summary

During the transition to more resilient and sustainable cities, planners require robust planning tools to
ensure sustainability efforts do not conflict and negatively affect one another. In this paper spatial
optimisation is used to provide best trade-off spatial plans between conflicting real world sustainability
objectives during the spatial planning process. Using Pareto-optimal optimisation a series of spatial
development strategies are derived that outperform all other possible development strategies in at least
one objective. When applied to a case study for a north east local authority the resulting spatial Pareto-
optimal strategies were found to significantly outperform the local authorities proposed development
plan.

KEYWORDS: Sustainability objectives, spatial planning, optimisation.
1. Introduction

The processes of urbanisation and climate change are necessitating the transformation of cities towards
sustainable cities that are robustly adapted to natural (and other) hazards, while simultaneously reducing
energy and resource usage to mitigate further climatic change. However the policies required to achieve
these frequently conflict with each other, negatively affecting sustainability as a whole. For example,
urban intensification with the intention of lowering transport energy costs (Newman and Kenworthy,
1989; Williams, Burton et al., 2000) has been found to exacerbate urban heat islands and increase flood
risk as well lead to poor health outcomes for residents (Hunt and Watkiss, 2011; Melia, Parkhurst et al.,
2012; Holderness et al., 2013).

Therefore decision makers require robust planning tools to achieve the trade-offs necessary to ensure
optimal sustainability (Dawson, 2011). This paper presents the use of a spatial optimisation framework
as one method by which multiple positively and negatively correlated sustainability objectives can be
evaluated in time and space to assist urban planning. A case study, applied to Middlesbrough Borough
Council, a local authority area in the North East of England (Figure 1), demonstrates how a spatial
Pareto-optimisation based on a Genetic Algorithm (GA) framework (Goldberg, 1989) can be employed
to derive spatial development patterns that are sensitive to climate induced hazards such as heat and
flood while accounting for current planning policies that seek to avoid fragmented urban growth and
development on green space.
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Figure 1 The case study area of Middlesbrough within the Tees Valley.
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2. Methodology

A subset of key, real world sustainability objectives were derived from a review of spatial planning and
urban sustainability literature: namely; (1) minimizing risk from heat waves; (2) minimizing risk from
flooding; (3) minimizing the distance of new development to the current CBD to minimize travel costs;
(4) minimizing urban sprawl to prevent increased travel costs; and (5) preventing the development of
green-space. Table 1 summarises their parameterisation and the spatial fields used in their calculation.

Table 1 Parameterisation of Sustainability Objectives

Parameterisation Inputs
1. Minimise risk from heat waves: fheq: | @) N
Characterised by the increase in heat risk in the future
relative to the baseline date based on the spatial
assignment of new development sites. Heat risk is
defined as the cross product of the probability of a heat
hazard event and population vulnerability.

Data Source: a) Spatially disaggregated 2020 heat e
wave frequency projections (Jones et al., 2009); & b) —_

2011 census (ONS, 2012) population figures at lower Hazard [ 1 Vulnzrability 126
super output area (density per hectare). (k) )
. o 0

2. Minimise risk from flooding: f 1504 o X

Characterized by a proportional risk assessment of A

development within 1in 100 and 1 in 1000 year flood | = ¢ @ ° f‘]:;;;(’)?]o '\ga-ra

zones represented f ‘ S Ne—
Data Source: UK’s Environmental Agency’s (EA) Lin l00year gy

B floodzone (7;;) %77
Flood zone maps at a 100 meter resolution. =

3. Minimise the distance of new development to
CBD to minimise travel costs: f gis:

Characterised by a shortest path between proposed
development sites and designated CBD centroid.
Data Source: Roads and CBDs represented by
Ordnance Survey Meridian 2 roads and digitised town
centre centroid respectively.

CBD Centroid

(cij) +

Road Network
(R)

4. Minimise expansion of urban sprawl: f ¢ qu: N

Calculated as a proportion of new development which A
falls outside the currently defined urban extent. Urban Extent
Data Source: Ordnance Survey Meridian Developed (1)

Land Use Area.

5. Prevent development of greenspace: N
Spatial constraint prevents solutions locating s A
development on areas designated as greenspace v bt Greenspace )
Data Source: Rasterised Ordnance Survey Lt (@) z

MasterMap data with Natural theme, reduced to
greenspace areas which exceed 2 ha as per Natural
England guidelines.
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2.1 Spatial Optimisation Framework

The developed framework utilises a genetic algorithm which exploits the evolutionary operators of
selection, crossover and mutation to converge on superior spatial configurations of development (Figure
2). The framework initialises with a series of random spatial configurations which are modified by the
genetic algorithm operators for a set number of generations. The initial spatial plans are evaluated
against the objective functions outlined before a selection operator chooses superior solutions to breed
a new set of solutions. The selection operator is based on the NSGA-II (Deb et al., 2002) selection
method which uses a unique crowding distance metric to ensure that a wide Pareto-front is maintained.

The resulting superior solution-set is then exposed to a crossover operator which combines features
from two selected solutions using a two point crossover algorithm. Elements of each solution are
exchanged around two randomly selected crossover points along the list of sites to generate two new
solutions. This is done with the intention that sliced and merged solutions will lead to superior spatial
development plans. Lastly a mutation operator is applied on a small probability which randomly alters
the location of a site in order to maintain a diversity of sites in the solutions and prevents premature
convergence.

After the prescribed number of GA generations is achieved, a set of Pareto-optimal solutions are
returned. These are defined as spatial development plans that out perform all other spatial development
strategies in at least one objective function. For a set of objective functions, f € F a solution s is
said to dominate solution s if:

1. The solution s is no worse than s@ in all objectives; f(s™) < f(s@)V f € F;
2. The solution s is strictly better than s(® in at least one objective; f(s™) < f(s®) for at
leastone f € F. (Deb, 2001)

Generate initial
population of Spatial
Development Plans

Calculate Objective
Functions
(fisao Spood:--- €tc)

- i

NSGA-II

pra—

Figure 2 Genetic Algorithm flowchart.
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3. Results and Discussion

Figures 3 and 4 present the results of the analysis over the case study. The performance of the local
authorities development plan (Middlesbrough Council, 2013) is highlighted for comparison,
demonstrating that the spatial optimization framework significantly improves upon this in terms of the
sustainability objectives investigated. Figure 3 presents the Pareto-fronts (best trade-offs) between
sustainability objectives highlighting conflicts between fj,.,. and both ff;,,4 (Figure 3a) and, to a much
greater extent, fg,-qu (Figure 3b). The latter is a result of urbanized areas having higher vulnerability.
Despite these conflicts, the spatial optimization is able to identify plans which are best trade-offs.
Alternatively fgise and foprqw; are simultaneously optimized (Figure 3c) as locations close to the CBD
correspond with being within the urban extent.

A major strength of this approach is the ability to co-present sustainability scores alongside the spatial
configuration. Figure 4 highlights a series of Pareto-optimal optimised spatial configurations of future
development which occur on the Pareto front between fi,qq: and fzis¢. T fully minimise fj.q: (Figure
4a) the optimal plan assigns development in the south east of the study at the expense of f;: whilst to
optimize f;5 (Figure 4c) development is assigned to areas surrounding the CBD at the expense of poor
freat Performance. Interestingly, the median solution in the Pareto front (Figure 4b) assigns
development in the north of the study area, a trade-off location which avoids the most vulnerable areas
whilst being located relatively close to the CBD. By combining mapped results with the Pareto front
plot it becomes possible to understand spatially the outcome of selecting a particular optimal solution.

a) that V. fflood b) fheat W, fsprawl C) fdist v fsprawl

Found feasible solutions . . Pareto-front —— Councils development plan A A

Figure 3 Pareto front between pairs of objectives

<) min(f{li:t)

0.0 0.2 0.4 0.6

—_— — fluul eSmetned

Current Risk - 168.5 CBD Centroid + Found feasible solutions

- Pareto-front —

0 Development (d;;) Councils development plan AA

(Rewrrent) Proposed residential

Figure 4 Pareto-front and resulting Pareto-optimal spatial plans.
119



4. Conclusion

Spatial optimisation provides a powerful decision support tool to help planners to identify spatial
development strategies that satisfy multiple sustainability objectives. The application of the spatial
optimization framework demonstrates for the real-world case study the ability to recognize potential
development patterns that are potentially more sustainable than the current development plan.
Extraction of non-dominated Pareto-optimal spatial configurations provides planners with a clear
quantitative and visual characterization of the potential conflicts present between sustainability
objectives. Moreover, the use of the Pareto-optimal approach provides a rich set of diagnostic
information on possible trade-offs, with the potential to constitute a spatial decision support tool. In-
conjunction with further qualitative examination these results could directly inform final planning
decisions.
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Summary
We introduce sSDNA, a GIS/CAD tool and methodology for analysis of spatial networks. The design
decisions behind the tool are documented, in particular the choice of standardizing on the network
link in order to match existing data standards and increase computational efficiency. We explore the
effects of this decision on algorithm design, and present results that validate our decision to depart
from a recent tradition and revive a much older one.

KEYWORDS: network analysis, space syntax, health, transport, pedestrian

1. Introduction

sDNA is both a methodology and a GIS/CAD plug-in for the analysis of spatial networks, compliant
with widely accepted data standards. It has recently been used to provide environmental
morphometrics for the 500,000-point UK BioBank database (UK Biobank 2013) — a major national
health resource - in a project which won the 2014 RTPI award for excellence in spatial planning
research (RTPI 2014). Its uses are not restricted to health, however; SDNA has also been used in
mass transport investment option analysis (for Shanghai, 2014), environmental footprinting (Collins
and Cooper 2014) and social cohesion studies (Cooper, Fone, and Chiaradia 2014) as well as
numerous planning consultancy projects (for Trowbridge 2012, London Borough of Merton 2013,
City of London 2014, Paris 2010-12). The plug-in is made available both freely and commercially.

In this short paper we discuss why we thought spatial network analysis needed reinventing (a risky
undertaking given the software development time involved); how our design criteria helped to shape
the new approach, and how the new approach has been validated. It thus serves of a record as to why
the framework we offer is structured as it is.

2. Background

Spatial network analysis is an old discipline, dating back at least to Euler who in 1736 solved the
problem of the Seven Bridges of Konigsberg (Coupy 1851). This single piece of work necessitated
the invention of both network codification and network generalisation and was the beginning of
modern graph theory (Biggs, Lloyd, and Wilson 1986). Closeness - a mean shortest path measure on
networks - and betweenness - a measure of flow derived from closeness, were defined in parallel in
sociology (Bavelas 1948; Freeman 1977), communications networks (Shimbel 1953), transport
network analysis (Garrison and Marble 1962; Ford and Fulkerson 1962; Kansky 1963), and
geography (Haggett and Chorley 1969). Today these are applied in social network analysis research

“ CooperCH@cardiff.ac.uk
T ChiaradiaAJ@cardiff.ac.uk
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(Freeman 2004), social media (Facebook) and Google’s Page rank can be conceptualised as a re-
invention of accessibility weighted by opportunities importance (Hansen 1959). The concept of mean
shortest path was also used by Christaller (1933) and in Reilly’s (1931) gravity model following
Ravenstein (1885; 1889). Mean shortest path is in turn part of the early definition of accessibility,
either weighed by the importance of destinations (Hansen 1959), or unweighted (Ingram 1971), which
also underpin most of the last 50 years of transportation modelling.

More recently, spatial network analysis at a highly spatially desegregated (street link) level has been
applied to a variety of problems in economic and transport modelling. Such analyses can be
predicated on the existence of origin/destination data points (MIT 2011; ESRI 1999), or alternatively
can dispense with collection of such data, instead studying only the structure of the network itself.
Haggett and Chorley (1969), Kansky (1963), early space syntax research (Hillier and Hanson 1984)
and place syntax (Stahle, Marcus, and Karlstrom 2008) take this latter approach. Space Syntax used
an axial line network codification; closeness and betweenness on axial lines gave good correlations
with measured pedestrian and vehicle flows (Hillier et al. 1993; Penn et al. 1998). This was
subsequently adapted to segmented axial line (Hillier and lida 2005) and segmented link (Turner
2007).

3. Rationale

Our aim in developing SDNA was to adapt such techniques to current cartography standards and
datasets. On the network mapping side, most cartography uses the link-node standard: e.g. OS ITN
(Ordnance Survey 2011a), the European road representation standard (ISO 2011), US Tiger lines,
OpenStreetMap and indeed the data underlying any modern satnav system. It thus made sense to
make link representation an intrinsic part of the algorithm in SDNA. There are additional reasons for
doing so, however. Density of links - rather than of segments or network length — can give a good
proxy for origins and destinations in the absence of such data (Chiaradia et al. 2012). For a given
level of detail, the links in a network are uniquely defined (unlike axial lines - see Ratti 2004) and
hence make sense as a mapping standard. Finally using whole links, rather than link segments,
reduces the number of entities in an analysis thus increasing computational efficiency.

Basing sDNA on established data models has the further advantage of allowing us to leverage
additional data such as OS Mastermap topography layer (Ordnance Survey 2011b), addressing layer
(Address Layer2) as well as survey or census data. Currently this is done by joining related data to
each network link, leaving network links as the fundamental unit of analysis - although in cases where
greater precision is required, links may be split to accommodate data points. We take an approach
that offers a spectrum of options between all- and no-data alternatives, both for origin and destination
weights and for what is variously called cost or impedance: the quantity which is minimized in
selection of shortest paths. (We prefer the simpler term ‘distance’, which may be defined differently
depending on the analysis).

4. Methodology

Standardizing on the network link required a new algorithmic approach, in particular with respect to
determining the locality of analysis. As axial lines are a cognitive representation of space based on
lines of sight, it is reasonable to treat them as discrete entities due to the cognitive cost of traversing
between them. This is also true of angular segments, based on the cognitive and time costs incurred
by turning corners (Caldwell 1961; Kirby 1966; Turner 2001). The same cannot be said of network
links: while a user of a high street could probably tell you how many corners - if any - the street has,
or how long it is, the number of links that constitute its length is likely of no direct relevance to them
(illustrated in Figure 1 - although indirectly, the link density probably correlates to their reason for
being there). Thus, while the approach taken by e.g. Hillier and lida (2005) is to measure locality as a
step radius, in terms of the number of axial lines or segments that are traversed, we choose instead to
follow those who measure locality of analysis in Euclidean network terms (Kansky 1963; Haggett and
Chorley 1969; Sheffi 1985; Porta, Crucitti, and Latora 2006; Turner 2007), for example considering
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all links within 1 km of each origin as measured along the network. We refer to such a locality as a
network radius. But the similarity of approaches ends here, because links — unlike axial lines or

angular segments — are not only perceptually non-discrete, but also cannot be treated as indivisible
from this standpoint (Figure 2).
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Figure 1 Queen Street, Cardiff is composed of 8 network links although perceptually is close to being
a single straight line. Base map © OpenStreetMap contributors

Figure 2 A long rural lane with multiple corners consists of only one link, but perceptually consists
of multiple segments. © OpenStreetMap contributors

As traversing an exact distance from each origin is likely to result in the inclusion of partial portions
of links, we define two modes for handling this situation. In discrete space, we choose to include a
link in the analysis if its centre falls within the network radius, and exclude it otherwise. In
continuous space, our algorithm dynamically cuts each link at the point where the edge of the radius
is reached, and in subsequent analysis the partial link receives a partial weighting (as shown in
Equation 1) in any subsequent calculation of closeness, betweenness, network quantity or averaging
of other network qualities such as diversion ratio (Chiaradia, Cooper, and Webster 2012):

length of L falling within radius 1)

P = length of L

On large scales, the difference between the two is minimal as the portions of network ‘wrongly’
included or excluded in discrete space are small in comparison to the network which is wholly within
the radius. On short scales however, particularly those relevant to pedestrian transport, continuous
space analysis can produce a significantly more accurate result.

5. Results and Outcomes

Convenient though it may be to adapt spatial network analysis to match modern data representations,
there was a risk was that the resulting models would not be representative of human behaviour.
Fortunately, empirical testing proved their worth in validation against measured pedestrian and
vehicle flows. Table 1 presents some correlations between SDNA measures and measured flows for
the classic space syntax dataset in central London. This micro to macro behavioural performance is
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what underpins sDNA’s applicability and reliability in the studies we cited in the introduction. The
theoretical implications will be discussed in a forthcoming paper.

Table 1 Correlations between sSDNA network variables and measured flows

Network variable Nu'm. measured  Mean Angular Distance ~ Angular
points (n) (Closeness) Betweenness
Barnsbury 82 0.73%%%%* 0.74%***
r* with | Clerkenwell 42 0.82**** 0.80%**x*
vehicle | South Ken. 46 0.82%*** 0.76%***
flow | Brompton 61 0.60%*** 0.58%***
(mean) 0.74 0.72
Barnsbury 102 0.69%*** 0.60%***
r? with | Clerkenwell 51 0.78**** 0.73****
ped. South Ken. 62 0.49**** 0.58****
flow | Brompton 85 0.56**** 0.47%***
(mean) 0.63 0.60

**** indicates significance P<0.0001%

Recent adaptations to the software enable (1) analysis in full 3-d, (2) choice of theoretic hybrid
distance metrics based on pedestrian route choice analysis (3) output of shortest paths and network
buffers, (4) large scale network analysis (e.g. whole UK, over 10° links). As an example of a 3d
hybrid metric, height changes can be valued differently according to whether they take place on stairs,
escalator or elevator; and these factors in turn valued in proportion to Euclidean distance and angular
change. Such features have been already been shown to be useful in modelling pedestrians in
complex multi-level urban environments, and cyclist travel mode and route choice in relation to
slope, with further applications in transport and health research as well as land use planning.
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Summary
The Digitising Scotland (DS) project aims to digitise the 24 million vital events record images (births,
marriages and deaths) for all residents in Scotland since 1855 (ie transcribe them into machine
encoded text). This will allow research access to information on individuals and their families for
those who have ever lived in Scotland between 1855 to the present day. In this paper we present the
methodology for geocoding these 24 million historical addresses in Scotland from 1855 to 1974 by
introducing the Historical Address Geocoder — GIS (HAG-GIS) spatial framework and its matching
algorithms implemented for the needs of the DS project. The matching processes link the historical
addresses to the contemporary addresses by exact and fuzzy matching algorithms. Apart from
geocoding the historical addresses, we also produce pseudo registration district boundaries using the

pilot historical addresses from death event records in 1950 and 1951.
KEYWORDS: Digitising Scotland, HAG-GIS, geocoding, address matching

1. Introduction

In Scotland, the Registration Districts (RDs) were used from 1855 as result of the Registration of
Births, Deaths and Marriages (Scotland) Act 1854 and registrars were appointed in each district to
maintain the statutory registers (births, marriages and deaths). These records are very detailed and
have changed very little in content over time, making them a highly valuable record of change over
time and space. Apart from the great importance for research, the detailed nature of the record allows
records for the same person to be linked and then link persons into families. Originally the Digital

Imaging of the Genealogical Records of Scotland's people (DIGROS) project converted all statutory
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vital events records into digital image format (PDF) with a supporting index, where only forenames,
surname, year and RD code were indexed. The purpose of DS project is to build on the DIGROS
index and extend it through digitisation for research purposes. It has four main objectives: 1) digitise
the 24 million vital events record images (births, marriages and deaths) for all residents in Scotland
since 1855 (ie transcribe them into machine encoded text), 2) standardise and code occupation
descriptions to the Historical International Standard Classification of Occupations (HISCO), 3)
standardise and code all deaths to a modified form of the International Classification of Disease 10
(ICD10) and 4) link address information to consistent geographies through time. This will allow
research access to information on individuals and their families for those who have ever lived in
Scotland between 1855 to the present day. The combination of temporal and spatial historical
information will provide a rich demographic database system for the Scottish population of a similar
potential depth and breadth as the Scandinavian and Low countries (Edvinsson, 2000; Mandemakers,

2000; Thorvaldsen, 2000).

In this paper we present the methodology for geocoding 24 million historical addresses in Scotland
from 1855 to 1974 by introducing the HAG-GIS system and its matching algorithms implemented for
the needs of the DS project. The overall matching process links the historical addresses to the
contemporary addresses by exact and fuzzy matching algorithms. Apart from geocoding the historical
addresses, we produce pseudo registration district boundaries using the pilot historical addresses from
death event records in 1950 and 1951. This way we create a historical geographical dataset where
new insights into the Scottish geographies of the past are available. A large number of projects (Fitch
and Ruggles, 2003; Gregory and Healey, 2007; St-Hilaire et al., 2007) have used similar approaches
to assist in developing historical GIS systems where the spatial boundaries are unknown but textual

information is available in various public records.

2. HAG-GIS: System framework

The HAG-GIS application has been designed to be used with historical data for Scotland, targeting
special data characteristics and providing required tasks of data analysis and normalisation. Its
implementation is based on the Python language using the SQLite database for storing the data
providing portability to any operational system platform. The geocoding process introduced here is
related to efficiently organising historical addresses by eliminating redundancy and ensuring data
dependencies. The geocoding process has two distinct phases: a) the automated phase where the
HAG-GIS system preforms an exact and a fuzzy matching to link each record to a particular
geographical reference point, and b) the manual phase where the clerks check/edit the unmatched
addresses using the historical maps from Ordnance Survey (Figure 1). Importantly in the first phase,
HAG-GIS exploits the two types of geographical information retained in the records to assign a
geocode to the record: firstly the geographically high resolution but ‘dirty’ address information and
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secondly the less high resolution but much °‘cleaner’ Registration District information. The

programme cycles between these two types of information to fully geocode the dataset.

During the automated phase, the HAG-GIS system executes the following tasks using a SQLite
database to store the data:
a) the cleaning task where the system transforms all the address data into a normal form by
lowercasing all the characters of address, stripping possible whitespaces, removing punctuations
and removing duplicate addresses from the database,
b) the tokenisation task where each address is split into word tokens and each token could be
marked as possible unchanged token or linked to name aliases stored in the database,
c) the address matching task where in order to match historical addresses to contemporary
addresses we use exact and fuzzy matching algorithms such as the Measuring Agreement on Set-
Valued Items (Passonneau, 2006) and Levenshtein edit-distance respectively,
d) the geocoding task where the system assigns the appropriate reference point for each matched
address and uses these reference points to build artificial polygons (Thiessen polygons). In
addition we use the K-Dimensional Tree algorithm for nearest neighbours (Maneewongvatana &
Mount, 2001) for creating series of point density surfaces for each RD code. Thus, the system can
exclude reference points that are assigned to wrong RD codes or distant address locations.
e) Finally the Thiessen polygons are assigned to the pseudo-RDs allowing us to enable a new
matching phase through a more relaxed matching criterion and to direct a historical map linked

clerical phase.

Even though the manual phase is not yet implemented, its basic framework components are presented
for a complete introduction to the HAG-GIS system framework (figure 1). Thus, the pseudo-RDs will
be used by the clerks to manually identify and geocode addresses to grid references in combination
with the historical maps. The clerks will use the Ordnance Survey six-inch to the mile historical maps
in Scotland for the period 1892-1905 for manually edit unmatched historical addresses. If the manual
allocation of some addresses to the appropriate grid references is not feasible then those addresses are
assigned to the center of the pseudo-RD. The quality of the geocoding process and the pseudo-RDs is
secured by calculating the density of matched addresses for each pseudo-RD (index = matched
addresses/all addresses). This way, the manual process is concentrated on the pseudo-RDs with low

index value.
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Figure 1 HAG-GIS system framework

3. Pilot study

In this pilot study we utilise 129,694 historical addresses derived from a sample digitisation of the
death records for the 1950 and 1951 years in Scotland. Each historical address refers to an individual
and provides information about the building number or name of property, the street name, the town
name and the registration district (RD) code. In addition, the catalogue of contemporary addresses are
provided by the NRS address register, which includes the building number or name of property, the
street name, the town name, postcodes and national grid references.

Using the aforementioned historical and contemporary addresses and the HAG-GIS geocoding
system, we performed an initial automated address matching process using a 80% match cut-off point
in fuzzy matching so that all addresses whose matching scores are above a certain membership will
be determined as a match. The initial address matching process was completed in under an hour using
a single CPU processor. The HAG-GIS system was able to match 36,412 (42%) of the 87,495 cleaned
historical addresses with 25,761 (29%) addresses being exact matched. In Table 1, we can see the

initial matched addresses by matching thresholds.

Table 1 The initial matched addresses in the pilot study by matching threshold

Num. of Match threshold Un-matched
addresses 100% >90% >80% addresses
87495 25761 29%) | 33288 (38%) | 36412 42%) 51083 (58%)

After the end of initial matching process, the system created temporary Thiessen polygons using the
80% matched addresses assigning a weight for each polygon (Figure 2a & 2b). The weights are
computed using the nearest neighbours’ method (k-dimensional tree) for each RD number. We

selected only the 80% matched addresses because the system can overcome the problem of partially
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matched addresses with incorrect geo-reference and can provide a clean artificial tessellation for
constructing the initial set of pseudo-RD boundaries. Having all the Thiessen polygons weighted for
each RD, the system automatically assigned the RD number with the highest weight to the relevant
Thiessen polygon. Then, the HAG-GIS system repeated the matching process for each unmatched
address focusing on the contemporary addresses that fall within the pseudo-RD’s bounding box of the
unmatched address with the same RD code. This time we used a less strict threshold (50%) for
configuring the system because the safe estimation of the initial pseudo-RD boundaries supported us
with the geographical extent of each pseudo-RD and we could narrow down the search results
considerably. In later phases of the work we will test the quality of the results by different thresholds
in order to establish an optimal value. The HAG-GIS system was able to deliver a final match of
62,602 (72%) of the 87,495 cleaned historical addresses with 24,893 (28%) addresses being
unmatched. In Table 2, we can see the final matched addresses by matching thresholds. The final
pseudo-RDs have been improved extensively and they are imitating closely the Bartholomew Post

Office Plan (1939-40) boundaries (figure 2¢ & 2d).

Table 2 The final matched addresses in the pilot study by matching threshold

Total addresses Match threshold Un-matched
100% | >90% | >80% | >70% | >60% | >50% addresses
Counts 87495 26067 33865 37671 | 41364 49869 62602 24893
% 100 30 39 43 47 57 7 28

4. Conclusions

This paper has presented the HAG-GIS spatial framework for geocoding historical addresses in
Scotland using the pilot data for two distinct years (1950 and 1951). The preliminary results suggest
that the overall geocoding methodology performs well and the matching process is expected to further
improve the final results when the pilot data will be replaced with the full data. However, there are
possible improvements that can be facilitated to address issues related to the size of urban and rural
pseudo-RDs, the precision of geocoder for long or short streets and better handling of various
transcribing errors. Further work will involve the effects to the geocoding precision using other
matching algorithms such as phonetic match algorithm etc. and the optimisation of essential phases

during the automated and manual processes.
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Figure 2 Thiessen polygons created from the HAGGIS system: a) & b) pseudo-RDs of Scotland and
Edinburgh at the initial phase, c) pseudo-RDs of Scotland at the final phase & d) Bartholomew Post
Office Plan (1939-40) boundaries layered over the pseudo-RDs of Edinburgh at the final.
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Summary
The efficacy of police patrolling as a means of crime deterrence remains a significant area of
uncertainty within crime prevention study. It is, however, an issue of substantial practical importance,

since the design of policing strategies depends crucially on knowledge of the form and intensity of

intervention required to achieve a given effect. Here, we examine GPS traces of police vehicle
movement in a major UK city in order to quantify precisely the patrol activity applied to each street

segment. This is then compared against crime data to test, and estimate the magnitude of, the
deterrent effect of patrolling.

KEYWORDS: police patrol, street networks, crime prevention, survival analysis.
1. Background

Patrol is one of the primary tactics employed by the police in the course of their efforts to prevent
crime. In accordance with the principles developed by Sir Robert Peel, which remain influential in
current models of policing, one of the functions of the police is to demonstrate the presence of a legal
force that has the authority to punish transgressions of law. Patrol fulfils this remit by increasing the
awareness among potential offenders of the risks associated with committing offences. That this
should prevent crime can be rationalised by appealing to rational choice theory: if a prospective
offender is considered to act with (bounded) rationality, any increase in risk will reduce the
anticipated utility of an offence and thus reduce the likelihood that the individual will choose to
offend. Patrolling therefore represents a well-grounded and efficient crime prevention activity, and
has been adopted widely for this reason.

While it is common to the majority of policing models, however, the concept of patrolling is a broad
one, and considerable variation can be observed in its use. To take one basic aspect, the volume of
resource allocated can differ substantially: the relative emphasis placed on proactive patrolling and
reactive response varies considerably across policing models. There are also differences, however, in
the form of patrolling. For example, the role of vehicular patrol, as opposed to that carried out on
foot, has increased over time, and the balance between the two continues to vary between settings.
The nature of patrol activity is also dependent on overall strategy. The approach of ‘neighbourhood
policing’, for example, suggests that officers should be integrated with the local community, fostering
a familiar and co-operative relationship. This contrasts with a ‘zero tolerance’ approach, in which
many resources are committed to individual areas and high-impact tactics are employed.

Given that such variation exists within police patrolling, the question naturally arises of which forms
are most effective in deterring crime. This is an issue of clear practical importance: if patrolling is to
be applied in an evidence-based manner, then it is essential to have some understanding of the level
and type of patrolling necessary to achieve a given effect. This need is made even more urgent by
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recent developments in the field, such as predictive policing. A crucial underlying assumption for
systems of this type is that crimes occurring in predicted locations can be prevented by focussed
police activity (of which patrolling is typically the principal form). The success of such strategies is
therefore contingent on the deterrent effect of patrolling: if predicted crimes cannot be prevented, the
accuracy of a predictive algorithm is immaterial. We argue that these issues are addressed only
partially by existing research.

2. Previous Research

A number of studies have been concerned with the evaluation of patrol-based interventions as a
means of reducing crime. Many of these are focussed on the particular tactic of ‘hot spot policing’, in
which small geographic areas with acute crime problems are patrolled intensively, and these are
summarised in a systematic review by Braga et al. (2014). The meta-analysis presented demonstrated
that focussed patrolling had been modestly but significantly successful at controlling crime problems.
While this is a useful finding, however, it refers only to patrolling in one particular context: hot-spot
policing is a specific intervention, applied over and above existing activities. The effect of routine
day-to-day patrolling — which, we argue, is of greater overall significance for policing — must be
considered independently of this.

Some indication of the effectiveness of day-to-day police activity can also be found by considering
the relationship between overall police resource levels and crime. A number of studies examine this
(and, indeed, it is the subject of a systematic review by Lee et al., 2013); however, since the analysis
is only carried out at macro level, there are a number of reasons why positive results in these studies
cannot be taken as a reliable indication of the effect of patrolling. Officers working in better-
resourced departments may have the freedom to undertake enhanced policing on a number of fronts:
they might improve victim support, for example, or have faster response to real-time incidents. To
presume that an increased capacity to patrol is the mechanism by which the increased crime reduction
is found in such places is difficult to justify.

Inferential reliability is not the only reason to analyse patrol effects at the micro level; it is also
necessary in order to understand properly the mechanism by which policing patrol might reduce
crime. A number of possibilities exist for how the deterrent effect is manifested, some more viable
than others. In hotspot policing studies, many authors assert that it is the visible presence of officers
which is the fundamental driver of deterrence. This would stop offenders undertaking offences at the
time of the police patrol only; however, it is also hypothesised that patrol activity also has a residual
deterrence effect. In other words, it alters the behaviour of would-be offenders for a period after the
patrol has gone. Koper (1995), for example, suggests that foot patrol has a positive deterrent effect on
crime within an 11-15 minute timeframe, compared with a drive-by patrol approach. Again, this is
only partial evidence, as the study in question is primarily observational.

3. The present study

The scarcity of fine-grained quantitative research concerning patrolling is, in fact, unsurprising, when
the practical requirements of such research are considered. The problem is primarily one of data: until
recently, systematic recording of police locations at micro level simply did not take place, so that
there was no means of systematically measuring the presence of police officers at particular locations.
This is the information required to measure patrol ‘dosage’ — the key concept in assessing policing
intensity in space and time — and its absence has traditionally precluded such analysis. Recent years,
however, have seen the widespread proliferation among police officers of GPS-enabled devices, via
which the required location data can be systematically recorded. The present research seeks to address
a number of the questions raised in the previous section by analysing one such dataset.

3.1. Data and pre-processing

The data in question relate to police vehicle movement for one area of a major UK city. In the
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recording system used, vehicles are tracked at regular intervals, providing a log of movement as they
are used by officers. In addition to locational information, a number of attributes are also recorded,
including the speed of travel and ‘blue light’ status; these are both variables with which the effect of
patrolling might be expected to vary. The objective of the research is to examine patrol intensity at
the street segment level in terms of both its distribution and its effect on crime.

The first aspect of the research to be discussed will concern a number of technical issues which arise
in the study of such data. GPS records of this type are, by nature, subject to significant uncertainty,
both in their location and other attributes. Since the research is dependent on reliable association of
patrol activity with specific street segments, however, this must be eliminated in order to ensure the
validity of results. We will discuss the methods used for data cleaning and the process of associating
records with the street network, both of which involve the use of bespoke geo-processing and routing
algorithms.

3.2. Patrol distribution analysis

Having discussed the data processing, we will present analysis of the overall spatio-temporal
distribution of police patrol activity. The comprehensive nature of the data means that each street
segment can be profiled in terms of all visits by police vehicles: the time at which the segment was
visited, the travel speed, and whether the vehicle stopped can all be examined. We will demonstrate
that the overall distribution of activity displays particular interesting features: certain areas receive
disproportionate levels of coverage, and the usage level of some streets conflicts with what would be
expected on the basis of their network centrality (such as the network metric ‘betweenness’; see
Figure 1). We will discuss what can be inferred about both individual officer behaviour and the
influence of central command on the basis of these findings.

Figure 1 Street segments coloured according to network betweenness, which provides a first-order
estimate of the likely usage levels of each segment during travel through the network.

3.3. Testing and measurement of deterrence

Finally, we will present analysis of the relationship between patrolling and the occurrence of crime.
Using data concerning crime events for the same area and time period as the vehicle movement data,
each street segment can also be profiled in terms of the exact times at which incidents took place. The
relationship between these two event types can therefore be analysed, with the street segment as the
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unit of analysis. Figure 2 shows an example of one day’s activity for a particular street segment: this
exemplifies the non-uniformity typically observed in the temporal distributions. We will present
analysis of the dependence between these two distributions, examining in particular the extent to
which patrol visits tend to be followed by periods of no criminal activity. The findings of this analysis
provide important evidence concerning the residual effect of patrolling. Finally, we will show how
the situation can be framed in terms of survival analysis, with patrol activity playing the role of
treatment and criminal events representing failures. Preliminary analysis of this type will be
presented, and implications for practice subsequently discussed.
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I Call for service

)
00 3:00 6:00 9:00
Time

Figure 2 Daily log of both patrol visits and calls for police service on an individual segment:
examining the intervals between events allows the deterrent effect of patrol activity to be examined.
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Summary
Between 1750 and 1801 the population of London grew from approximately 750,000 to 1.1 million
people. Relocating to London in the eighteenth century only occasionally generated a paper trail, but
a significant number of failed migrants were rounded up for ‘wandering and begging’ on the streets
and sent back from whence they came to their parish of legal settlement. Records of these removals
have been digitised and are used in this paper to model migration into London, to throw light onto the
patterns of movement at this time.

KEYWORDS: Migration, Historical Data, Vagrancy, Spatial Interaction Modelling

Between 1750 and 1801 the population of London grew from approximately 750,000 to 1.1 million
people. According to Wrigley (1967), to retain this rate of growth the metropolis needed to attract in
excess of 8,000 more migrants per year than it lost through death or out-migration. But from where was
London drawing these migrants?

Relocating to London in the eighteenth century only occasionally generated a paper trail. Eighteenth
century scholars have no censuses, as do those of the mid-to-late nineteenth century. Those eighteenth
century migrants who integrated successfully and managed to make a modest living have largely
disappeared. Yet some have remained visible. A significant number of failed migrants were rounded
up for ‘wandering and begging’ on the streets and sent back from whence they came to their parish of
legal settlement (Taylor 1991). Under the authority of the 1744 Vagrancy Act, local magistrates had
classified these people as ‘vagrants’ before forcibly removing them from the county under a scheme
designed to reduce the burden of economically fragile migrants on local ratepayers Eccles, 2012).
Between December 1777 and April 1786, the county’s vagrancy contractor, Henry Adams, submitted
lists to the county eight times per year detailing the names as well as the final destinations of those he
had transported (Hitchcock et al. Forthcoming). For Adams, the lists were his way of billing the county
for completed work; for contemporary academics they represent a set of records that can be geo-
referenced and modelled as a way of understanding from where a set of lower class failed migrants to
London originated.

Many, but not all of these lists survive (42 out of a possible 65). This allows us to identify the place of
settlement of 11,489 individuals removed from urban Middlesex to counties beyond, which according
to a 1785 report by Adams to the Middlesex bench, amounts to roughly seventy-five per cent of the
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total number of vagrants transported. The gaps in the records are unevenly spread through the seasons,
making it difficult to draw firm conclusions about annual trends in migration and expulsion — though
these almost certainly do exist. Because of this happenstance of historical survival, we know relatively
little about removals in May and August, compared to October.

The records also bias our knowledge of migration towards certain parts of the country. Henry Adams
had been hired to shepherd vagrants north and west, but a different contractor, or possibly a different
system entirely was used for those heading south and east. This leaves us nearly blind to migration from
and removal to the counties of Norfolk, Suffolk, Essex, Kent, Sussex, Surrey, and Hampshire. Finally,
the lists highlight two distinct types of vagrants that are not obvious to a casual observer: those
waywards who had likely been arrested for disorderly behaviour and processed through the Houses of
Correction (referred to hereafter as ‘vagrants’), and those who had volunteered to leave the area in
exchange for free passage, particularly after 1783, and processed by the Lord Mayor (referred to
hereafter as ‘volunteers’). This latter group included demobilized servicemen and seasonal labourers,
and the origins of these voluntary leavers is significantly different from those arrested as disorderly.
With this in mind, this research focuses each group separately, since the ‘vagrants’ typically arrived in
London of their own volition, often by foot, and many of the ‘volunteers’ were dumped in the capital
at the end of the American Revolutionary War, meaning a single explanation for the geospatial patterns
we observe for both groups is unlikely to fit.

These two groups represent a very small subset of migrants to London during a relatively short period
of time in the latter eighteenth century. A better understanding is possible by incorporating yet another
group: those arrested in Middlesex between 1801 and 1805. These individuals and their parish of origin
are recorded in the Middlesex Criminal Registers when they were checked into gaol and their
demographic details written down (referred to hereafter as ‘criminals’). Though there is little evidence
that vagrants, volunteers, and criminals were one and the same, they did all tend to come from those
economically unprivileged groups who occupied the lower rungs of the socio-economic hierarchy. By
looking at all three groups: vagrants, volunteers, and criminals, between 1776 and 1805, it becomes
possible to determine to what extent migration patterns into London were following predictable
patterns, and to what extent each group and each region of the British archipelago had a unique
relationship with London.

A number of scholars have attempted to answer these questions through both indirect theories of human
migration, and directly through targeted studies. The theories are old and well tested, laid down by
Ravenstein (1885-9) and Zipf (1946). Ravenstein’s seminal work on migration theory in Britain is still
the starting point for discussing migration. It was based on studies of the 1871 and 1881 censuses of
England and Wales, and outlined a number of laws for human migration, including the propensity of
migration to be step-wise, of women to travel shorter distances than men, and of long-distance migrants
to end their journey in a great centre of commerce or industry. Half a century later, Zipf’s ‘P1 P2D
Hypothesis’ mathematically modelled migration, and concluded people travel only as far as required to
find an acceptable economic opportunity, reinforcing the importance of short-haul migration.

In this paper we draw heavily on the work of Zipf and many who have followed since employing
gravity/spatial interaction models to help understand the patterns and processes of flows of
economically underprivileged individuals to London in the late eighteenth and early nineteenth
centuries. To our knowledge this is the first time these techniques have been used to cast light on
historical migration flows of this kind and as such we hope that as increasing volumes of historical data
are digitised, georeferenced and archived in fields such as History and the Digital Humanities,
Geographic Information Science can continue to offer new analytic insights.
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Summary

This extended abstract explores ongoing work that is developing new models and
algorithms capable of identifying the environmental drivers of human and animal movement.
Specifically, the paper presents an algorithm able to identify the perpetuating conditions for

movement: those ranges of environmental variables that are necessary for movement to occur.
Our algorithm is tested on fish movement data from a large, long-term ecology study in
Australia, combined with environmental data about water temperatures, levels, and salinity.
The results demonstrate the types of rules that can generated from real movement patterns
using our algorithm.

KEYWORDS: causation, processes, perpetuation, context-aware movement analysis,
environmental monitoring, data mining.

1 Introduction

Context-aware movement analysis (CAMA) aims to relate movement to the underlying geographic
context in which that movement is embedded (Laube, 2014). Understanding how geographic space
drives movement patterns is arguably of much greater importance in most applications than analyz-
ing the geometry of the movement patterns (a perspective often ignored by traditional movement
analysis approaches, cf. Laube et al., 2005; Buchin et al., 2011). In this extended abstract we
explore ongoing work developing techniques capable of identifying the environmental drivers of
movement. Specifically, the work reported concerns the identification of perpetuating conditions
for movement: those ranges of environmental conditions that are necessary for movement to occur,
even though these conditions may not directly be the causes of movement. The approach, tested
on fish movement data from a large long-term ecology study in Australia, demonstrates the types
of rules generated from real movement patterns.
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2 Perpetuation

Our algorithm for identifying perpetuation is a component of a larger attempt to identify other
types of causation too, including previous work on identification of causal events in fish movements
(Bleisch et al., 2013, 2014). Our general model of causation has as its primary focus the relationships
between events, some of which are causes while others are effects. The most general form of causal
rules we are working towards handling is:

[Causes | Conditions| = effect after Delay,

where
e Causes C C, C is a set of causes (environmental events),

e Conditions is a set of conditions, where each condition is a triple ¢ = (p., v, ,v}) € PxR xR,
and P is the set of all environmental processes

o effect € M, M is the set of effects (movement events).
e Delay is a delay interval [d~,d"], where d~,d" are integers such that 0 < d~ < d*.

In a condition, v, and v} are the limits of a range within which the value of p. must fall in order
for the condition to hold. The environmental process p. is drawn from the set of environmental
processes P (which might include processes such as temperature, turbidity, water level, and so forth
in the case of fish movements). Note that following Galton (2012), only events can strictly cause
other events. When one ongoing process is responsible for the continuing operation of another, we
refer to this as perpetuation rather than cause. Within our general scheme, perpetuation effects
can be simulated by dropping the Causes term and using the Conditions to encode the perpetuating
processes. The effect is then an event acting as a proxy for the perpetuated process (as might arise,
for example, from discrete observations of what is in reality a continuous process). This results in
rules of the form:
Conditions = effect after Delay

which are the target of the investigations reported here.

2.1 Problem statement

Now assume a data set recording the occurrences of movement events M at every timestep over
some time period T' = [0, n] along with the continuously varying values of relevant environmental
processes P across the geographic space in which movement takes place. Our problem is to identify
a compact set of rules of the form Conditions = effect after Delay that accurately describe this
data.
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2.2  Algorithm

Although our full algorithm for dealing with causing events and their interactions with perpetuating
processes is rather complex, the component for dealing with perpetuation alone can be relatively
simply sketched. Informally, we can:

1. label each time step t € T" as “good” (if the movement effect occurs) or “bad” (if the movement
effect does not occur);

2. sort the labeled time steps according to the values of a chosen environmental process pe;
3. identify consecutive runs of time steps within the sorted sequence; and
4. take the union of the sets of intervals delimiting the start and end points of this each;

In cases where there is only one rule driven by only one perpetuating environmental process, this
procedure performs well. Extending the approach to multiple rules (explaining different movement
effects), and multiple environmental process (with different conditions), and time delays (result-
ing from inevitable temporal and spatial granularity effects upon the detection of movement and
monitoring environmental processes), makes our full algorithm somewhat more complex. Further,
although this algorithm is explicitly temporal, it is not explicitly spatial (as indeed might be ex-
pected for a general treatment of causality). Our results also consider the spatial coincidence of
perpetuating processes and effects, on the assumption that causal relationships operate in only over
immediate temporal and spatial proximity. However, a fuller discussion of the algorithm and these
issues is beyond the scope of this extended abstract.

3 Preliminary results and outlook

Our data set involved the set of movement events of more than 1000 tagged fish in the Murray
River, south eastern Australia, monitored over five years using a network of 18 logging towers that
partition the river system into 24 zones (Koehn et al., 2008). Figure 1 depicts the 24 zones and
their downstream adjacencies.

The effects were taken to be the set of fish movements. In our analysis we distinguished upstream
and downstream movements, as well as movements between different zones. For example, Figure 2
summarizes the number of downstream movement events between adjacent zones over the five year
time period. The Figure shows significantly more movement in later years (most likely a larger-scale
effect itself of the decade-long drought in southern Australia which ended in 2010).

Data about water temperature, water level, and salinity from monitoring stations along the river
was used as the environmental processes. Space in this extended abstract does not permit an
exploration of the full set of results. However, Table 1 gives examples of the best rules found for
water level in selected zones, but typical of other zones and processes. The final column in Table 1
shows the Fy score for these rules. The F; score is calculated as the harmonic mean of the precision
(positive predictive value) and sensitivity (true positive rate) and provides a useful measure of rule
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Figure 1: Schematic of zones of monitored river system in the Murray River, Australia, highlighting
downstream adjacencies (Koehn et al., 2008). The total length of monitored river is approximately
200km.
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Figure 2: Log of number of fish downstream movements between zones (identified along the columns)
over elapsed time.

accuracy (Fp score of 1.0 indicates no false positives or false negatives, a score of 0.0 indicates only
false positives and false negatives). These rules vary between moderately poor performance (e.g.,
the best rule for zone n, F1=0.26) up to remarkably good performance. For example, for zone r the
rule 1.60 < wl < 6.75 = after alone can be used to account relatively reliably for movements from
r to o within 0 to 5 time steps (F1=0.62).

Broadly, these results are encouraging in the context of the limitations that 1. these rules only
concern the single most effective rule in a zone (additional rules found might further increase the
accuracy); 2. the rules only concern water level (other environmental variables might be necessary
to explain many fish movements); 3. the rules do not yet account for uncertainty in the data or
causal rules; and 4. the rules only concern conditions of perpetuating processes, and do not yet
incorporate events (such as moon phase, flood events, or the end of droughts). Current work is
investigating each of these limitations.
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Zone | Best rule found Fq score
i 126.41 < wl < 131.53 = moving from i downstream to h after [0, 5] | 0.45
J 126.89 < wl < 126.92 = moving from j downstream to k after [4,5] | 0.26
n 124.67 < wl < 124.75 = moving from n downstream to ¢ after [0, 5] | 0.26
0 1.60 < wl < 6.75 = moving from o downstream to n after [0, 5] 0.46
r 3.02 < wl < 6.75 = moving from r downstream to o after [0, 5] 0.62
s 2.24 < wl < 6.40 = moving from s downstream to r after [0, 5] 0.42
u 2.33 < wl < 6.40 = moving from u downstream to s after [0, 5] 0.58
v 2.78 < wl < 6.40 = moving from v downstream to u after [0, 5] 0.48

Table 1: The best rules discovered for selected upstream movement effects, typical of the wider
results.
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Inequality in access to education, and inequatitygdgcess to
information about allocation of school places
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Summary
The process of allocation of school places genemdeinistrative data that can be used to explore
ideas about access to education, and to allow fatguardians to make a more informed choice
when applying for school places for children. Aeatudy explores changing patterns of pseudo
catchment areas in the London Borough of Walthameg$tpand illustrates difficulties of assembling
some of the relevant data. Similar analysis iniedrout for other local authorities, and it is simow
that the amount of data available and the easewtitbh it can be retrieved varies considerably
between authorities.

KEYWORDS: school allocation, administrative data, active oarting, spatial literacy

1. Introduction

The paper explores patterns of equality in acoggsitication (as evidenced by allocation of school
places) at two levels. Firstly, some patterns difost allocations and pseudo ‘catchment areas' for
both primary and secondary schools are exploretlatal level for a case study area. This can be
discussed in the light of ideas about spatialditgr and the degree to which visualised (mapped)
indicators may be preferable to solely tabular da&condly, at a more general level, different area
within England are compared in terms of the amadfiimformation that is made available to parents /
guardians of pupils on whose behalf applications dohool places are made. Differences exist
between local authorities / local educational audties in terms of the rules used to allocate sthoo
places, most pertinently in the case of addressugg-subscription for some schools. On that basis,
families in different areas are likely to have diffint information requirements in order to make an
informed decision about the likelihood of a suctdsspplication for any particular school. However,
it is shown that even where information requireraeate broadly similar, the availability of
information is variable between authorities.

School place allocation is an administrative openatarried out by local authorities that sets tout
achieve a particular requirement, but in turn gatesr sets of administrative data that can inform
research into access to education.

2. Datasets

Two groups of data are used: firstly, national (Bnd) level schools performance data are used as a
possible proxy for school preference, and secorgllys of data published by local authorities are
used to illustrate results of school applications.

Whilst the use of performance table data as a meadischool quality may be the subject of critique
(Goldstein et al, 1996), that is not the focus ho§ tpaper. School place allocation is a politically
contested area, and one for which a number ofnateroptimisations might be suggested; for
example: maximising application success (most appts getting a preferred choice), minimising
aggregate distance, with a view to reducing vehislege, or allocating so as to maximise actual or
potential for active commuting. Patterns of allcmathave, for example, been considered in terms of
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social segregation (Taylor and Gorard, 2001) atigeacommuting (Cooper et al 2005).
3. Casestudy area

Historical results are shown for a local authowiith which the corresponding author is familiareTh
London Borough of Waltham Forest has a relativédyndard set of rules applied in order to allocate
school places: preference is typically given toilsuwith special educational needs, then to silsling
of current pupils, and remaining places are thétaled on the basis of the distance between home
and school, with preference given to those livireaner to the school. Where a school is over-
subscribed, then the furthest relevant distancesiumchich a pupil application was accepted is
subsequently published.

Whilst these distance cut-offs are presented adanadata in published reports, it is also possible
map the data, using circles of a fixed radius: Féduillustrates such a map.

Figu-r“é 1: School distance cut-offs in Waltham Forest

Whilst there are many caveats about such a mamisiiepresents the actual distribution of students
anecdotal evidence suggests that it is easiert¢éopiret than a simple table of data listing diséanc
values for each school. The map also allows amsassent to made of the degree to which parents /
guardians have a choice of schools: those livinthenareas overlapped by multiple circles have a
wider apparent choice than those living elsewheeehaps only a short distance away. Various forms
of overlay can also be used to indicate the exttenthich cut-off distances have varied over time;
again visualisation of this may allow the data ¢olasier to interpret.

From a data visualisation perspective, alternatie@ping strategies will be discussed.
31 Data discovery

A map such as that illustrated in Figure 1 is reddy easy to construct, and for map-users to agplo
but it relies on availability of data on which tade the map. A description of the process of Ingati
relevant components of the full data set used awahe map will be given for this case study area.
These data are all implicitly open data: they asbliphed by a local authority, with no restrictions
indicated regarding re-use. In order to map datafsingle year, data must be manually transcribed
from a PDF document, and several different lista iked set of schools must be used to assemble a
single canonical set.

In order to extend this into a time series, formeblications must be located; in the case of machin
readable versions this required the use of Goaegdeches revealing relevant URLs, rather than any
bespoke index or archive at the local authority siteb This is time consuming, and requires some
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level of research skill in identifying and downlaag the relevant documents. Not all persons
applying for school places will be able to do tlisd families are thus make decisions with differen
amount of information at their disposal.

4. Comparison of information availability between authorities

In order to compare change over time, two furtbeal authorities were selected: one in Essex, and
one in West Yorkshire. An attempt was made toeetrithe data required to construct similar time-
series maps. It was discovered that there wereidemable differences in the range of data made
available to prospective applicants, as well agh@ ease with which data could be retrieved.
Specifically, whilst 'distance' was used as a Kdtefor selection, it was not always possible to
determine from the published documentation whattheoff distance had been in previous allocation
rounds. Where this is the case, applicants ardrestjto make a decision without all of the relevant
information available to them.

Again, the data discovery process depended on waelrls strategies that in themselves are not
particularly difficult, but would not be possiblerfall potential applicants.

[Author note: full examples of these will be given, and additional authorities added]
5. Discussion

Ideally, applications for school places should bedemwith applicants having suitable information
available to them. Where distance is a key eleritetite success of an application, it is useful for
applicants to know whether any application they en&k likely or unlikely to be successful: an
application for a school for which they are verjikely to be eligible on distance grounds might be
avoided, along with the emotional investment inhsan application by both the parent and childs It i
important to couch this in terms of spatial andistiaal literacy, and for applicants to understamat
distance cut-offs vary from year to year, with antner of factors influencing them, not all of which
are easily predictable. At present, informatiordemavailable to applicants is variable from plaxe t
place, and can be demonstrated to be only partaltyplete. It is argued that data of this sort \oul
benefit from collation at national level, althouiglis recognised that there are obstacles to thist
notably that different authorities operate diffarsets of allocation systems, (and that there ikim
authority variation), and therefore different dians are relevant in different cases.
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Summary

Relatively high densities and low car ownership levels in inner Sydney are associated with
much lower levels of car use than other parts of Sydney’s Metropolian Area but it is unknown
how this affects the distribution nor the variability in destinations. Following processing of a
dataset derived from a seven week travel diary and smartphone app, spatial density analysis is
conducted on the destinations by variables including mode, purpose and day of the week. The
results show substantial differences in choice of destinations depending on what mode is used

and the purpose of the trip.

KEYWORDS: Spatial density, transport, destinations, trip purpose, smartphone tracking.

1 Introduction

The daily travel of residents in Sydney, Australia has generally been characterised by being largely
car-based given the metropolitan area’s relatively low population density (by global standards) and
high car ownership levels (Greaves et al., 2014). However, the increasing affluance and density of
inner-city suburbs coupled with an increasing push towards public transport and active travel by
the City of Sydney council has resulted in a somewhat different mode share for travel in these
areas (Bureau of Transport Statistics, 2013). Although this difference in market share has been well
documented, it is not clear how this is related to the spatial distribution of trip destinations nor how
this varies between individuals depending on what mode they use. With this in mind, this paper
uses data on one week of travel of over 600 inner Sydney residents collected using a combination
of an online travel diary and a location tracking smartphone app to analyse the spatial variability
and distribution of trips with the aim of identifying the relationships between mode choice and
destination choice.

*richard.ellison@sydney.edu.au
fadrian.ellison@sydney.edu.au
tstephen.greaves@sydney.edu.au
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2 Background and Context

Sydney is a city with a relatively large area given its population and this means that many people
travel considerable distances by car. Although the average daily travel distance is approximately
32km, this varies substantially with inner city areas seeing average daily travel distances of approx-
imately 17km (10 miles) and some outer suburbs having average daily travel distances of over 60km
(37 miles) (Bureau of Transport Statistics, 2013). This wide discrepency in the distance of trips is
also evident in the choice of modes with trips by car ranging from 28 percent of trips to nearly 90
percent of trips. A large component of this variation between suburbs is associated with different
levels of population density and car ownership levels throughout Sydney. In Figure 1 population
density and vehicle ownership have been plotted on a map using a two dimensional colour gradient.
Bright blue indicates areas with high population density (over and above 50,000/square kilometre)
and low car ownership levels (cars per household). Bright red indicates areas with low population
density and high car ownership levels. Dark colours indicate low values of both population density
and car owernship levels and purple indicates medium values of both variables. As is clear from
Figure 1, the higher concentration of areas with high population density and low car ownership is
in and around Sydney’s Central Business District (CBD).

The concentration of high density areas near the CBD coupled with an increasing focus on active
travel by the City of Sydney council (albeit with relunctant support from the State government)
means that the choice of destinations of residents and the modes used to access those destinations
may also be changing (Pucher et al., 2010). Although these broad changes are slowly becoming
apparent in aggregate statistics produced from census data and Sydney’s continuous (one-day)
household travel survey, it is not clear how destinations and modes vary within individuals as well
as between them.

3 Data and methodology

A recent (and ongoing) multi-wave study designed to determine the effects of new bicycle infras-
tructure being built in Sydney on bicycle use in the inner city has resulted in the collection of
both seven day travel diary data and corresponding location tracking data from smartphones for
over 600 inner Sydney residents (Rissel et al., 2013). This dataset provides the opportunity to gain
further insight into the travel patterns of residents in inner city areas and allows for the analysis
of week long and repeated (over several years) travel data. The web-based travel diary used by
respondents included questions common to many travel diary (including trip departure and arrival
times, mode and purpose) as well as some intended to provide more detailed information on short
and incidental trips, primarily short walking trips to and from public transport or local shops that
are often forgotten by people completing travel diaries. In addition to this, some questions were
asked to elicit further information about any reported bicycle trips that were largely focused on
their use of separated bicycle infrastructure. The smartphone app was designed to complement
(rather than replace) the travel diary and as such was designed simply to passively collect location
data, primarily through WiFi location, approximately every five seconds and provide participants
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with the ability to view where they had travelled on a map (Greaves et al., 2014). Although the
smartphone app was optional it was used by a significant proportion of participants with a total of
approximately 54 million observations (so far).

The geocoded travel diary and smartphone datasets were combined into a single dataset recording
all the trip destinations, purposes and mode as entered into the travel diary as well as interme-
diate stops calculated using the smartphone data. Additional destinations that were recorded by
the smartphone tracking app but that respondents failed to record in their travel diary were also
included. This combined dataset also included the calculation of other inferred trip variables in-
cluding if the participant had travelled to work that day, the number of unique destinations in each
trip tour! and the “main” mode for the trip. Using the combined dataset, a spatial density analysis
was performed using several combinations of the trip variables included in the dataset. The spatial
density analysis was used to assess the location and density of concentrations of destinations for a
variety of different combinations of the trip variables. This was also conducted for different temporal
classifications (e.g., weekdays and weekends, and morning, afternoon and evening) as a method of
determining if the choice of destinations are associated with non-discretionary travel.

4 Results and Discussion

The results of the spatial density analysis on the combinations of trip purpose and travel mode show
clear differences between the destinations of trips using each mode and for each purpose. However,
there are also some similarities between modes/purposes with different modes having contours of
similar shapes but different sizes suggesting a strong influence not only of the available destinations
but also of the location of transport corridors and public transport services. Although conclusions
from combinations of variables are perhaps most interesting, it is of use to look at mode and purpose
separately before looking at the combination of the two variables.

For purpose alone, there are high concentrations of trip destinations for some purposes associated
with specific land-use in Sydney (see Figure 2). This is most strongly evident (as can reasonably be
expected) in destinations where the purpose is to attend university with destinations concentrated
around the three main universities located in the area. Similarly, commuting trips are strongly
concentrated in the city’s CBD as well as the University of Sydney?.

The spatial distribution of several of the other trip purposes are also reasonablly concentrated with
most trips having destinations either close to home or in the CBD. Shopping trips appear to be
particularly concentrated in a relatively narrow band stretching from the CBD to slightly further
West than the suburbs included in this study. In contrast, trip purposes associated with recreational
activities including sport, visiting friends and family, and religious activities cover a reasonably wide
area.

The analysis of destinations by (main) mode suggest that there is also a difference in the density
and distribution depending on the mode. Although this is to be expected to some extent given

LA series of trips starting and ending at home.
20ne of the largest employers in inner Sydney is the University of Sydney.
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constraints limiting the use of some modes of transport to specfic corridors (train in particular), the
differences are not as large as may have been expected. Furthermore, car trips are not significantly
less concentrated than those of other modes. This is likely in part the result of the high availability
of public transport in inner Sydney but may also be related to the large number of services available
in the area that residents can reach by both cars and other modes.

When mode and purpose are assessed together, the differences between the modes become more
apparent. This is particularly true of commuting trips (i.e., work/office destinations) in which the
relatively small proportion of participants commuting by car travel to a wider geographic area but
is also evident (to a smaller degree) with other purposes. One somewhat surprising result is that
despite the flexibility of buses compared to trains, for many purposes destinations of bus trips are
just as concentrated in (often similar) patterns to the train. This is despite Sydney’s buses covering
areas that are not very close to railway stations.

Analysis of some of the other trip variables also showed some differences in the distribution of trips.
Although weekend destinations were rather less concentrated than weekday destinations, this varied
substantially by purpose. Shopping and eating out were still relatively highly concentrated in similar
areas during both weekdays and weekends with visiting friends and family being substantially less
concentrated.

5 Conclusions

The analysis of the spatial distribution and variability of destinations by inner city residents of
Sydney showed that the choice of destination is very much related to both the mode and purpose
but also other trip characteristics (such as the day of the week). Furthermore, the high popula-
tion density and low vehicle ownership of inner Sydney compared to the rest of the metropolitan
areas has a clear relationship to the choice of destinations and the mode used to get there. In
contrast to the travel of residents in outer areas of Sydney, destinations of inner Sydney residents
is highly concentrated and characterised by repeated visits to several nearby areas for a variety of
purposes.
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Summary
As part of a three-year study on cycling infrastructure, a smartphone app was used to passively collect
location information resulting in 54 million observations. These data are then used to identify trip
stops using a new method that employs a moving average position. In total 12,849 stops are
identified with a median time of one hour and a spatial distribution consistent with the travel diary
data collected as part of the same study.

KEYWORDS: Transport, Stop Detection, Algorithm, Smartphones, Cycling

1. Introduction

Collecting travel data using smartphones is gaining increasing attention due to the ability to (largely)
unobtrusively collect data over time and space. These methods facilitate the collection of ever larger
datasets providing geographic data at a detailed and highly disaggregate level across time and space.
This being the case, these datasets have potential to be used for analyses of travel behaviour that
incorporates both the spatial and temporal variation in behaviour. However, as a direct consequence
of this these datasets tend to be very large and, therefore, become too labour intensive to prepare and
analyse through existing labour-intensive methods designed largely for traditional travel surveys. In
many cases, researchers resort to aggregating the data such that many of the spatial characteristics are
lost.

This paper describes a method of identifying trip stops using location data collected from
smartphones as part of a study on the impact of cycling infrastructure (Rissel et al. 2013) in Sydney,
Australia. In total approximately 54 million observations were recorded over two data collection
periods in 2013 and 2014. The aim here is two-fold. The first of these is to develop a method that
accurately and consistently identifies the locations and durations of stops between and during travel
from smartphone data. That is to say, stops that occur at a destination (or activity), intermediate stops
and stops while waiting for a train, bus or other transport mode. This enables continuous analysis of
travel data on a large scale. The second objective is to use the latitude and longitude of these detected
stops as a basis for identifying the spatiotemporal characteristics of these stops by combining the
smartphone data with existing geographic data.

1.1. Context

" adrian.ellison@sydney.edu.au

" richard.ellison@sydney.edu.au
* asif.ahmed@sydney.edu.au

S stephen.greaves@sydney.edu.au
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While transport research contains a long history of using personal GPS devices to measure travel (for
example, Murakami and Wagner 1999; Stopher, FitzGerald, and Zhang 2008) alone or in
combination with a travel diary, not all of the methods employed are transferrable or scalable to
smartphone data collection. For instance, many studies using GPS employ methods that are
dependent on the availability of reliable Doppler speed (Stopher, FitzGerald, and Xu 2007; Doherty,
Papinski, and Lee-Gosselin 2006); a measure that is not available in data collected using smartphones
without the aid of the (battery-draining) built-in GPS. In any case, even with speed data available
many studies rely on manual map-editing to identify any false-positives and false-negatives of which
there are many. This also potentially introduces the issue of inconsistency of the analyst or analysts
involved. Although this may be practical when there are a finite number of participants carrying
these devices for a small number of days (typically one to three) with the potential increase in scale
this becomes infeasible. The time lag necessary to accomplish this also reduces the ability for
researchers to ask participants for additional information due to the limitations of memory recall.

2. Data Collection

The data were collected as part of a three-year study on the impact on cycling of new dedicated
bicycle paths. The study combined a travel and health questionnaire, an online seven-day travel diary
and a smartphone app to passively record travel at five-second intervals in three data collection
periods in the (Australian) spring of 2013 (baseline), 2014 and 2015. Participants were recruited from
two inner-city areas shown in Figure 1, an intervention area in which the bicycle infrastructure was
being built and the control area in which there was no change in the provision of bicycle
infrastructure (Greaves et al. 2014). To simplify management, access and analysis, all data collected
during the study is stored in a single relational database that can be queried as necessary on an ad-hoc
basis or using algorithms such as the one described in this paper.

Legend

Control Area ntervention Area Parks Water
a0 05 1 2 3 4
I N N Kiometres

Figure 1 Location of Control and Intervention Areas
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The entire smartphone dataset contains almost 54 million observations collected from 469 study
participants (many of whom over two years) and an additional 68 unidentified participants who likely
downloaded the (free) smartphone app despite not being involved in the study. This represents
12,384 person-days of data albeit with an unequal distribution of days by user.

To verify the accuracy of the stop detection method an alternative source of data is needed. In this
case, the seven-day travel diary is the best available source of comparison data. As such, this paper
excludes smartphone data collected from those without a valid and complete travel diary leaving 401
unique participants with 38 million observations during 9,552 person-days. For the same reason, data
collected outside the seven-day diary period was excluded from this particular analysis.

3. Stop ldentification Method

The stop identification method was designed to identify the times and locations in which users
stopped from their smartphone data alone. Crucially, stops in this case are not intended to delineate
trips and therefore stops to change mode or to pick up something or someone are considered to be
valid stops. Similarly, a day spent entirely at home would generate one ‘stop’. Simultaneously, the
algorithm was designed to move away from the rule-of-thumb time duration methods common in
GPS trip identification by focusing on distance.

For each eligible participant, the algorithm starts by retrieving the observations in chronological order
from one participant and one day at a time. Subsequently, the algorithm loops through each
observation with a recorded accuracy of less than 1,000 metres simultaneously using the latitude and
longitude to maintain a rolling average position and a total time within a 150 metre radius of the
average position. If an observation is within 150 metres of the average position then the average
position and the amount of time within the 150 metre radius is recalculated including the observation.
If this is not the case (i.e. the observations is located greater than 150 metres away from the rolling
average position) then the time between the current and previous observation is removed from the
time spent inside the 150 metre radius.

Once the total time spent within the 150 metre rolling average position exceeds five minutes, then a
stop is deemed to have occurred at that location. At that point the algorithm continues but reverses
the situation in which time spent outside the 150 metre rolling average position is added to a time
spent moving and time spent inside the 150 metre rolling average position is subtracted from the same
variable until zero is reached. If the time spent outside the rolling average position reaches 50
seconds then the previous stop is considered to have ended.

A final step is to loop through each of the detected stops and check that consecutive stops are at least
300 metres apart. This is done to as it was found that when indoors, moving from one side of the
building to another could create spurious stops in the data due to (on average) less accurate positions.

This process ensures that the algorithm is not as susceptible to spurious data which would otherwise
suggest there is movement where there is none. This is particularly problematic when somebody is
located inside as this tends to increase the proportion of spurious locations observed in the dataset.
The methodology is also computationally efficient allowing it to be used while data is being collected
in addition to as a post-processing tool.

4. ldentified Stops

Running the algorithm resulted in 12,849 stops (shown in Figure 2) being detected from 382
participants. This compares to 16,660 trip ‘legs’ reported in the travel diary by the same participants.
The average number of stops per participants was 34, the median was 31 and the highest was 99.
Unsurprisingly given the study area, most stops occurred within the control area, the intervention area
or the Central Business District (CBD).
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In terms of time, the minimum stop duration was 75 seconds as measured from the first observation
within a stop to the last observation within the stop. The maximum stop time was 24 hours due to the
requirement for at least one stop to be identified each day. As such, where only one stop was
detected this was equivalent to staying in the same location for one calendar day. The average and
median stop durations were three hours and one hour respectively illustrating the extent to which (in
absolute terms) most stops are short. The second highest concentration of stop durations was
observed at eight hours of duration corresponding to the time between midnight (i.e. the start of a new
day) and 08:00 in the morning and departures to work.

Figure 2: Location and Duration of Stops

5. Conclusions

This paper describes a new method of identifying stops dynamically from large location datasets
collected using smartphones. It examines the way in which clusters of observations within 150
metres of a rolling average position can be used to indicate that a stop has occurred in that location.
This can then be compared to other sources of data or combined with geographic data to allow for
spatiotemporal analyses of travel (or lack thereof). Most importantly, it permits the analysis of very
large datasets in a manageable and scalable manner increasing the potential to extract useful
information.
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Exploring new ways of digital engagement: a study on how
mobile mapping and applications can contribute to disaster
preparedness
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Summary

Disaster can happen at any time, and no community can consider itself completely safe from
its direct or indirect impacts. Digital technologies, such as Geographic Information Systems
(GIS), are becoming globally pervasive (World Bank, 2014), with smartphones hosting
excellent mobile mapping, data collection and information-providing platforms. A report was
compiled to investigate web and mobile applications that provide preparedness information
and stimulate community empowerment, some using maps as a medium to convey the
information. This body of work discusses the purpose, results and implications of this
analysis for further work to be undertaken to address the identified research gap.

KEYWORDS: GIS, Hazards, Disaster Preparedness, Citizen Science, Web and Mobile
Applications

1. Introduction

Disaster can happen at any time, and no community can consider itself completely safe from
its direct or indirect impacts. Effective preparedness in communities has emerged in the
literature as a crucial asset for limiting losses and for ensuring rapid and sustainable recovery
(Paton & Johnston, 2001; Paton, 2000). Nonetheless, a number of factors, spanning from
emotional and socio-cultural foundations to the lack of information on how to prepare, were
found to be very influential on individuals' sense of agency in preparedness (Joffe et al., 2013;
Paton et al., 2008; Morrissey and Reser, 2003; Duval & Mulilism, 1999).

Digital technologies, particularly Geographic Information Systems (GIS), are becoming
increasingly pervasive both in developed and developing countries (World Bank, 2014), with
smartphones hosting excellent mobile mapping, data collection and information-providing
platforms. Scientists are debating the potential that the deployment of this new generation of
social and web technologies could have in helping the general public to be better informed
and actively involved in preparedness (Troy et al., 2008). Self-efficacy, community
awareness, sense of agency, and resilience are the recurrent themes of this enquiry.

On the one hand, it is unquestionable that novel web and social technologies provide
manifold channels of information about the occurrence, the intensity, and the area of impact
of damaging events. The effectiveness of such technologies for preparedness is yet to be
proven. Nonetheless, as some studies do support the idea that new web technologies and
mobile applications facilitate learning (Corbeil & Valdes-Corbeil, 2007), a growing number
of institutions are developing applications to communicate information on disaster
preparedness through various web and mobile platforms.

This paper discusses the preliminary work of the Challenging RISK team - an
interdisciplinary group of researchers seeking to understand and improve how people prepare
for fires and earthquakes wusing multidisciplinary techniques, including geospatial
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technologies and citizen science activities. Part of the project focuses on understanding how
GIS and mobile technology can be used to break new ground in disaster communications, by
providing actionable information to promote community engagement in disaster
preparedness.

2. Web and Mobile Applications for Communicating Disaster Preparedness via GIS

A preliminary investigation was undertaken to examine potential strengths and weaknesses of
currently active online and mobile-distributed applications that provide preparedness
information and stimulate community empowerment. The investigation aimed at gauging
information on the main distributors and on the intended users of preparedness information
through web and mobile applications. These main distributors varied between governmental
and non-governmental organisations, as well as by jurisdiction (e.g. local, regional, or
national). Interactivity and modality of outreach (e.g. newsletter, RSS feed, text alert, mobile
maps) were also examined.

The investigation identified and analysed the contents of 97 active websites and 159 web and
mobile applications, 82% of which are hosted on websites or Android and Apple mobile
platforms. All the resources were intended for the general public and did not target a specific
portion of the population. It was also found that there is a strong predominance of earthquake-
focused resources (90%), with very few addressing fire (7%) and even fewer dedicated to
both hazards (3%). Most of the resources and applications (88%) focused on passively
conveying hazard information to users. Though passive information may be helpful, it begs
the question of whether this means of preparedness messaging actually translates into
successful uptake of information by the users.

Members of the general public tend to frame risk in a personal way (Dransch et al., 2010),
and the inclusion of mapping components in web or mobile applications may support the user
in framing the hazard risk from a personalised and location-specific perspective. Of the
various applications analysed, a number of them used maps to convey locational information,
including where earthquakes have occurred within the last 24 hours, where neighbourhood
shelters may be, and the ability to contact emergency services and convey accurate location-
based information. The displayed information can be extremely important for making life-
saving decisions and maps provide an excellent medium for doing so.

Preliminary investigations are promising, but it is believed that shortcomings will need to be
addressed in order to improve the effectiveness and likelihood of uptake of mobile mapping
tools for community preparedness. Individuals are more capable of contributing and
improving their community when they are better prepared and willing to participate in it
(Mikinen, 2006). For web and mobile applications to encourage participation, digital divide
and interactivity issues will have to be considered to facilitate holistic, two-way
communication between people and organisations to enact change on a local level.

3. Conclusions and Further Work

This work investigated the various digital platforms that were available for conveying
important, life-saving information on preparedness, including those that utilise maps in
innovative ways. From the study, it can be seen from the various sources that there are a
variety of applications across platforms that focus largely on earthquakes, as opposed to fire,
and that opportunity for user contribution is lacking. Accessibility, interactivity, and two-way
communication should be considered for future tools to facilitate greater participation and a
more holistic dialogue between people and the institutions delivering the applications. As part
of the ongoing project work, the researchers will build off of the lessons learned from this
report to strengthen the case for geospatial technologies to act as a platform to empower
people, communities and organisations to positively impact people’s preparedness for
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disasters, through workshops to inform communities; we will pilot this work in Seattle,
Washington (USA), eventually broadening to other countries in order to better understand
social-cultural challenges in deployment and uptake of methods to positively impact
earthquake and household fire preparedness.
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A Comparison of Three Modelling Approaches
for the Prediction of House Prices

Yingyu Feng and Kelvyn Jones
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Abstract

Multi-Level Models and Artificial Neural Networks are employed to model house prices in this study.
The results are also compared with the widely deployed standard Hedonic Price Model. Historical house
sale records in the Greater Bristol area during the period of 2001-2013 are used and the results indicate
that MLM offers good predictive accuracy with high explanatory power, especially if neighbourhood
effects are explored at multiple spatial scales.

KEYWORDS: House Prices, Multilevel Modelling, Artificial Neural Networks, Predictive Accuracy
1  Introduction

The principal objective of this paper is to present two advanced quantitative approaches, Multi-Level
Models (MLM) and Atrtificial Neural Networks (ANN) in the house price predictions. They are also
compared against the baseline, widely-deployed, the standard Hedonic Price Model (HPM) in terms of
goodness-of-fit, predictive accuracy and explanatory power. There is no published work to date
comparing ANN with MLM and the use of a much larger dataset than previous publications is another
important contribution of this study.

The rest of the paper is organized as follows. Section 2 presents the study area, data, scenarios and
performance measures for competing models. The results are presented in section 3 with the conclusions
in section 4. The conceptual specifications of the three approaches and a review of the previous studies
using those approaches are included in the full paper.

2 Data and scenario comparison
2.1  Setting and Data

This study selects Greater Bristol as the study area. The house prices and property attributes (displayed
in Table 1) are from the Land Registry of England and Wales. The neighbourhood characteristics
(displayed in Table 2) are abstracted from the 2001 census data and the Neighbourhood Statistics
website. The location of each sale is geocoded based on the unit postcode of the property. 2001 Output
Areas (OAs) are selected as the lowest level of neighbourhoods, nested in 2001 lower layer super output
areas (LSOAs) and then middle layer super output areas (MSOAS). The full dataset is 65,302 house
sales, out of which 61,161 sales in 2001-2012 are used for model calibration and the rest 4141 sales in
2013 are used for prediction.
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Table 1 Definition and explanation of house price data and attributes

Variables | Definition and explanation
Price Sale price stated on the Transfer deed in thousands (£°000)
Yrmth The year and the month when the sale was completed as stated on the Transfer deed,
expressed in numerical form
Type “Det” for Detached house
“Semi” for Semi-Detached house
“Terr” for Terraced houses
“Flat” for Flats/Maisonettes
New "New" for a newly built property
"Old" for an established residential building
Duration | Types of legal interests in land:
“Free” for freehold, where the legal interest in land is held by the owner of the land
“Lease” for leasehold, where the interest in land or property is held by the tenant who
lets the property from the landlord
East The Ordnance Survey postcode grid reference: Easting
Nth The Ordnance Survey postcode grid reference: Northing
Dist Euclidean distance to the city centre, Cabot Circus in Bristol
Table 2 Definition of neighbourhood variables
Variables | Definition and Explanation Level
IMD 2004 Index of Multiple Deprivation score (IMD) LSOA
IMDbar 2004 deprivation score on “Barriers to Housing and Services”, measuring LSOA
barriers to housing such as affordability and geographical barriers to key
local services.
IMDenv 2004 Deprivation score in the living environment, comprising the ‘indoors’ LSOA
living environment which measures the quality of housing and the
‘outdoors’ living environment for air quality and road traffic accidents.
IMDcrime | 2004 Deprivation Crime Domain Score, which measures the rate of LSOA
recorded crime for four key dimensions of crime: burglary, theft, criminal
damage and violence.
Green Green space area percentage of total land use area OA
Det_area Proportion of detached house OA
Terr_area | Proportion of terrace house OA
Flat_area | Proportion of flats OA
Room Average number of rooms per household, used as proxy of average size of OA
properties
Noheat Proportion of houses that have no central heating OA
Unemploy | Proportion of people aged 16-74 who are not in employment, including OA
retired, students aged over 16 years old and other people
Lnincome | Natural log of Experian income at MSOA level in 2004 MSOA
SocRent Proportion of social rented from council or others OA
PriRent Proportion of private rented from council or others OA
Occupancy | The Occupancy Rating provides a measure of under-occupancy and over- OA
crowding. It relates the actual number of rooms to the number of rooms
‘required’ by the members of the household
Young Proportion of people aged 17 or under OA
Old Proportion of people aged 65 or older OA
Black Proportion of black ethnic OA
Noedu Proportion of people have no academic or professional qualifications OA
Degree Proportion of people have at least First degree or Higher degree OA
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2.2  Scenarios for comparison

Three scenarios are designed with different representations of space and place. Scenario 1 use property
characteristics only, and three models are specified for each modelling approach, HPM1, MLM1 and
ANNL. The dependent variable is the logarithm of house prices expressed in thousands of pounds and
the predictor variables include house characteristics with full interactions and the time of the sale as a
third order polynomial. In scenario 2, the absolute location of the property location (represented by the
Grid references) and the relative location (measured as the distance to the city centre) are included as
additional explanatory variables. The models are named HPM2, MLM2 and ANNZ2. In scenario 3, the
Grid references and distance to city centre are replaced by 20 measured neighbourhood characteristics.
Another three models are specified in this scenarios, HPM3, MLM3 and ANN3. We have examined the
predictors for multicollinearity by calculating variance inflation factors (VIFs) (Belsley et al., 1980) and
all VIFs of the predictors are under 10, indicating that there is not major multicollinearity problem.

In addition, neighbourhood delineations are reflected in MLM for all three scenarios, specified as the
nested multiple neighbourhood structure (OAs, LSOAs, and MSOAs). Neither ANN nor HPM is
capable of including neighbourhood delineation in the model due to the large number of categorical
variables required for practical specification

2.3  Performance measures

In order to reach a balanced view of a model’s performance, we have used R? as the goodness-of-fit
measure, Mean Absolute Error (MAE) as the accuracy measure. The explanatory power of property and
neighbourhood variables in accounting for house price are also evaluated for MLM and ANN.

3 Empirical results and discussion

Due to limited space, detailed model results are not included here but available on request. The
comparison of goodness-of-fit are presented in Table 3 and the accuracy comparisons are based on the
4141 hold-out samples in 2013 and summarised in Table 4. All performance measures show that MLM
is superior to ANN and HPM in each scenario, indicating that the specification of neighbourhood is
helpful in house price predictions, even when the locations or neighbourhood characteristics have been
included in the model. Once the appropriate hierarchical structure of housing market has been defined
in MLM, location and neighbourhood characteristics will only further explain the price variation
between neighbourhoods, but will not further improve the predictive accuracy.

Table 3 Comparisons of Goodness-of-fit

Scenario 1 Scenario 2 Scenario 3
HPM1 MLM1 ANN1; HPM2 MLM2 ANN2 {HPM3 MLM3 ANN3
R2 (in-sample) 039 0.75 0.39 0.43 0.75 0.47; 0.68 0.75 0.69
R? (hold-out) 023 0.75 023 031 0.75 038 065 0.74 0.67

Table 4 Comparisons of prediction accuracies for hold-out samples
Hold-out sample: Scenario 1 Scenario 2 Scenario 3
HPM1 MLM1 ANN1 | HPM2 MLM2 ANN2 i HPM3 MLM3 ANN3
MAE(log Price) 0.319 0.178 0.318 { 0.303 0.178 0.286 ; 0.210 0.178 0.216
MAPE(log Price)  5.89% 3.29% 5.85%; 5.59% 3.29% 5.26%; 3.89% 3.30% 4.00%
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In terms of model explanatory power, we have presented the relative importance of each predictor
graphically. Figure 1 shows the predicted house price (after exponentiation) on a common scale. The
predictions are for all sixteen types of property, holding everything else at their mean value (Figure 1a).
The time effects (Figure 1b) are for the typical property in a typical neighbourhood. The effects of the
neighbourhood characteristics (Figure 1 c-f) show the relationship between house price and each
variable, holding all other variables constant at their typical value. In each figure, 95% confidence
intervals of the in-sample model are also plotted. It can be seen that the average size of the property in
OA, property characteristics and the time when it was sold are very important predictors.
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4 Conclusions

This paper illustrates the use of MLM and ANN approach to modelling housing prices and compares
them with the widely accepted HPM approach in terms of goodness-of-fit, predictive accuracy and
explanatory power. Neither ANN nor HPM is capable of including neighbourhood delineation in the
model due to the large number of categorical variables required for specification, while MLM is able to
specify by simply defining them as macro-level units. The results indicate that MLM offers good
predictive accuracy with high explanatory power, especially if neighbourhood effects are explored at
multiple spatial scales.
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Summary

Cities face risks from climate change, placing increased pressure on infrastructure extremes. A
methodology to assess the impacts of extreme weather events on urban networks has been developed,
using a catastrophe modelling approach to risk assessment by overlaying spatial data, applying hazard
thresholds, and testing potential adaptations. Utilising future climate projections, downscaled using
stochastic weather generators, future urban temperature and flooding extremes are simulated. These are
coupled with spatial urban transport network models and, applying thresholds, disruption to the
networks can be simulated. Results for heat and surface water flooding events, and the impacts on the
travelling public, are demonstrated.

KEYWORDS: climate change, infrastructure, network, flooding, heat, transport, impact
1. Introduction

The IPCC 5" Assessment Working Group 2 (IPCC, 2014) report on climate impacts highlights the risks
faced in urban areas by future climate change, but also that the complex nature of urban areas and their
interconnected systems means they cannot be considered in absolute terms but as “system of systems”
(Lhomme et al., 2011). In particular, infrastructure in cities will be placed under more pressure in the
future due to the changes in climate extremes (e.g. rainfall and temperature) and the concurrent increase
in demand from population growth and urbanisation (Hallegatte and Corfee-Morlot, 2011).With the
frequency of extreme weather events expected to increase, causing severe damage to buildings and
infrastructures (Dawson, 2007), addressing robustness of the urban environment under multiple hazards
is pivotal. The Tyndall Centre’s Urban Integrated Assessment Framework (UIAF) was developed (Hall
et al, 2010) to allow the assessment of the urban impacts of climate change coincident with other
changes which may be seen in cities.

The work presented in this paper highlights a rapid assessment methodology using the UIAF for
understanding potential future impacts on the users of urban transport networks from extreme weather
events. This begins with climate downscaling using the UKCP Weather Generator and, in the case of
extreme rainfall, simulation of surface water flooding using the CityCat model. The spatial footprints
of resulting climate hazards are then overlaid on the urban transport networks and thresholds applied
to understand where impacts will be felt. These impacts can then be assessed in terms of increased
travel time for the users of the transport infrastructure and the total cost of disruption calculated. This
methodology is demonstrated in this paper for both extreme heat and extreme rainfall events, on public
transport and road networks in the UK.

*a.c.ford@ncl.ac.uk
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2. Method
2.1. Hazard modelling

The initial step of the risk-based approach is to understand the hazards to which the system may be
exposed. An Urban Weather Generator (UWG) has been produced to supplement the UKCP09 outputs
and provide hourly time series of weather variables, such as rainfall or maximum temperature, for future
climate scenarios at 5km resolution. The UWG uses a stochastic rainfall model coupled to change
factors using probabilistic projections from UKCPO9 (Jones et al., 2009). Recent advances in the UWG
give an improved reproduction of extreme temperatures, spatial correlations in weather (Kilsby et al.,
2011), and urban heat island effects (McCarthy et al., 2012).

The outputs from the UWG are used to assess the spatial and temporal variation of hazards in the urban
area. Athresholding approach is applied with impacts assessed when the climate inputs exceed a certain
level of severity. For extreme heat events, temperature th