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Abstract

It is a long established conventitirat the relationship between sounds and meanings of words is
essentially arbitrarptypically the sound of a word gives no hint of its meaning. However, there
are numerous reported instances ofaysitic sounaneaning mappings in language, and this
sydematicity hasdeen claimed to be important for early language development. In aslzalge
corpus analysis of English, we show that semmehning mappings are more systematic than
would be expected by chanéaurthermorethis systematicity isnorepronaincedfor words

involved inthe early stages of language acquisition imadicesn later vocabulary development.
We propose that the vocabulary is structured to engbtersaticity in early language learnittg
promote language acquisition, whigdso ncorporatingarbitrariness for later languageorder

to facilitatecommunicative expressivignd efficiency



One of the central Odesign featuresO of human langutig® the relationship between the
sound of a word and its meaning is arbittdngiven the sound ofraunknownword it is not
possible to infer its meanin@uch a viewhas been the conventional perspectwesocabulary
structure and language processing in the language sciences throughout much of the last century
(see PernissThompson, & Viglioccd for review). Since de SaussuréOwmtion of the
arbitrariness of the sign, such a property has been assumea tarigpiage universal property,
and has even assumed a definitional charatiteridccording to Hockeft for instance,a
communication system will not count as a language unless it demonstrates such arbithariness.
contrast, throughout most of human intellectual hidtyrghe sound of a word was often
assumed to directly express its meaning, a view receeniyed instudies exploring sound
symbolisni'"®. So, is spoken language arbitrary or systematic?

Soundmeaning mappings may be narbitrary in two way¥ First, through absolute
iconic representatiomhere some feature of the languatjeectly imitates he referent, as in
onomatopoeia. For example, incorporating the sound that a dog makes into the sign for the sound
itself (i.e., woof woof) is one example of this absolute iconicity. Secahe, soundmeaning
mapping couldbe an instance oklative iconicity where statistical regularities can be detected
between similar sounds and similar meanings though these may not be restricted to imitative
forms’. In this case, the iconicity is not transparent, bugémerally only observable once
knowledge of the sowhrelationships and meaninglationships is determined. An example of
this isfor certainphonoaesthem@ssuch asl- referring tonegative or repellent propertiés.g.,
slime, slow slur, slun). Other phonoaesthemesy indeed represent absolute iconicity (such as
sn referring to the nose via onomatopoeic properties of its functions), and there is debate about

which phonoaesthemes are indedgbolute or relative in their iconicitNevertheless,ni the



literature, loth of these forms of iconicithave been referred tas systematicity in sound
meaning mappings, to contrast with arbitrarinésspoken language it is not clear that absolute
iconicity could occur without relative iconicity. In the caseoobmatopoe, for instance, the
iconic relationship between the actual sound the animal makes and the linguistic sign carries
some relationship to the nature of the beast (front vowels are more likely in words for small
animalsO calls than large animalsO calls, cemipaep cheefor chicks versusoar for a lion).
Hence, such instances of absolute iconicity are likely to be reflected in relative sound similarity
measures.

Arbitrariness of forrameaning mappingstroducesa profound cost for learnings the
mapping letween the sign and its referent has to be formed anew for eachkmondng all the
other words in the vocabulary does not assist in learning a new Wesitles the cost for
processing and learning of the language, to Renaissance sctimaebsence oapparent
systenaticity between form and meaning wagen as aroffensive property of languate
Arbitrariness was interpretad terms of the story ahe Tower of Babelin which a previously
globally understood language was confounded through dinteevention Thereare numerous
accounts of scholars aiming rediscover the Ouniversal languaB#t@ preBabel tongue where
form and meaning were perfectaligned. John Wilkins, a founder of the Royal Society,
produced one of the most complstestens of language that related formisselyto meaningsa
system exemplifying relative iconicifyy WilkinsO language, entertainingly depicted in EcoOs
treatise formed a hierarchy of categories of increasing specificity, with each category and
subcategoryndicated by a particular letter. For instance, in WilkinsO system, plants begin with
the letter OgO, and animals with the letter OzO. Then, for the subcategories ofxammaisys

animals begin with ®9 fish begin with OzaO, birds with OzeO, aastsbwith OziFor further



subcategories, additional letters are appended. Such a language would clearly result in much
inheritance of information across words. So, on encountering a new word, the general meaning
could be determinebased on its form.

However, computational modelling and experimental studies of vocabulary acquisition
have suggestethat arbitrariness maycontrary to initial expectationgctually result in a
learning advantage. In a series ainnectionistcomputational mdels, thatlearned to map
phonological forms of words onto meaning through an associative learning mechanism-;Gasser
demonstrated that, as the size of the vocabulary increased, arbitrariness in the mappings betweer
inputs and outputs of the modelsulted in bettelearning. Thisresultwas interpreted as being
due to greater flexibility in thenterleaving of new items into an already learned set of mappings.
For systematic sourcheaning mappingghe resources assigned to the new wardrecruited
from those alrady assigned tmapping between similar words, whereas for arbitrary mappings,
the resources for learning the new word can be drawn from anywhere in the dysteam
associative learning systertearning to form a mappingan besimilar to discovering th
principal componentsrom the inputoutput pairing¥. For systematic mappirgy the set of
mappingscan be effectively described with a single component, and space on this component
can become crowded. For arbitrary mappingsseparatecomponent isrequired for every
mapping individually reducing the possibilities for interference between words represented by
distinct components

In a series of experimental and computational studies, Monaghan, Christiansen and
Fithevd® demonstrated that for learginnovel words, arbitrariness in the sotmdaning
mapping was advantageous compaweith a vocabulary with a systematic fonmeaning

mapping. However, this advantage was only prominent when an additional contextual cue was



provided for the learner withimé language, either in the form of-cocurrence with a word that
related to the general categorical meaning of the word, or in terms of a morphological feature
that related to categoryzor instance, irthis contextual cue conditipmuutterances compriseal
marker word (either OwehO, which always occurred when the referent was an object or Omuh(
which always occurred when the referent was an gcadong with a referring word (e.g.,
OpaabQ)which was heard simultaneously with viewiagpicture referent Arbitrariness or
systematicity was carried in the relationships between the sounds of the referring words and the
category distinction between objects and actions in the set of referents. Without the marker word
(OwehO or Omuhl@rning was not advantagesoin the arbitrary conditiorin the same study,
the computationastudies wereconnectionist models thanplementedan associative learning
mechanism in order to leato map form onto meaning representations, either with or without
context. Again, whercontext was present the arbitrary mapping was optimal for learning.
Analysis of the computational modelOs solution to the mapping demonstrated that arbitrariness
permits maximising of the potential information in tflearning situationresulting in effetive
mapping to be achieved. In the systematic conditieards with similar soungloccurred in
similar contexts, reducing distinctiveness in the environment for identifying the intended
referent and resulting in ks effective mappings to be foeoh These effects were precisely in
line with WilkinOs own errors in transcription whereby closely related wsuffered
mislabellng: Eco notes thaGade (barley) was written in place dBape (tulip) in WilkinsO
Essay.

In contrast to the view of the andtiness of the sign, there are a growing number of
corpus analyses and behavioural studies that demonstrate some systematicity in spoken language

For some features of meaning, such as vowel quality relating to size, thesyouinalic



properties are lanmgeuniversal’® for instance, the nonwords OmilO and OmalO are typically
understood to express small and large, respectiayoss culturesHigh and low vowel
contrasts, exemplified by the i/a distinctidmave also been shown to occur in smaligar
expressives, respectively, across most, if not all, langtfagésre are also numerous language
specific prerties, such as phoaesthemes thedfer to clusters of phonemesatingto specific
meanings.For examplejn English, wordsassociatedvith the nose and its functions tend to
begin withsn, or words referring to light often begin with-°. Preferences for certain sound
meaning relationshipfiave been demonstratedatifect learning of novel adjegts>, verbs®?’,
nouns®*® and mives theredf though these studies generaiist a forced choice between two
alternatives. When the semantic distinction is not immediately availablen a forcedhoice
test between two objects from different categotiesn learning idess evidenbut still present
under some learning conditidnhs

Sound symbolism habeen proposed to be vitally important for language acquisition
becausenherentproperties of meaning isoundwould enablechildren to discover that words
refer to the world arounthem Soundsymbolic words not only represent their meanimg can
literally incorporatethe senses to which they refer within the squaslin onomatopoeia. This
mechanisntould facilitateacquisition not only of particular sowmdeaning mappings, butsa
the knowledge that therare mappings between sounds and medhiSgich peferences for
certainsoundmeaning mappingbkave now been shown for young children. For instatiheee
are numerous studies tiviadults demonstrating that nonsense words ssiblowbaandkiki are
found to reliably relate toounded and angular objects, respectiyebe Monaghaet al.?* for
review). HoweverQzturk, Krehm and Vouloumarn@sdemonstrated that monthold children

have a similar preference, indicating that substantial knowledge about language is not required in



order to form these preferenc&milarly, Walker, Bremner, Mason, Spring, Mattock, Slater and
Johnsof?® showed tha8- to 4month old infants wer able to form crossiodal correspondences
between spatial height and angularity with auditory pitd@monstrating that crossodal
correspondence preferencean precedesubstantiallanguage learningather thanbeing a
consequence of tHact thata paticularlanguage instantiates these correspondéhces

Yet, we have seen thaystematicityin soundmeaning mappings in the vocabulary
comes at a cost iterms of reducing the distinctiveness of words that have similar meanings,
potentialy increasingconfusion over intended meanitg Sq given this tension between the
linguistic convention of arbitrariness and the growing body of studies demonstrating sound
symbolism in language and igoposedimportance for early language acquisitishe long
standing question remains op&s to how arbitrary language actually Ae the observed
systematic clusters, such as phonoaesthemes, médelggdigible fractionO of the lexiéyror is
systematicity a more substantial feature of spoken languBge?s an important question to
address because it provides insight not only into the properties of the vocabulary that support
acquisition and processing, but ateore generallynto themannerin which mappings between
representations are constructed in the brain. There is evidence that systematicity in mappings
between sensory regions of thertex may be more efficie?ff consequentlythere is potentially
a balance to find between implemerdaal constraints in the brain with potential advantages of

arbitrariness for communicative efficiency. We return to this point in the Discussion.

To our knowledge, there atbree previous publishedstudies that haveleveloped a
measureof the propertie of sound meaning mappingsesent in natural languag€amariz’
investigated subsamples of Spanish vocabulary, relating distances in sound space to distances in

meaning space, where meanings were derived from the contextual occurrence &% Words



caefully selected subsets of Spanish words, she demonstrated that the relationship between
sound and meaningontaineda smalldegreeof systematicity, particularly in the relationship
betweenconsonantsand categories of meaning. Otis and Sagkamined e relationships
between sets of letters and meaning for phonaesthemes, where meanings were derived from
Infomap®, a variant oflatent semantic analysts They focused on sets ghonoaesthemes
proposed in the literatufe which formed statistically significant clusters oflated meanings.

They found that, of 46 phonaesthemes proposed by Huithasspresent in the English
language 27 were statistically significant clusteiacludingsn- and gl-. Third, a stud§? of a

small ample ofthe most frequentnonomorphemic words of English resulted in an estimate of

sound symbolismand found results consistent with those of Tamariz

However, there has as yet been no comprehensive analysis of the relationships between
form and meanig for alarge scalerepresentative vocabulary. The first aim of this study was to
determine the properties of the femeaning mapping foa broad and representative set of
words in EnglishPrevious studies have focused on a single measure of sound mwedmhg,
and have assessed only subsamples of the vocabiMargsampledll the monosyllabic words in
English for the analyses. Monosyllabic words constitute 70.9% of all word uses in Egligh
so confining analyses to just these wasla reasondb approximation to the whole vocabulary
To ensure that the limitation to monosyllabic words did not adversely affect the results, we also
gathered a corpus of all monomorphemic words of all ler(gtagefer to this in the following as
polysyllabic) However, we assume that language processing and language acquisition are
influenced by the frequency with which words occur in the linguistic environment, and so
caution must be taken to ensure that the many long multisyllabic words that occur verinrarely

languag® do not skew the results towards a fiepresentative subsample of the vocabulary



Furthermore,he current study examines the robustness obltiserved sounrtheaningmapping
to differentrepresentations afound and meaningo ensure thatstimates of systematicity or
arbitrariness of the vocabulary are not prone to a particular interpretation of sound or meaning

similarity.

The secondaim of the studywas to examine the contribution of individual words to the
overallsystem oform-meaningmapping. This enables us to determine whether the relationship
between form and meaning in the vocabulary is due to small clusters of words that are related or
unrelated across form and meaning representations, or whether the properties of the mapping ar
generalizable across the whole vocabulary. Furthermore, it meanbehaidionship between
an individualwordOs systematicignd its psycholinguistic propertiesin also be measurelh
particular, werelated systematicity at the word level the age at which a word idearned If
sound synbolism is critical for language acquisition, then we would expect tceskanced

systematicity for the words that children first acquire.

Method
Materials

Corpus preparation. We took al the English monosyllabicwords from the CELEX
databas®. We also extracted all the monomorphemic words from the CELEX database in
preparation for the polysyllabic analyseBo ensure that the measure of scumehning
systematicity in the vocabulary was not due to the particafaesentation of sound or meaning,

we computedseveral measures of smiand meaning similarity.



For sound similarity, we tested thieree alternative approachéslowing Monaghan
Christiansen, Farmer, and Fitn&alresting multiple sound measures iisportant in order to
ensure that apparent relationships between sound and meaning are not due to particular types of
representation of sound similarityirst, each phoneme in the word was converted to a
phonological feature representatigrand then theound similarity between each pair of words
was determined to be the minimum number of phonological features shaugered to convert
one word to theother (phoneme feature edit distanc@his measure clobe corresponds to
psycholinguistic measures sbund similarity®®*. The second sound similarity measure was
optimal string alignment Damerdievenshtein distance over phoneffieswhere sound
similarity is the number of phoneme changes required to convert one word to the other (phoneme
edit distance). The third measure was Hclidean distance between phonological Usat
representations of wordphoneme feature Euclidean distapdn the results, we first report
similarity based on the phoneme feature edit distance, before indicating whether the effects are

robust to different sound similarity measures.

For meaningsimilarity, we constructed two representations of meaning. Trisé was
based orcontextualco-occurrencevector$® which weregenerated by counting words appearing
within a +£3 word window with each of 446 context words in the British National C8tpus
Words with similar meaning tend to have similar usage, whigh tarn reflected in termsf
similar cooccurrence vectot$. As with the sound distance measumesadditional measure of
meaning was usedhis was in order to ensure that relationships between sound and meaning did
not depend on a particular cheiof one of the representations. For instance, it could be the case
that words used in similar contexts tend to have similar (or distinct) sounds because some

processing constraint on production encourages (or prohibits) similar sounding words occurring



close together in utterances. Hende second meaning representation was base@roargic
features derived from WordNetwvhich reflectedgroupings of words according to hierarchical
relations and grammatical properfieBoth types of meaning represeigatreflect behavioural
responses to semantic similarity between wamdsmeasured through free associations and
semantic priming studi€s though to varying degré®s For each type of meaning
representation, ganing similaritywas tcosinedistancebetween the representatiofts each
word pair, such that small distances indicate similar meanimgthe results, w first report the
meaning similarity measure based on contextuabamurrence vectorsThe semantic feature
representation was not aale for the monomorphemic polysyllabic words because it was

derived only for monosyllabic words.

There weré&s138monosyllabiovordswith both coocurrence and featwigased semantic
representationsdowever, this vocabulary set contained both simple angptex morphological
forms; inflectional and derivational morphology both express systematic sound to grammatical
category relations that reflect semantic aspects of Woidsorder to remove the contribution of
morphology to the systematicity of the adbulary, we derived the subset of word lemmas, which
omitted morphologically inflected forms (e.gat but notcats was included), n = 3203, and als
monomorphemes (e.gwarm but not warmth was included), n = 2572, which omitted all
complex morphologicaand compound forms, based on CELEX classificati®hs. polysyllabic

monomorphemic set of words, with contextualoozurrence vectors, compris&04 words.

One potential source of sounteaning systematicity in the vocabulary is due to
etymology; word ariants with the same historical meaning may consequently have similar
phonological form¥. Forinstance, for the phonaesthemie, glass, gleam, glitter, glisteand

glow, areall proposed to derive from Pretado-European rootghel, meaningQo shine,



glitter, glow, be warn@¥® Less distantly, gleam, glimmeand glimpse are proposed to derive
from the Old English rootglim-, meaning Oto glow, shin® @Ve consulted etymological
entrie>* for each of thenonosyllabicmonomorphemic words. Wasdvith proposed common
rootsin one or more oPIld English, Old French, Old Norse, Greek, Latin, Pi@&rmanic, or
ProtoIndo-European were omitted’ here were2572 monomorphemiavords with etymology
entries,of which 1732 wods had no listed common onig, which were assessed to determine

systematicity of the vocabulary independent of proposed common origins of words.

Psycholinguistic properties.For eachmonomorphemiavord, we determined the age at
which words are acquired by consultiage of acquisitbn ratingsfrom Kuperman Stadthagen
Gonzalez, and Brysbaéttin order to assess the role of age of acquisition it is important to
control for a set of other psycholinguistic variables, which may be correlated with age of
acquisition. We generatetteasures ofog-frequency, orthographic similarity (lggbourhood
size, based on ColtheartO®)Nand word lengtfrom CELEX*. A wordOs neighbourhood is
defined as the number of other words in\tbeabulary that are generated by changing one letter
of the target word and is a predictor of speed and accuracy of word retfevall

psycholinguistic variables were available for 2787 words

Procedure

Testing form-meaning mappings To test the relationship between soumdaning mappings,

for everyword par measursof sound and meaning similarityerecomputed resultingin (5138

x 5137)/2distinct pairs of distancesTo determine the relationship between sound and meaning
for the entire set of wordshe correlation between thegmirs was measured\ote that this

calculation assesses the relative iconicity of wofdgure 1 illustrates therosscorrelation



betweendistances within the sound space and within the meaning spapesitive value
indicates that distances in sound spa@aelatel to dstances in meaning space, values close to
zero indicate that distances in sound and meaning are not relatedrbitrary. In order to
determine whether the correlation between sound and meaning is significant, we applied the
Mantel test, where everywords® meaning was randomly reassigned, then the correlations
between sound and randomised meaning was computed, ®bOrandomreassignments of
wordsO meaning$he positionin this distribution ofthe correlation resulting from the sound
meaning mapings in the actual language agaiting correlation$rom random reassignments, in

a MonteCarlo test,indicatesthe significance of thesystematicity or arbitrariness of the

vocabulary

Mantel tests were conducted for each of the sound and meaningcdistaasures, for all
words, word lemmas, monomorphemes, and monomorphemic words with no common

etymology.

Testing arbitrariness of individual words. In order to determine the contribution of each word

to the overall systematicity or arbitrariness of ldreguage, we computeshch wordQadividual
systematicity For each target word, it was omitted from the set of pairs of sound and meaning
distances, and the correlatiohthe vocabularyvith this word omitted was then reassessed. The
size and directioof change irthe newcorrelationagainst theoriginal correlation including the
target word was then recordeBositive values indicate themitted word contributed to
systematicity of the vocabulargegative values demonstrate that the word was arbitraeyms

of its soundmeaning mapping

Results



Correlations between sound ananeaning

The results for the Mantel tests of soumdaning mappings for the phoneme feature edit
distance measure for sound and the contextuaktcarrence measurerfmeaningare shown in
Figure 2 For all words, w found bhat the English vocabulary wasore systematicthan
expected by chance < .01, though the amount of variance explained was very smfa#t (
.002). For the word lemma® that is, considering words with no derivatial or inflectional
morphologybthe results were similap < .0001.Analysing the monomorphemic word seg,,
removing all morphology from the words, agaiml not change the resulword roots were
more systematithan expected by change< .0001. Finallyfor the analysesf words with no
common etymologythe results again supported systematicity in seaedning mapping§) =
.0002 only one of the randomized rearrangetseof meaning distances resulted inighler

correlation than the actual word set.

We next tested the variouzombinations ofsound distance and meaning distance
measureso ensure thathe results were generalizable across these different ways to determine
similarity. The results foeach wordset areshown in Table 1The results were similafor the
co-occurrence semantic similarity and each phonological similarity meabkere, wasgyreater
than chance systematicitgxplaining small amounts of variange the vocabularyFor the
semantic feature similarity measure, the results were again similar for all phonological similarity
measures and for all word sets, with the exception of the words with no common etymology,

where the relationship was found to be marginally sigarf.

In order to determine the generality of the effects to polysyllabic words, we repeated the
analyses on the 5604 monomorphemic polysyllabic wordTéet.resultssupported the original

monosyllabic analysedzor the phoneme feature edit measures .009, p = .005, for the



phoneme edit measunez .016,p = .016Q and br the Euclidean distance measure,0.012,p

=.0018.
Arbitrariness of individual w ords

In order to assess the distribution of systematicity across the vocabulary, we mtesured
systematicity of individual words in the language by determining whether omaaegword
increased or decreased the correlation between sound and meaning for the whole vocabulary.
The landscape of systematicity and arbitrariness of individual wordswsishd-igure 3, which
shows the systematicity of the sound space of words. Thectsthe relative position of
monomorphemic words according to theaundsimilarity onto a twedimensional plane using
multiple dimensional scaling, with ¢ksystematicity of ach word on the vertical axis, and the
landscape wathensmootled using linear interpolation. As illustrateetvocabulary indicates

both peaks of sourslymbolism as wleas troughs of arbitrariness.

In order to determine the propesief this landscape, we examined whether the overall
systematicity of the vocabulary is driven by small pockets of sound symbolism, or whether it is a
general characteristic of the entire set of words. If the systematicity of the vocabulary is confined
to, and driven by,a small set of cluster® illustratedin the peaks of Figure ® then the
distribution of systematicity should ekit divergence fronthe distributionof individual wordsO
systematicity when wordsO meanings are randomly reassignedhasamdomisation for the
Mantel test in the previous sectigkternatively, if systematicity is due to the distribution across
the whole vocabulary, then the distribution should not diverge from a randomised distribution.
Note that ay distribution of syematicity across the whole vocabulary would result in peaks and
troughs, but the issue is whether these peaks and troughs differ from that expected from the

general distribution.



We assessed the distribution of peaks and trowginess the spadey compaing the
distribution of systematicity td,000 distributions resulting fronrandomly reassigninghe
meaningrepresentations of words and determining the systematicity of each word following this
randomisationlf systematicity of the whole vocabularyasconsequence of a few small pockets
of sound symbolism then the actual distribution of systematic words should be significantly
different than the distribution resulting from randomised distributiéhigure 4 shows he
probability density function distsution of the systematicity values for the set of
monomorphemicwords indicating that it lies within the range of the set of randomised
distributions. We conductedWilcoxon signed rank testcomparing the distribution of
systematicity of actual words agat each of the randomisations. Nowere significantly
different than chance with Bonferroni correction, minimpim .2. Thus,the apparent peaks (and
troughs) of sound symbolisim the vocabularyare anticipated from the distribution of
systematicity across the whole vocabularyTherefore the observedsystematicity of the
vocabularyis not a consequence only of smpticketsof sound symbolismbut is rather a

feature of the mappings from sound to meaning across the vocabulary as a whole.

Finally, we determined whether systemattycis differently expressed in the vocabulary
across stages of language developmdht sound symbolism is critical for language
acquisitiori° then we wouldpredictgreater systematicity favords that are implicated in éar
languageacquisition thanthose related tdater language uséNe relaed each individual
monomorphemiavordOs systematicity the estimatedgethat it wasacqured, controlling for
othe psycholinguistic variablés using multiple linear regressionFor these other
psycholinguistic variables, theveas no significant effect of lefyequency,! =-.046,t =-1.864

p = .063 orthographic length, = -.025,t = .872 p = .383 or phonological lengtH, = .003, t =



122 p = .903,and there was a smalifect of orthographic similarity! = .054,t=2.081 p =

.038. Critically, for age of acquisition, we found thedrly acquired words contributedoreto
systematicity than late acquired wordls; -.075,t(2781) =-3.022 p = .003. Figure 5illustrates

the mean systematicity for words binned into age of acquisition freansage 2 to 13 and older
(note that words are not reliably judged to be acquired before 2 year$twdignificanteffect

in the regression analysis is due ¢toiisd synbolismbeingmoreavailable during early stages of
language acquisitigrwhereas arbitrariness is dominavithin the developedadult vocabulary.
Theeffect of age of acquisition relating to systematicity of wordsnebast overanalyses using

all words,word lemmas, words with no common etymology, and applying the different measures

of sound and meaning similarity.

One possible driver of the age of acquisition regaltee different distribution of nouns
and verbs at different stages of language acquidteiharge proportion of early acquired words
are nouns. If nouns are more systematic than verbs then part of speech may be the source of the
age of acquisition effectither than systematicity being an inherent and independent property of
early acquired words generallyn order to control for this we determined for the monosyllabic
monomorphemes whether the word was a noun or a verb (in terms of most frequent usage in
CELEX), if the word was from another category we omitted it from the analyses. This resulted in
2252 nouns and 329 verbs. Whether the word was a noun or verb was enteretiadisianal
predictor variable ito the regression analysi$his resulted in @ignificant effect of phoneme
length,! = .057 t = 2.261 p = .024 a signficant effect oforthographic similarity! = .056,t =
2.035,p = .042 and asignificant effect ofage of acquisition! =-.086,t =-3.30 p = .001 No
other variables were sificant. This indicates thahe age of acquisition effects ax@bust and

not due to effects of grammatical category



The advantage of considering all words simultaneously is that they can be assessed
against the same distribution of fommeaning mappingand thus can be directly compared for
the arbitrariness or systematicity present in vocabulary at different stages of language
acquisition. However, using this method the systematicity measure for the early acquired words
is determined by comparison tbe whole vocabulary. To establish whether systematicity is
present in the early acquired words onlytfowse words that children acquire first, we measured
the sounemeaning mapping amongst tB@0 monomorphemic monosyllabwords that cHdren
acquire upo the age of 4ears oldFor caoccurrence vector semantic similarity and phoneme
featureedit distancesimilarity (other similarity measures result in similar effects), the mapping

was systematia,= .045 p=.0442

Discussion

We have shown that ¢hsoundmeaning mapping is nagntirely arbitrary,but that
systematicityis more pronouncedn early language acquisition than later vocabulary
development.This seems to conflict withhe Odesign featureO and Sausswiaw of the
arbitrariness of theign™? the dominant view throughout the last century of language science,
which contendsthat formmeaning mappings are arbitrarfsome systematicity may be
anticipated fronthe morphological structure of the vocabuldyve know that derivational and
inflectional morphology carries information about wordsO usage and can indicate certain features
of meaning®, such as the distirion between nouns and verbs, or the tense of the action being
described or the relationship between the length of morpheme the quantity implied by
comparatives and superlatives (e.dong, longer, longe¥t. However, even for the

monomorphemic words, when morphology was not exerting an influence on themseanuhg



mappings, te vocabulary is more systematitan expecte by chanceFurthermore, we have
demonstrated thahe observed systematicity is also not due to comimstorical roots for
words. For monomorphemicwords with no shared etymological origin there is greater

systematicity than expected blgance

The analyses of the landscape of the fomeaning mappings demonstrated that
systematicity in the vocabulary is nat consequence afmall clusters of sound symbolism,
rather, itis a general property of the whole languaggstematicitythen is nota cansequence of
small exceptional clusters of formeaning correlation, which could indicate ttieg structure of
the vocablary is affected or has been altered by specific isolated features of sound relating to
meaning. Instead, the general propertysg$tematicity indicates that the vocabularymere

likely to beconfigured by principles that apply across the whole language.

Crucially, he presence ofystematidy of form-meaning mappings variescross the
vocabulary. For words that feature earlylanguage acquisition, systematicity is prominent, but
for later acquired wordsthe formmeaning mappingseveal increasing arbitrariness. The
enhanced systematicity for the early vocabulary supports views that systematicity is useful for
language acquison'®*®1"1852 Systematicity promotes understanding of the communicative
function of language early in developmeas the form provides information to the learner about
the meaning, potentially enabling the child to learn that words hefesents.The corpus
analyses we have conducted are entirely consistent with views that sound symbolism may be
necessary for bootstrapping word learning. The greater systematicity for early acquired words is
also consistent with studies that have demonstratedui@der cetain conditions, and for small

sets of wordssound symbolism facilitatedentification ofthe actual referent associated with the



spoken worl®, and also studies of formeaning mappings in sign languages, where iconicit

improves acquisitiot.

Systematicity has beesuggestedo lie at the origins of language. Ramachandran and
Hubbard proposed that nearbitrary preferences across modalit®such as between visual
appearances of objects and certain sounds or shapes of the mouth (asxentple ef the
sounds bouba and kiki relating to rounded and angular objects, respectivBlypecame
conventionalised in human communication. Though any one-orodal preference nyahave
been too weak to propagate a prlatoguage multiple crossmodalcorrespondences could have
interacted to create a system where spoken sounds communicated the intendedseécatst

Cuskley andirby* for discussion of crossiodal processes and language evolution).

The systematicity of early language also accavith the ontogenesis of topographic
maps in the neocorték where similar stimuli are encoded in close corticapacé®.
Computational models of cortical topography demonstrates tthatmoreefficient to encode
crossmodal correspondenceshat exploit the topography within each modafity®
Representations that activate regions that are close together in one sensory cortical area can be
mapped onto close regions in another sensory cortexlegiwhite matterthan mappings that
do not reflectareal bpography.Hence, there are pressures within the neural substrate toward
forging systematic mappings between modalities. It may be that this mechanism for
systematicityaccounts fothow sound symbolism may come to be expressed in landd#ge
encouraged to generate a novel word for a concept, a similar sounding word would respect cross
modal constraints. Similarly, the same mechanism may well explawn systematicity can
initially promote learningmappings between sound and meanig) isobserved in words that

occur in early language acquisitfon



Yet, systematicity comes at a cost in termsefficiency of information transmission
because it reducebe distinctivenessvailable within the sounds afords used to refer to
similar senspy experiencesTlhis apparent tension appears taalddressed within the vocabulary
by reducing systematicity as the vocabulary increBdeswords acquired between ages 2 and 6
the vocabulary is systematic, after this age, the vocabulary is more rgrbitrigh most
arbitrarinessobservedfor words acquired atage 13 and older. For the child with a small
vocabulary, ensuringistinctivenesamongst a smaller set of words is lessical becausehe
distributionof the set of wordentailsthatdistinctions in meaning are likely to lggeater. In the
contextual ceoccurrence vectors, this difference is evidéwot. words acquired age to3 years
of age meancosinedistance betweemeaningvectors is.224 (SD = .099)whereas théistance
betweenvectors forwords acquiredfrom age 3 upwardss .116 (SD = .071), which is
significantly differentt = 44.996,p < .001 This has the consequence that systematicity in-form
meaning mappings can be tolerated because fine discriminations between thgsnefaniords
do not have to be discerned from only on the phonological form of the Waskesult is not a
trivial consequence of comparing a smaller and a larger vocabboguset could have been
the casehat earlier acquired words densely occdpgesmaller region of the possible meaning
spacé’, in which case meamj distinctiveness would not differentiafiest acquired words

compared to the entire vocabulary.

The increased arbitrariness for later acquired words assists the mature language user
determining nuanced distinctions in meanings arbitrarinessmaximises the information
availablein the communicativeliscoursé"*® especially important when distinctions between

meanings, in terms of contextual information, are less avail&hbis. arbitrariness of the later

acquired words is also important in establishing that the results are not just due to increasing



levels of noise in the semantic representations for later, more complex, potentially lower
frequency words. If the later acoed words effects wemmerelydue to increasing noise then the

systematicity of the words would decline to chance level, whereas in fact the systematicity
polariseso below chance level, thus indicating that these representations are carrying important

information complementary to the early acquired words.

The results are also consistent with a number of other observations about the relationship
between meaning and communicative distinctiven@gisen nuanced distinctions are not so
critical, as is the caséor certain circumscribed sets of words in thecabulary, such as
expressives(where identifying the difference betwedor instancegigantic and ginormousis
not absolutelyessentiafor communicative effectivenesshen systematicitgppears to benore
tolerated in the languag€onsequently, expressives seem to be one of the very few language
universal properties where systematicity is obséftBdRelatedly and in addition to the
systematicity observed in monomorphemic wordsyphology provide an additional source of
systematity in form-meaning mappingsrhus,ending inBed, such as fomappedor learned is
a strong indicator that the word is a verb and that it refers to an event that is past, whereas ending
in Ber is a strong indicator of a noun (asnrapper, learnex This systematicity is likely to be
advantageous because it provides information about the general category of the word, rather than
at the level of the individual wotd®. For mapping from form do such category leved,
systematicity i the spoken word is benefidial®, but forthe more specific task afidividuating
words® meanings, arbitrarinéssadvantageousat least for larger vocabulartésFor both
categorisation and individuation, @ion of labour within the structure of the word may be

beneficial>?"¢*,



The greater systematicity for dgracquired words is consistent with computational
models that demonstrate that pressures from vocabulary size prohibit systematicity. Gasser
repoted that the arbitrariness advantage for mappings between form and meaning was only
observed in his computationalogdel when the vocabulary exceeded a certain size, where the
precise size was dependent on the distinctiveness available in thé'sighak, whilst the
vocabulary is small, as in early stages of acquisition, there is no pressure against systematicity in

the mappingsOnly when the vocabulary is larger is arbitrariness required for efficient learning.

In spoken languagehe ssue of disnctiveness is closely related to arbitrariness, because
the dimensions available to create variation in the signal are limited to sequences of sounds,
expressed inegmental and prosodic phonol8gyHence, it is not possible to ensure that words
with similar meanings have distinct sounds without simultaneously introducing divergence
between form and meaninip spoken language, there is thus a conflation between absolute and
relative iconicity. However, in sign languageslistinctiveness can be distingbed from
arbitrarinessdue to several properties. Firsh sign languageshe number of dimensions
available to form distinctivenessay potentially be much greate?®, and the aspect of the sign
that can relate to meaning for each word can vary accdydiBgitish Sign Language, for
instance, expresses sig(e least)in terms of initial hand shapeand positios, handshape
changs, handmovemerd, as well asfacia expressionSecond, the sign can relate to various
visual properties of the referent, using any of the phonological features of the sign (hand
shape/position, hand shape changes/movements). In contrast, in spoken language, iconic
relationships can only occur betwede sound of the word and sound properties of the referent
Pa much more restricted set. Third, the dimensions in the sign can be expressed simultaneously,

meaning that the dimensions can add to distinctiveness because they are processed in parallel. Ir



cortrast, in spoken language, the sequential nature of speedhction and processing requires

that distinctiveness be available early in the word, again meaning that systematicity in spoken
language would result in a greater reduction in distinctiveness ith sign languagerhus,
absoluteiconicity between form and meaning can be accommodatedn languagevithout
compromisingdistinctivenessand potentially also without also introducing relative iconicity in

the mappings,because independent aspedf the signal can be varied to maximise

distinctiveness but also to permit iconic relationships between sign and meaning.

Consider, for instance, the sign for cat and the sign for dog in British Sign Language and
in spoken English. The sign for cat hagialihand configuration as open with fingers apart and
slightly bent, with starting position of the hands at each side of the face, and then short
movement of the hands outwards. The sign for dog has initial hand configured as index and
middle fingers of ach hand extended and pointing downwards. Starting hand position is in front
of the body, and then short movements up and d@wg. and cat have some similarities in
terms of meanindp they could occur in similar contexts in discussions about househad pet
yet the signs are distinct gach of theexpressed dimensionwith different salient features of
each animal iconically represented in the difor the cat it is the appearance of the whiskers,
for the dog it is its behaviour reminiscent of beggihg contrast, in spoken English, the
distinction is expressed in terms of different consonants and vowels, none of which are
transparently iconically related to the animBkflecting properties of the referent in spoken
forms of these words would necdate reducing the distinctivess in the sounds of the worgs
sound similarity can only be accomplished by changing#mee signatlimensionsas is used to
ensure distinctiveneskicreasing thelimensiondy which signs can be distinguishegans that

arbitrarinesswould not be equired until asubstantiallylarger vocabulary is required&uch



general principles are consistent with observations that speakers maintain a steady rate of
information when communicating, where the interplay betveemwordOsontext and the sound

of the word itself remains stabfé®.

Conclusion

Over2300 yeas ago,Plato reported the dialogue betwdéermogenes and Crdiixs over
whether the nature of a word resides in its form, or whethewdné is arbitrarily related tdas
meaning. This debate can nolae resolved with a classic dialectic synthesis: they are both right,
but for different regions of the vocabularyhe structure of the vocabulary serves both to
promote language acquisition through sound symb8fi€nas well as to facilitate efficient
communication in later language through arbitrarimeagimisingthe information present in the

speech signaf®.
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Table

Table 1. Correlations between different implementations of measures of souitargy and

meaning similarity for each word set.

Word Set MeaningSimilarity Sound Similarity r Mantel test,
Measure Measure p=
Word Forms Co-occurrence Phonemd-eature Edit .035 .0001
Phoneme Edit .035 .0001
Euclidean Distance .028 .0001
Feature Phoneme Feature Edit .033 .0001
Phoneme Edit .016  .0001
Euclidean Distance .014  .0001
Word Lemmas Co-occurrence Phoneme Feature Edit .031  .0001
Phonemeedit .032 .0001
Euclidean Distance .028 .0001
Feature Phoneme Feature Edit .015 .0001
Phoneme Edit 016 .0001
Euclidean Distance .012 .0033
Monomorphemes Co-occurrence Phoneme Feature Edit .034  .0001
Phoneme Edit .036  .0001
EuclideanDistance .031  .0001
Feature Phoneme Feature Edit .011 .0001
Phoneme Edit .011  .0001
Euclidean Distance .008  .0001
Etymology Co-occurrence Phoneme Feature Edit .035 .0002
Phoneme Edit .044  .0001
Euclidean Distance .030 .0010

Feature Phonemd-eature Edit .008 .0654



Phoneme Edit .009 .0548

Euclidean Distance .008 .0716




Figure Legends



Figure 1. Example of correlating distances in the sound and meaning spaces. Points indicate
sound and meaning representations of words, P(x,y) agd) $f{dicate distaneein sound and
meaning space respectively, between words x and y. Only 4 of the 5138 words are indicated,
and distances only from the word OdogO are shOamelations are performed by pairing

P(dog,cat) with S(dog,cat), P(dog, geaith S(dog, gear), etc.

Figure 2. Correlation between smd and meaning<} ), against distribution of 1000
randomised sountheaning mappings, for all words, lemmas, monomorpheameswords with

no proposed common etymoladyistribution shows mean)( first and third quartile (box) and
range (bars) of randosad mappings. Positive values for correlation indicate a systematic

relationship between sound and meaning.

Figure 3. Systematicity and arbitrariness of tlmisdspaceor monomorphemic word®ositive
peaks indicat&€sound symboli®regions, negative peaks indicatecorrelated, arbitrary sound

meaningegionsof the vocabulary

Figure 4. Probability density distribution of wordsO systematicity (negative: word is arbitrary,
positive: word issystematic) for actual vocabulargofid line) and 1000 randomisationgréy
shading indicating that the landscape of peaks and troughs are consistent with general
distribution of systematicity over the whole vocabulary rather than driven by peaks of

sysematicity.

Figure 5. Systematicity by age of acquisitioMean and standard error for systematicity of
wordsbinned by each year afje of acquisition, indicating that words acquired early tend to be

more systematic.
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