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Impact ionization and large room-temperature
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We report on hot electron induced impact ionization and large room-temperature magnetoresistance (MR)
in micron-sized channels of n-type high-mobility InAs (μ = 3.3 m2V−1s−1 at T = 300 K): the MR reaches
values of up to 450% in magnetic fields of 1 T and applied voltages of �1 V and is weakly dependent on
temperature. We present Monte Carlo simulations of the hot electron dynamics to account for the large MR
and its dependence on the sample geometry and applied electric and magnetic fields. Our work demonstrates
that the impact ionization of electrons at room temperature, under small applied magnetic fields (<1 T) and
small voltages (<1 V), can provide an extremely sensitive mechanism for controlling the electrical resistance of
high-mobility semiconductors.
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I. INTRODUCTION

Elucidating the mechanisms of avalanche breakdown due
to impact ionization in semiconductors is crucial to our
understanding of the physics of nonlinear transport phenomena
in these materials and harnessing them for device applications.
Among these are avalanche photodiodes (APDs) [1], magne-
toresistive sensors (e.g., magnetic recording devices, magnetic
memory, position and speed sensors) [2] and reconfigurable
semiconductor logic components [3]. On the one hand,
avalanche breakdown limits the high-power performance of
transistors [4] and semiconductor junctions [5] due to the
large increase of current induced by the rapid multiplication
of carriers at high electric fields. On the other hand, impact
ionization is exploited in APDs to reach the high gain (10–30)
and low excess noise factor (�2) [4,6,7] required for sensing
in the near- to midinfrared spectral range (λ = 1–5 μm) in
applications such as atmospheric gas detection and radiation
thermometry [8].

In a strong applied electric field, E, carriers can gain enough
kinetic energy to ionize dopant impurities at low temperature
[9–11] and/or to generate electron-hole pairs by interband
impact ionization leading to avalanche breakdown [5,12,13],
which greatly increases the conductivity. A magnetic field, B,
applied perpendicular to the direction of the current flow, can
strongly affect these impact ionization processes by increasing
the binding energy of electrons bound onto impurities and
hence the activation energy and electric field required for
impurity ionization [9–11]; also, the Lorentz force exerted
on the conduction electrons deflects the electron motion away
from the direction of the electric field, effectively increasing
the electric field required for excitation of electrons across
the band gap. Thus a large magnetoresistance (MR) can result
from the effect of a magnetic field on the hot carrier dynamics
[11,14,15], although this often requires low temperatures
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and/or applied voltages in excess of tens or even hundreds
of volts.

In this paper we report on the MR of short-channel (2–
5 μm) planar devices based on n-type InAs epilayers with
high electron mobility (μ = 3.3 m2V−1s−1 at T = 300 K)
and narrow band gap (εg = 0.35 eV at T = 300 K). We
show that the electronic properties of InAs are well suited
for achieving a large room-temperature transverse MR (of
strength up to 450%) at low applied magnetic fields (�1 T)
and modest applied voltages (V � 1 V). Our Monte Carlo
simulations of the electron dynamics demonstrate that the
large MR is caused by impact ionization and that the sample
geometry can be designed to enhance this MR phenomenon.
These findings are of general interest as they apply to other
high-mobility, narrow band gap semiconductors. Also, they
are of technological relevance, as magnetic-field dependent
impact ionization can provide a highly sensitive mechanism for
controlling the electrical resistance without the need to exploit
spin-related transport phenomena, as is commonly done in
magnetic materials [16–18].

II. EXPERIMENTAL

The nominally undoped high-mobility InAs epilayer (thick-
ness t = 1.5 μm) was grown by molecular beam epitaxy (MBE)
on a semi-insulating (SI) (100)-oriented GaAs substrate.
The GaAs substrate provides effective isolation for device
fabrication. Magnetotransport studies of Hall bars fabricated
from the InAs epilayer were used to determine an electron
Hall mobility of μ = 3.3 m2V−1s−1 (3.1 m2V−1s−1) at T =
300 K (4.2 K) and an electron density ne = 4 × 1016 cm−3

at T = 300 K, which is weakly dependent on T . Due to the
high conductivity of InAs (σ > 2 S/cm), the Hall coefficient
in the Hall bar-shaped samples cannot be measured at large
applied electric fields (i.e., in the regime of impact ionization)
as this would produce currents in excess of I = 10 A. Thus,
here we focus on short and narrow channel devices. The InAs
epilayer was processed into two-terminal planar devices with
InAs channels of length, L, and width, W , in the range of

1098-0121/2014/90(8)/085309(7) 085309-1 ©2014 American Physical Society

http://dx.doi.org/10.1103/PhysRevB.90.085309


A. V. VELICHKO et al. PHYSICAL REVIEW B 90, 085309 (2014)

0.0 0.4 0.8 1.2
0.0

0.1

V (V)

B
z
= 0 T

0.2 T
0.4 T
0.6 T
0.8 T
1.0 T

T = 300 K

(c)

0.0 0.5 1.0
0.0

0.1
B

x
= 0   T

1 T

V (V)

(a)

(b)

0 10 20 30 40
0

2

4

B
z

= 1 T

V = V
A
-V

R

V
R

time ( s)

V
A

= applied biasVA

VR

IV

FIG. 1. (Color online) (a) Sketch of the conduction band (CB)
and valence band (VB) of InAs showing the excitation of an electron
from the VB to the CB caused by impact ionization. The bottom inset
shows the optical image of a two-terminal InAs planar device (length
L = 2.6 μm and width W = 10 μm) and the direction of the magnetic
field, Bz, and current, I . (b) Measuring circuit and time dependence
of the applied bias (VA) and voltages, VR and V , dropped across the
series resistor and device, respectively (T = 300 K and Bz = 1 T).
(c) Dependence of the current, I, on voltage, V , at various Bz for the
device shown in panel a (T = 300 K). The inset shows the I-V curves
at magnetic fields Bx applied parallel to the current (T = 300 K).

2–5 μm and 5–10 μm, respectively [Fig. 1(a)]. Each channel
was formed by dry-etching the epilayer down to the GaAs
substrate. Metal contacts consisting of 10 nm of Ti followed
by 200 nm of Au were deposited onto the samples to form
Ti-Au Ohmic contacts.

An earlier paper demonstrated that Hall bars and two-
terminal devices based on InAs exhibit a linear MR over an
extended range of applied magnetic fields B up to 50 T [19].
Here we focus on the effects of impact ionization on the MR
at low applied magnetic fields up to 1 T. The magnetic field
B was generated either by a superconducting magnet or a
room-temperature electromagnet and was applied parallel or
perpendicular to the growth axis z; i.e., B = [0, 0, Bz] or
B = [Bx , 0, 0]. In all experiments E was applied along x; i.e.,
E = [Ex , 0, 0].

Measurements of the current-voltage I -V characteristics
were performed in the pulsed electric field regime using a
high-speed (100 MS/s real-time sampling), high-resolution
(12-bit) scope coder and a custom-made ramp generator that
delivers short (�10 μs) single “sawtooth” voltage pulses of
amplitude VA that increase in time from 0 up to a maximum
value. This voltage is applied to a circuit comprising the
device and a series resistor (R = 10 �). The voltage, V,
across the device is derived from the applied voltage VA

by subtracting the measured voltage VR across the series

resistor; i.e., V = VA − VR; the current, I , is then given by
I = VR/R [see Fig. 1(b)]. This technique allowed us to apply
large electric fields (up to tens of kilovolts per centimeter) and
pass high pulsed currents (up to several hundred milliamperes)
without causing thermal breakdown and degradation of the
devices, which would be unavoidable in dc measurements.
Also, the use of short pulses avoids temporal instabilities of
the current, which can occur at high electric fields due to
filamentary current flow [10].

III. RESULTS

We first consider the perpendicular field configuration,
B = [0, 0, Bz]. Figure 1(c) shows the room temperature I-V
characteristics for a device with L = 2.6 μm and W = 10 μm
and Bz values from 0 to 1 T. At each Bz, the I-V curves are
approximately linear at low bias. The Ohmic behavior is then
followed by a sublinear bias dependence and, at larger biases,
by a sharp rise of the current and an S-shaped I-V dependence,
which is characteristic of systems switching from a state of
low to high conductivity due to an increase in the impact
ionization rate [13]. Figure 1(b) shows the time dependence
of the applied bias, VA, and the voltages, VR and V , across
the resistor and device, respectively. It can be seen that as VA

increases with time, VR and V also increase. However, as the
current and hence VR start increasing more rapidly (due to
impact ionization), the voltage V across the device decreases.
Thus at a given V , we can measure two values of the current
and probe the S-shaped I-V characteristic. We note that this
dependence differs from the quadratic dependence of I on V

due to space-charge-induced MR and bipolar-charge-injection
previously reported for Si-based devices [15].

At Bz = 0 T the threshold bias for the rapid rise of the
current is Vth = 0.94 V, which corresponds to a threshold
electric field Eth = Vth/L = 3.6 kV/cm, where L = 2.6 μm.
This value is in agreement with previous studies of n-type InAs
epilayers, which reported an increase in impact ionization rate
and conductivity at similar electric fields [20]. Increasing Bz
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FIG. 2. (Color online) Dependence of the current, I, on voltage,
V , at various Bz = 0, 0.25, 0.5, 0.75, and 1 T for an InAs planar
device of length L = 5 μm and width W = 10 μm (T = 300 K). The
insets show the time dependence of the short applied bias (VA) pulse
used to acquire the I-V curve for V > 0 and V < 0.
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FIG. 3. (Color online) (a) Current, I , as a function of magnetic
field, Bz, at various voltages, V (T = 300 K). Lines are guides to the
eye. (b) Transverse MR, �ρxx/ρxx , as a function of Bz at various V

at T = 300 K. (c) Transverse MR, �ρxx/ρxx , as a function of V at
T = 300 K and Bz = 1 T. (d) Dependence of the electric field for
impact ionization, Eth, on Bz at T = 300 K. Lines are the calculated
values of Eth according to the model described in the text using a
two-band model (black line), parabolic (blue line), and linear (red
curve) energy dispersions. All data are for an InAs channel of length
L = 2.6 μm and width W = 10 μm. The inset sketches the electron
cyclotron motion with magnetic field, B, perpendicular to the electric
field, E.

has the effect of increasing Vth up to about 1.3 V at Bz = 1 T,
effectively stretching out the I-V curve to higher voltages. We
obtained similar I-V curves for other devices with different
lengths and/or widths of the InAs conducting channel; the
I-Vs are reproducible in time and are symmetric with respect
to positive and negative applied biases (see Fig. 2). Also, we
note that the I-V curves change very little when the magnetic
field is applied along x, parallel to the direction of E [see
inset of Fig. 1(c)]. Thus, in what follows, we will concentrate
only on the perpendicular magnetic field geometry; i.e., B =
[0, 0, Bz].

As shown in Fig. 3(a), for each applied bias V , the current
decreases with increasing Bz. The Bz-induced suppression of
the current becomes stronger at high applied voltages and
results in a transverse MR ratio, �ρxx/ρxx = [ρxx(Bz) −
ρxx(0)]/ρxx(0), that is strongly dependent on V , reaching a
value of up to 450% at Bz = 1 T and V � 1 V [see Figs. 3(b)
and 3(c)]. In our derivation of �ρxx/ρxx for V in the range of
the S-shaped I -V curve, we have used the lowest value of the
current. With reference to Fig. 1(b), this value of the current is
measured at the time when impact ionization is first achieved
at each voltage pulse.

The measured MR values are comparable to those reported
in the literature for MR devices based on magnetic materials
[16–18] and, more recently, for nonmagnetic semiconductors;
e.g., Si [15] and InSb [3]. Large values of the MR (�103% at
T = 300 K and B � 1 T) were also reported in hybrid metal
semiconductor devices [21,22]. However, our observations
are qualitatively different from these previous studies as,
in our case, the large MR is caused by the effect of the
applied magnetic field in suppressing impact ionization of
high-mobility electrons in our micrometer InAs conducting
channels. The following uses a semiclassical model and Monte
Carlo simulations of the electron dynamics to examine this
phenomenon.

In the B = [0, 0, Bz] configuration, the Lorentz force
tends to increase the electron momentum component along
y, perpendicular to B = [0, 0, Bz] and E = [Ex , 0, 0].
The corresponding loss of kinetic energy for electron motion
along x implies that, with increasing Bz, a larger electric
field is required to sustain the electron conduction along x,
thus shifting the impact ionization threshold to higher electric
field values. Because of the high electron mobility (μ =
3.3 m2V−1s−1 at T = 300 K), magnetic fields as small as
Bz = 0.2 T can induce an increase of the electric field for
impact ionization Eth, and hence a corresponding increase of
the MR [Figs. 3(c) and 3(d)]. Also, because of the narrow band
gap of InAs (εg = 0.35 eV at T = 300 K) and short channel
length (L = 2.6 μm), small applied voltages (V � 1 V) are
sufficient to initiate the electron impact ionization.

In stark contrast to many MR phenomena observed in
several other material systems in which the strength of the MR
tends to quench with increasing temperature [14,23–25], in our
short InAs channels the large MR is observed over an extended
temperature range. This is illustrated in Fig. 4(a) where the I-V
curves are plotted for various Bz at T = 2, 100, and 300 K.
With increasing temperature, the voltage required for impact
ionization tends to decrease [Fig. 4(a)], but the dependence
of the MR on the applied bias is similar at all T [Fig. 4(b)].
The dependence of Eth on temperature is influenced by the
temperature dependence of the fundamental band gap energy,
εg , and carrier mobility, μ. Since an increasing T from 2 to
300 K tends to reduce the band gap of InAs from εg = 0.42
to 0.35 eV, the threshold electric field for interband impact
ionization should decrease; the effect of temperature on the
electron mobility, μ, should also be taken into account, and
this can vary in different material systems and structures. For
our n-type InAs layer, the change with temperature of μ is
small: an increase of T from 2 to 300 K leads to an increase of
μ from 3.1 to 3.3 m2/Vs at 300 K due to weaker impurity
scattering. This small increase (�μ/μ = 6%) of electron
mobility with increasing temperature should also decrease the
value of Eth, although this is a small effect compared to the
stronger decrease (�ε/ε = −17%) of the band gap energy.

IV. DISCUSSION

A. Semiclassical model

For an insight into the magnetic field dependence of the
threshold electric field for impact ionization, Eth, we first
consider a simple semiclassical model. For B = [0, 0, Bz]
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FIG. 4. (Color online) (a) Dependence of the current, I, on
voltage, V , at various magnetic fields, Bz, and temperatures, T . The
magnetic field increases from 0 to 1 in steps of 0.2 T (T = 2 K and
100 K) or 0.25 T (T = 300 K). For clarity, curves at different T are
shifted along the vertical axis. (b) Transverse MR, �ρxx/ρxx , as a
function of V at Bz = 1 T and various T . All data are for an InAs
channel of length L = 5.8 μm and width W = 10 μm.

and E = [Ex , 0, 0], the Lorentz force increases the electron
momentum component along y, perpendicular to E = [Ex , 0,
0], according to �ky = eBzs, where s is the distance travelled
by the electrons along the x direction. The corresponding
loss of kinetic energy for electron motion along x implies
that a larger electric field Ex = Eth is required to sustain
the electron conduction along x and hence to impact ionize
electrons moving from the source to the drain electrode.
The energy loss depends on the values of Bz and s and
on the form of the energy dispersion, ε(ky). We use a non-
parabolic conduction band dispersion to describe the kinetic
energy along y; i.e., ε(ky)[1 + αε(ky)] = �

2k2
y/2m∗

e , where
α = 2.2 eV−1 and m∗

e = 0.026 me is the electron effective mass
at k = 0 [26]. Hence we approximate the energy required for
impact ionization along x as εth(Bz) = εth(0) + ε(ky), where
εth(0) is the impact ionization threshold at Bz = 0 T, which
we set equal to εth(0) = 1.1εg [27] with εg = 0.35 eV at T =
300 K. The increase of εth(Bz) with increasing Bz corresponds
to an increase of the electron wave vector, kth, for motion along
x and of the threshold electric field Ex = Eth = �kth/eτ ,

where τ is the electron scattering time that is,

Eth(Bz) = �kth(Bz)

eτ
= 1

eτ

√
2m∗

eεth(Bz)[1 + αεth(Bz)],

(1)

where

εth(Bz) = εth(0) + 1

2α

[√
1 + 2αe2B2

z s
2

m∗
e

− 1

]
. (2)

In Fig. 3(d), the measured dependence of Eth on Bz is
well described by Eqs. (1) and (2) with τ = 1.9 × 10−12

s and s = 0.30 μm (black line). Simplified expressions
of the energy dispersion (i.e., parabolic ε = �

2k2/2m∗
e and

linear ε = �k/
√

2αm∗
e ), give simpler expressions for Eth(Bz),

but a poorer description of the data. The parabolic energy
dispersion gives a stronger magnetic field dependence given
by Eth(B) = Eth(0)

√
1 + ω2

cτ
2
1 , where ωc = eBz/m∗

e is the
cyclotron frequency and τ1 = s

√
m∗

e/2εth(0) = 0.17 × 10−12 s,
corresponding to s = 0.38 μm [see blue curve in Fig. 3(d)]. The
linear “relativistic” energy dispersion gives instead a weaker
Bz dependence given by Eth(B) = Eth(0)(1 + ωcτ2), where
ωc = eBz/[2m∗

eαεth(0)] and τ2 = s
√

2αm∗
e = 0.04 × 10−12 s,

corresponding to s = 0.05 μm [see red curve in Fig. 3(d)].

B. Monte Carlo simulations

Equations (1) and (2) are simple analytical expressions that
provide us with an empirical explanation of the change in
Eth as the magnetic field increases. However, these equations
are based on several simplifying assumptions, including the
assumption that Ey = 0, and the separability of the electron
motion along x and y. We examine further the effect of
an applied magnetic field on the ionization of carriers by
Monte Carlo simulations of the hot electron dynamics for
two different geometries referred to as G1 and G2. In the G1
geometry, the Hall field is “shorted-out” (i.e., Ey = 0) and the
y component of the current density is nonzero (i.e., Jy �= 0);
in the G2 geometry, we assume Jy = 0 and Ey � 0. As the
magnetic field is applied along the z direction, the magnetic
field affects the components of the electron motion in the
xy plane. Thus in our simulation of the electron dynamics, we
treat the InAs layer as a two-dimensional (2D) conductor. Also,
we assume that the impact ionization is initiated by electrons,
which are much lighter than heavy holes in InAs; e.g., m∗

hh/m∗
e

> 10. The nonparabolicity of the electron energy dispersion of
InAs is modeled as ε(k)[1 + αε(k)] = �

2k2/2me, where me =
0.0265mo and α = 2.2 eV−1. The electron velocity, given by
v (k) = �

−1∇ε, and the wave vector k change with time under
the action of the Lorentz force F = −e[E + v × B].

We next consider the effect of disorder-induced scattering
on the electron dynamics. Since our InAs epilayers are grown
on highly lattice-mismatched GaAs, threading dislocations
tend to form at the epilayer/substrate interface and introduce
macroscopic (>0.1 μm) inhomogeneities, leading to strong
linear MR, as reported in Ref. [19]. In this previous paper,
inhomogeneity was introduced in the Monte Carlo simulations
by placing low-mobility islands randomly within the xy
plane. The random spatial profile of the islands �(x,y) is
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TABLE I. Value of the inelastic (ri) and elastic (re) scattering
rates, the correlation length (�), and coverage factor (f ) of low-
mobility islands used in the Monte Carlo simulations of the electron
dynamics at T = 300 K.

ri re � f

1.5 × 1012 s−1 2.5 × 1014 s−1 0.5 μm 0.05

generated from the power spectrum of the autocorrelation
function 〈�(r)�(r′)〉 = �2exp[−|r − r′|2/�2], where � is
the correlation length, r = (x, y), and r′ = (x ′, y ′). The low-
mobility regions Rlow are then defined according to the
relation Rlow = {r |�(r) < �th }. This condition determines
the fractional area, f , of the sample with low mobility in
which electrons undergo scattering at a rate higher than in the
other parts of the sample. In the low-mobility regions, we use a
scattering rate risland = ri + re, where re and ri are the elastic
and inelastic phonon scattering rates, respectively; elsewhere,
the electron drift is mainly limited by inelastic scattering with
r � ri . This model describes well our observation of linear MR
at low applied electric fields and high Bz with ri = 1.5 × 1012

s−1, re = 2.5 × 1014 s−1, � = 0.5 μm and f = 0.05 (Table I;
Ref. [19]).

We focus now on the effects of impact ionization on the MR
at large applied electric fields. To account for the effect of the
impact ionization on the MR, we monitor the electron kinetic
energy ε(t) for a sufficiently long simulation time interval Tsim

and count the number of occurrences of impact ionization
processes Nii . Here we assume that an impact ionization
process occurs when ε(t) exceeds the threshold energy εth

and that the electron thermalizes after the impact ionization.
Hence we calculate the electron impact ionization rate Rii

(=Nii/Tsim) versus Ex and Bz and the corresponding impact
ionization coefficient αii = Rii/v, where v is the electron
speed.

At Bz = 0, electron impact ionization occurs when αiiLth =
1, where Lth is a characteristic impact ionization length. By
setting αii to the value corresponding to Ex equal to the
measured value of Eth at Bz = 0 (Eth = 3.6 kV/cm), we find
that Lth = α−1

ii = 2.2 μm at Bz = 0. Thus, while traveling from
the source at x = 0 to the drain at x = L = 2.6 μm, an electron
experiences impact ionization very close to the drain. For Bz

> 0, electrons travel at a Hall angle θ to the direction of Ex ,
so the distance along x that an electron requires to travel from
the source to drain before an impact ionization event occurs is
Lth/cosθ . Thus the condition for impact ionization becomes
RiiLth/v cos θ = αiix Lth = 1, where αiix = Rii/vx and vx is
the component of the electron velocity along x. We use this
condition to determine Eth at Bz > 0. As shown in Figs. 5(a)
and 5(b), the calculated value of αiix increases with increasing
Ex at all Bz and for both geometries G1 [Fig. 5(a)] and G2
[Fig. 5(b)], although a stronger Bz dependence is obtained in
the G1 geometry.

Figure 5(c) shows the calculated dependence of Eth on
Bz for geometries G1 (Ey = 0; red curve) and G2 (Jy =
0; blue curve). Both geometries indicate an increase of Eth

with increasing Bz, with a stronger magnetic field dependence
observed for Ey = 0. For Ey = 0, the calculated Eth(Bz)
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FIG. 5. (Color online) (a, b) Impact ionization coefficient, αiix ,
as a function of Ex at Bz = 0, 0.2, 0.4, 0.6, 0.8, and 1.0 T for
geometries G1 (Ey = 0) and G2 (Jy = 0). (c) Calculated threshold
electric field for impact ionization, Eth, versus Bz for geometry G1
(red curve) and G2 (blue curve) for an impact ionization length of Lth

= 2.2 μm. Symbols are the experimental data. The inset sketches the
impact ionization of electrons along a channel of length L and width
W . (d) Dependence of Ey on Ex at various Bz in the G2 geometry
(Jy = 0). The dashed line corresponds to the condition Ey = Ex . The
blued line shows the dependence of Eth on Bz.

curve deviates from the experimental data (symbols) when Bz

> 0.3 T, which corresponds to a Hall angle θ > 20°. For Bz

> 0.3 T, the measured data are closer to those calculated for
Jy = 0 [blue curve in Fig. 5(c)]. Also, for Jy = 0, the data
reveal an inflection point at Bz � 0.5–0.6 T, which is also
predicted by the model. As shown in Fig. 5(d), the inflection
point in the Eth versus Bz curve occurs at a value of Bz at
which the Hall field Ey becomes equal to Ex .

C. Edge effects

Since neither of the geometries G1 and G2 reproduce
quantitatively the measured dependence Eth(Bz), we deduce
that neither G1 nor G2 describe the real geometry due to
sample edge effects; i.e., the equipotential and current flow
lines are nonuniform in a real device. To assess how these
effects influence the impact ionization, we solve numerically
the Laplace equation ∇2φ(x,y) = 0 for a device of length L =
2.6 μm and width W = 10 μm, using the boundary conditions
described in Refs. [28–30] and indicated in Fig. 6. As shown
in Fig. 6 close to the sample edges (at y � 0 and y � 10 μm),
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FIG. 6. (Color online) At the top is a sketch of a conducting
channel of length L and width W , and of the boundary conditions
used to solve numerically the Laplace equation ∇2φ(x,y) = 0 and to
calculate the equipotential lines (blue lines) and current flow vector
field (red vectors) shown in the bottom for a Hall angle θ equal to
θ = 0°, θ = 40° and θ = 80°.

the calculated current flows along the edges, regardless of the
value of Bz or Hall angle θ . In contrast, the current is tilted at an
angle θ in the center of the channel (y � 5 μm). For electrons
traveling near the edges (θ = 0), vy � 0. In these regions
the dependence of Eth on Bz should be weak, as indicated by
the Monte Carlo simulations for the G2 geometry (Jy = 0)
[see blue curve in Fig. 5(c)]. On the contrary, away from the
edges, electrons travel at an angle θ , and the dependence of
Eth on Bz should be stronger, as indicated by the Monte Carlo
simulations for the G1 geometry [see red curve in Fig. 5(c)].
Thus we conclude that in our sample the avalanche carrier
multiplication occurs primarily near the edges of the device
and that the measured values of Eth should lie between those
calculated for the two different geometries G1 and G2.

Although edge effects were not included in the Monte Carlo
simulations, our simplified discussions in the two different
geometries G1 and G2 provide us with at least a qualitative
understanding of the effect of the Hall field on the strength of
the MR and indicate that larger MR values could be obtained
for geometry G1 (i.e., for short channels [L 	 W ]) and
Corbino geometries [21], in which the Hall electric field is
fully “shorted out” by the contact electrodes. For our samples,
we have chosen a geometry in which L is smaller than W .
Figure 7 shows the room temperature I-V characteristics for
three devices with L = 2.6, 2.4, and 5.8 μm and W = 10, 5,
and 10 μm at Bz = 0 and 1 T (T = 300 K) corresponding to
an aspect ratio L/W of 0.26, 0.48 and 0.58. In all structures
we have measured a large room-temperature MR, exceeding

1 TB = 0 T

0 1 2
0.00

0.05

T = 300 K

I

V (V)

z

FIG. 7. (Color online) Dependence of the current, I, on voltage,
V , at Bz = 0 and 1 T (T = 300 K) for InAs channels with different
values of the aspect ratio L/W , where L and W are the length and
width of the channel, respectively. The insets show optical images of
the devices. For clarity, curves for different devices are shifted along
the vertical axis.

100% at Bz = 1 T and V � 1 V; also, we note that the
presence of nonhomogeneities in the layers affects the strength
of the MR [19], thus making it difficult to identify a systematic
dependence on the aspect ratio L/W .

V. CONCLUSION

In summary, we have observed room-temperature MR of
up to �450% in high-mobility InAs conducting channels (μ =
3.3 m2V−1s−1) at applied magnetic fields of 1 T and voltages
V � 1 V. The threshold field for impact ionization Eth is
strongly enhanced by a perpendicular magnetic field (from 0
to 1 T), resulting in a large MR that is only weakly affected by
temperature. Our observations are described by Monte Carlo
simulations of the hot electron dynamics; also, our data and
analysis show that the sample geometry should be carefully
designed to optimize the dependence of the impact ionization
threshold field on the applied magnetic field, with a larger
MR expected in Corbino-like geometries or short-channel
devices where the Hall field is shorted out. These findings
demonstrate that impact ionization can provide a highly
sensitive mechanism for controlling the electrical resistance of
high-mobility, narrow band gap semiconductors such as InAs.
This class of materials can provide an attractive alternative
to magnetic materials for achieving large MR effects at room
temperature and low applied biases.
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A. Krier, and A. Patanè, Nature Commun. 3, 1097 (2012).

[20] M. V. Fischetti, IEEE Trans. Electron Devices 38, 634
(1991).

[21] S. A. Solin, T. Thio, D. R. Hines, and J. J. Heremans, Science
289, 1530 (2000).

[22] J. Sun and J. Kosel, Materials 6, 500 (2013).
[23] J. J. H. M. Schoonus, F. L. Bloom, W. Wagemans, H. J. M.

Swagten, and B. Koopmans, Phys. Rev. Lett. 100, 127202
(2008).

[24] T. Yu and P. Chen, IEEE Trans. Magnetics 47, 3467 (2011).
[25] N. Overend, A. Nogaret, B. L. Gallagher, P. C. Main, M. Henini,

C. H. Marrows, M. A. Howson, and S. P. Beaumont, Appl. Phys.
Lett. 72, 1724 (1998).

[26] C. Hamaguchi, Basic Semiconductor Physics (Springer-Verlag,
London, 2006), p. 46.

[27] P. T. Landsberg and Y. J. Yu, J. Appl. Phys. 63, 1789 (1988).
[28] R. F. Wick, J. Appl. Phys. 25, 741 (1954).
[29] G. De Mey, Adv. Electron. Electron Phys. 61, 1 (1983).
[30] T. Mimizuka, Solid-State Electron. 14, 107 (1971).

085309-7

http://dx.doi.org/10.1364/OE.21.008630
http://dx.doi.org/10.1364/OE.21.008630
http://dx.doi.org/10.1364/OE.21.008630
http://dx.doi.org/10.1364/OE.21.008630
http://dx.doi.org/10.1088/0022-3727/26/8/001
http://dx.doi.org/10.1088/0022-3727/26/8/001
http://dx.doi.org/10.1088/0022-3727/26/8/001
http://dx.doi.org/10.1088/0022-3727/26/8/001
http://dx.doi.org/10.1038/nature11817
http://dx.doi.org/10.1038/nature11817
http://dx.doi.org/10.1038/nature11817
http://dx.doi.org/10.1038/nature11817
http://dx.doi.org/10.1063/1.115631
http://dx.doi.org/10.1063/1.115631
http://dx.doi.org/10.1063/1.115631
http://dx.doi.org/10.1063/1.115631
http://dx.doi.org/10.1002/(SICI)1521-3951(199901)211:1<335::AID-PSSB335>3.0.CO;2-
http://dx.doi.org/10.1002/(SICI)1521-3951(199901)211:1<335::AID-PSSB335>3.0.CO;2-
http://dx.doi.org/10.1002/(SICI)1521-3951(199901)211:1<335::AID-PSSB335>3.0.CO;2-
http://dx.doi.org/10.1002/(SICI)1521-3951(199901)211:1<335::AID-PSSB335>3.0.CO;2-
http://dx.doi.org/10.1109/TED.2010.2058330
http://dx.doi.org/10.1109/TED.2010.2058330
http://dx.doi.org/10.1109/TED.2010.2058330
http://dx.doi.org/10.1109/TED.2010.2058330
http://dx.doi.org/10.1063/1.4757424
http://dx.doi.org/10.1063/1.4757424
http://dx.doi.org/10.1063/1.4757424
http://dx.doi.org/10.1063/1.4757424
http://dx.doi.org/10.1088/0268-1242/14/12/313
http://dx.doi.org/10.1088/0268-1242/14/12/313
http://dx.doi.org/10.1088/0268-1242/14/12/313
http://dx.doi.org/10.1088/0268-1242/14/12/313
http://dx.doi.org/10.1103/PhysRevB.56.6412
http://dx.doi.org/10.1103/PhysRevB.56.6412
http://dx.doi.org/10.1103/PhysRevB.56.6412
http://dx.doi.org/10.1103/PhysRevB.56.6412
http://dx.doi.org/10.1088/0022-3727/42/18/185011
http://dx.doi.org/10.1088/0022-3727/42/18/185011
http://dx.doi.org/10.1088/0022-3727/42/18/185011
http://dx.doi.org/10.1088/0022-3727/42/18/185011
http://dx.doi.org/10.1063/1.1429771
http://dx.doi.org/10.1063/1.1429771
http://dx.doi.org/10.1063/1.1429771
http://dx.doi.org/10.1063/1.1429771
http://dx.doi.org/10.1063/1.3306737
http://dx.doi.org/10.1063/1.3306737
http://dx.doi.org/10.1063/1.3306737
http://dx.doi.org/10.1063/1.3306737
http://dx.doi.org/10.1038/nature07711
http://dx.doi.org/10.1038/nature07711
http://dx.doi.org/10.1038/nature07711
http://dx.doi.org/10.1038/nature07711
http://dx.doi.org/10.1103/PhysRevB.87.245301
http://dx.doi.org/10.1103/PhysRevB.87.245301
http://dx.doi.org/10.1103/PhysRevB.87.245301
http://dx.doi.org/10.1103/PhysRevB.87.245301
http://dx.doi.org/10.1063/1.125753
http://dx.doi.org/10.1063/1.125753
http://dx.doi.org/10.1063/1.125753
http://dx.doi.org/10.1063/1.125753
http://dx.doi.org/10.1209/0295-5075/102/37009
http://dx.doi.org/10.1209/0295-5075/102/37009
http://dx.doi.org/10.1209/0295-5075/102/37009
http://dx.doi.org/10.1209/0295-5075/102/37009
http://dx.doi.org/10.1063/1.2151817
http://dx.doi.org/10.1063/1.2151817
http://dx.doi.org/10.1063/1.2151817
http://dx.doi.org/10.1063/1.2151817
http://dx.doi.org/10.1038/ncomms2106
http://dx.doi.org/10.1038/ncomms2106
http://dx.doi.org/10.1038/ncomms2106
http://dx.doi.org/10.1038/ncomms2106
http://dx.doi.org/10.1109/16.75176
http://dx.doi.org/10.1109/16.75176
http://dx.doi.org/10.1109/16.75176
http://dx.doi.org/10.1109/16.75176
http://dx.doi.org/10.1126/science.289.5484.1530
http://dx.doi.org/10.1126/science.289.5484.1530
http://dx.doi.org/10.1126/science.289.5484.1530
http://dx.doi.org/10.1126/science.289.5484.1530
http://dx.doi.org/10.3390/ma6020500
http://dx.doi.org/10.3390/ma6020500
http://dx.doi.org/10.3390/ma6020500
http://dx.doi.org/10.3390/ma6020500
http://dx.doi.org/10.1103/PhysRevLett.100.127202
http://dx.doi.org/10.1103/PhysRevLett.100.127202
http://dx.doi.org/10.1103/PhysRevLett.100.127202
http://dx.doi.org/10.1103/PhysRevLett.100.127202
http://dx.doi.org/10.1109/TMAG.2011.2158302
http://dx.doi.org/10.1109/TMAG.2011.2158302
http://dx.doi.org/10.1109/TMAG.2011.2158302
http://dx.doi.org/10.1109/TMAG.2011.2158302
http://dx.doi.org/10.1063/1.121164
http://dx.doi.org/10.1063/1.121164
http://dx.doi.org/10.1063/1.121164
http://dx.doi.org/10.1063/1.121164
http://dx.doi.org/10.1063/1.339869
http://dx.doi.org/10.1063/1.339869
http://dx.doi.org/10.1063/1.339869
http://dx.doi.org/10.1063/1.339869
http://dx.doi.org/10.1063/1.1721725
http://dx.doi.org/10.1063/1.1721725
http://dx.doi.org/10.1063/1.1721725
http://dx.doi.org/10.1063/1.1721725
http://dx.doi.org/10.1016/S0065-2539(08)60188-2
http://dx.doi.org/10.1016/S0065-2539(08)60188-2
http://dx.doi.org/10.1016/S0065-2539(08)60188-2
http://dx.doi.org/10.1016/S0065-2539(08)60188-2
http://dx.doi.org/10.1016/0038-1101(71)90084-0
http://dx.doi.org/10.1016/0038-1101(71)90084-0
http://dx.doi.org/10.1016/0038-1101(71)90084-0
http://dx.doi.org/10.1016/0038-1101(71)90084-0



