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the complexity clearly arises from nonlinear interactions, which prevents us from obtaining
a realistic description of a system by dissecting it into its structural component parts. At
best, the result of such investigations does not substantially add to our understanding or
at worst it can even be misleading. Not surprisingly, the dynamics of complex systems,
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Nonlinear dynamics facilitated by increasing computational efficiency, is now readily tackled in the case of
Time series analysis measured time series. Moreover, time series can now be collected in practically every
Inverse approach branch of science and in any structural scale—from protein dynamics in a living cell to

data collected in astrophysics or even via social networks. In searching for deterministic
patterns in such data we are limited by the fact that no complex system in the real world
is autonomous. Hence, as an alternative to the stochastic approach that is predominantly
applied to data from inherently non-autonomous complex systems, theory and methods
specifically tailored to non-autonomous systems are needed. Indeed, in the last decade we
have faced a huge advance in mathematical methods, including the introduction of pullback
attractors, as well as time series methods that cope with the most important characteristic
of non-autonomous systems—their time-dependent behaviour. Here we review current
methods for the analysis of non-autonomous dynamics including those for extracting
properties of interactions and the direction of couplings. We illustrate each method by
applying it to three sets of systems typical for chaotic, stochastic and non-autonomous
behaviour. For the chaotic class we select the Lorenz system, for the stochastic the noise-
forced Duffing system and for the non-autonomous the Poincaré oscillator with quasi-
periodic forcing. In this way we not only discuss and review each method, but also present
properties which help to clearly distinguish the three classes of systems when analysed
in an inverse approach—from measured, or numerically generated data. In particular,
this review provides a framework to tackle inverse problems in these areas and clearly
distinguish non-autonomous dynamics from chaos or stochasticity.
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1. Introduction
1.1. Motivation

In nature there is an unfathomable number of systems that are explicitly dependent on time. Living systems are perhaps
the most notable, simply because it is not possible to consider them in any state other than when they are undergoing
time-dependent fluctuations. To do so would lead to interpretations of life that are not realistic, with the most extreme
cases being when the interpretation corresponds to a ‘dead’ state. Such systems are in fact still capable of self-sustained
oscillations but at the same time are under the influence of each other, leading to complex phenomena such as intermittent
synchronization [1]. More subtle time-dependent effects are also observed such as the circadian rhythm [2], where natural
processes in living systems are seen to fluctuate over an approximately 24 hour cycle. Even on the longest timescales life is
still time-dependent, where the changes to the system are known as ageing [3].

Besides living systems, time-dependent dynamics is observed across a wide range of other fields. Climate science deals
with time-varying fields, which must be treated as such to obtain the effective number of degrees of freedom [4]. General
theories of complex systems and networks also consider individual elements as time-dependent systems, which is relevant
to topics ranging from chemical reactions to power grids [5-7]. Since the discovery of an expanding universe, cosmology
has also become the study of the largest time-dependent system: the universe itself.

Despite the ubiquity of time-dependent dynamical systems in nature, there has been relatively little work done on the
analysis of time series from such systems. Mathematically they are known as non-autonomous systems, which are named
as such because, unlike autonomous systems, in addition to the points in space over which they are observed they are also
influenced by the points in time. Recently there has been much work on the direct ‘bottom-up’ approach to these systems,
which includes the introduction of a subclass known as chronotaxic systems that are able to model the stable but time-
varying frequencies of oscillations in living systems [8,9]. In contrast, the time series analysis of these systems, referred to
as the inverse or ‘top-down’ approach, has not been studied in detail before. This is partly because non-autonomous systems
can still be analysed in the same way as other types of systems in both the deterministic [ 10] and the stochastic [11] regime.
However, it is now argued that this type of analysis is insufficient and that an entirely new analytical framework is required
to provide a more useful picture of such systems. In the case of chronotaxic systems some methods have already been
developed for the inverse approach and they have shown to be useful in analysing heart rate variability [12]. A general and
dedicated procedure for analysing non-autonomous systems has still not been tackled though.

Due to the prevalence of non-autonomous systems, the approach to their analysis has far-reaching implications with the
potential to influence research carried out across a huge and diverse range of fields. For example, this knowledge can be ap-
plied to recent research into brain dynamics that aims to map the structural and functional connections of the brain [13,14].
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This map or connectome is a large step from previous descriptions of brain dynamics that have adopted a statistical approach
and random field theory [15]. Instead, the description provided by the connectome is closer to the theory of dynamical sys-
tems, with the potential to revolutionize our understanding of the brain and to give insight into neurological disorders.

In addition to application to the brain, methods used to analyse non-autonomous systems have already been successfully
applied to the cardiovascular system and resulted in a wealth of new information [16,17,8,18]. New research has also
revealed whole host of cellular dynamics [19], including calcium [20,21] and mitochondrial oscillations [22,23]. The activity
expected in this field in the coming years is likely to result in many more time series being recorded from systems at the
cellular level, which in turn adds to the demand for methods to analyse them.

The application of methods based on time-dependent dynamics also extends beyond living systems. For example, they
are invaluable to the investigation of rogue waves, which are transient phenomena that pose a great risk to both rigs and
shipping [24,25]. Analysis of time series from non-autonomous systems is also required for many observed astronomical
sources such as supernovae and gamma-ray bursts [26]. The review presented in this paper therefore has useful applications
to a wide range of research.

1.2. Outline

This paper has been written to accomplish a number of aims. First and foremost it provides a detailed review of the
various techniques that are available for analysing the time series data of dynamical systems. Matlab codes for most of
these methods are provided online in the TACTS toolbox (see Appendix A). Secondly, the applicability of the techniques to
several low-dimensional systems with complex dynamics is investigated. The often-overlooked class of non-autonomous
systems is included here, for which it is argued that a different framework of time series analysis is needed. Lastly, the
knowledge gained from the investigation into the time series analysis of complex systems is applied to real data from a
number of scientific fields.

The first sections present an introduction to the ideas and terminology used in the discussion of nonlinear dynamical
systems and an explanation of some of the fundamental concepts. After this, the systems to be considered in this paper are
introduced, including a discussion of their integration and the choice of parameters.

Following the introduction, the time series analysis techniques are organized into sections corresponding to the domains
in which they operate. At the end of each of these is an analysis section, where the implications of applying these methods to
complex systems are shown. Hence, this provides an evaluation of the suitability of using these methods in inverse problems
where the exact nature of the system is unknown.

2. Background

2.1. Dynamical systems and oscillators

A dynamical system is defined as the mechanism by which a state changes in time. The most basic form is given by

dx 1
T f&), (1)
where the infinitesimal change of the state x in time t has some dependence on the previous state [27]. There are of course
countless trivial cases which satisfy this condition but the most interesting, and indeed the ones most extensively observed
in nature, are systems described by nonlinear differential equations (see for instance [28] for biological examples or [5] for
examples in chemistry). In this thesis the term “dynamical system” will almost exclusively refer to these types of systems.
An essential property of many dynamical systems in nature is that their states are bounded as t — oo. Without this
property, sequential perturbations to a system would cause it diverge uncontrollably from the original state. The region
of bounded states is known as an attractor, since the system will be attracted to this region if its original state is within a
neighbourhood. Once the system is within this region the attractor is said to be forward invariant, which means the system
will remain on the attractor as it evolves forward in time.
The physics of attractors can be understood more clearly by considering a nonlinear system where the rate of change in

some variable x over time is % = f(x). When % > 0 the system moves in the positive x-direction, while if & < 0 it moves

dt
in the negative x-direction. Values of x where % = 0 are defined as fixed points and, unless perturbed by an external force,

the system does not move once on these points. If for nearby values of x, % carries the system away from the point, then

it is referred to as an unstable fixed point. However, if % brings the system back towards the point then it is referred to as
a stable fixed point. This is analogous to a ball positioned either at the top of a hill or at the bottom of a valley and can be
illustrated in terms of a potential V, as shown in Fig. 1.

One would expect the system to contain some inertia so that when it rolled down the potential from FP1 it would
overshoot FP2 by some agmunt before returning to that point. The reason that this is not the case is because the system has
o3
a new variable y = % and creating a 2-dimensional system % = f(x). As a consequence, the system will exhibit more

d? dy

familiar Newtonian dynamics and it will indeed overshoot the fixed points where F; = 4 = 0.In the case of stable fixed

no defined acceleration Introducing this second order differential term to the original system is equivalent to assigning
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Fig. 1. The gradient of the potential for the system %’; = f(x) can be defined as % = —f(x). Here two fixed points are present, with FP1 lying on a hill in

the potential and FP2 lying in a valley. Any small perturbation to the system when at FP2 will bring it back to the original position, which makes it a stable
fixed point. However, for FP1 a small perturbation will cause the system to “roll” down one of the slopes of the potential away from the original position,
which makes it an unstable fixed point.

points such as FP2, this extra dimension enables the possibility of oscillations where the system continues to return to the
fixed point in V only to overshoot each time. If no inertia is lost and the amplitude of the oscillations remains constant over
time, this is known as a closed orbit.

The ‘position’ x of the system and its ‘velocity’ y describe the specific ‘state’ of the system, so that if there are no external
perturbations, the subsequent state for the next time interval can be determined exactly using the corresponding equations
for % and %. Plotting the subsequent states in the x — y plane, which is referred to as the ‘trajectory’ of the system, produces
a loop representing a closed orbit. This is known as phase space representation and it will be returned to frequently in the
thesis. Special types of closed orbits exist called limit cycles, which can be thought of as “fixed oscillations” in the same sense
that was used for fixed points. If all nearby trajectories of the system in phase space move towards a closed orbit then it is
a stable limit cycle. If all nearby trajectories move away from the closed orbit then it is an unstable limit cycle. There is also
the possibility that the trajectories converge towards the orbit on one side but diverge on the other, in which case the limit
cycle is referred to as being half-stable [29].

2.2. Complex systems

Following the introduction of the various ideas and terminology related to nonlinear dynamical systems, it is now time
to turn to the actual focus of this paper.

There is no formal definition of complex systems that encompasses all related theories and areas of research. However,
they can be loosely-defined as cases where a system is comprised of a large number of interacting parts. As opposed to the 1
or 2 dimensional systems discussed in the previous section, where the dynamics only occur in time, this definition suggests
that the dynamics occur over space as well as time.

In the field of fluid dynamics the concept of turbulence, originally investigated in the work of Stokes and Reynolds
[30,31] with later developments by Kolmogorov, Onsager and others [32-35], motivated many models and theories of
complex systems. Turbulence is manifested as rapid variations in the pressure and velocity of the fluid flow, with apparently
stochastic dynamics. However, the subsequent development of turbulence has led to it being extended to the electrically
conducting fluids studied in astrophysics [36,37] and it has also been described using the more general Ginzburg-Landau
equation [38,39]. Though it is still largely associated with fluids, turbulence is now used to describe dynamics not only in
physics but in chemistry [5], financial markets [40], geophysics [41] and many other areas. In a similar way to complex
systems, the original application to high-dimensional spatio-temporal systems has therefore become a small part of a much
larger area.

The connection between the notions of complex systems/turbulence and the low-dimensional systems discussed in the
previous section is not straightforward. However, an example used by authors such as Eckmann [42] and Haken [43] is
able to provide an intuitive explanation. The example is of Taylor-Couette flow, where a liquid is positioned between two
coaxial cylinders; one moving, the other fixed. When laser light is shone into the liquid, the reflected light is Doppler-
shifted in frequency. This light provides a measure of the various oscillatory modes in the liquid. Initially, when the fluid is
moving slowly, there are no oscillations so the frequency spectrum of the light is empty. However, as the speed of rotation
is increased, oscillations in the fluid begin to take place. This is analogous to a dynamical system that is initially at rest but
then moves onto a limit cycle. As the rotation is increased further, more oscillations appear until eventually the frequency
spectrum is filled with oscillating modes and their harmonics. With the onset of turbulence, the discrete modes merge and
the spectrum becomes a continuous distribution.

The above example illustrates how the complex dynamics generated by turbulence can be observed in the properties of
a low-dimensional data series, despite the fact that it is in reality manifested in a very high-dimensional spatio-temporal
system. Such a reduction in the dimension of turbulent systems is possible because the extra degrees of freedom are often
not important to the dynamics [39]. Instead, using the theories developed by Cvitanovi¢ and others [39,44] they can be
represented by a low-dimensional dynamical system. For the remainder of the paper, the term ‘complex systems’ will refer
to these types of systems.
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2.2.1. Thermodynamics perspective

The common empirical feature of complex systems is that when knowledge of the system is incomplete they appear to
have unpredictable dynamics. An interesting perspective is that this coincides with the condition where it is more suitable to
use statistical methods to understand the properties of the system, rather than to find approximate analytical solutions [45].
It is therefore arguable that any theory of complex systems should have a foundation in statistical physics.

Statistical physics was one of the great scientific accomplishments of the 19th and early 20th century. Through the work of
Boltzmann and others [46], the ideas from probability theory were applied to allow many aspects of physics to be described
by dimensionless quantities. The most important of these were the applications to thermodynamics, which have been used
to explain a huge range of phenomena through the theories of mass and energy exchange between systems.

Despite having ‘dynamics’ in the name, the vast majority of the field of thermodynamics only considers static equilibrium
states and quasi-static transitions between them. However, the states of dynamical systems as observed in phase space are
analogous to the states of thermodynamic systems: the energy of the system can be thought of as a combination of its inertia
(from the time derivatives in each dimension) and its position in a potential such as V in Fig. 1. This energy can be altered
either by internal damping (i.e. friction—the transfer of useable energy into heat) or external forcing, which in turn changes
the possible states of the system. For a detailed discussion of the connections between thermodynamics and dynamical
systems theory see [47].

The most relevant thermodynamic quantity related to complex systems is entropy. This was introduced in the second
law of thermodynamics, originally developed in the work by Sadi Carnot in 1824 [48]. This work highlighted the importance
of the arrow of time in thermodynamic systems, where entropy increases whenever there is an irreversible change to a
different state. In order to maintain the same entropy the system must stay in the same state or make only reversible changes
to other states. For systems that are not in equilibrium the arrow of time becomes important and the increase in entropy is
unavoidable.

In unperturbed dynamical systems, reversible processes are shown in phase space by closed orbits. Therefore, whenever
the trajectory is not a closed orbit there is a continuous increase in entropy. In thermodynamics there are two ways which
entropy can be defined—the macroscopic definition is given by

_a
== 2)

for a reversible process, where dS is the change in entropy, dQ is the change in heat and T is the temperature of the system.
Prigogine extended this definition by dividing internal and external contributions to the entropy [49]:

ds = d,S + d;S, (3)

where d.S is the entropy from interactions with external sources and is equivalent to (2), while d;S is the entropy due to
irreversible changes that occur internally in the system.
The other interpretation of entropy given in the microscopic definition,

S =kgln £, (4)

where kg is Boltzmann's constant and 2 is the number of microstates of the system (i.e. the sum of all possible states in
which the system can exist), with bounds determined by the present amount of energy and number of particles. Since the
macrostates of the system (e.g. temperature, volume, pressure) are not relevant to the present discussion the microstates
will simply be referred to as “states”.

When the number of states is small, the probability that the system is in one of those states becomes large and the system
appears more ordered. Therefore, in addition to being an indicator that the system is not in equilibrium, entropy can be used
as a measure of the disorder. Highly disordered systems with many states have a large entropy while ordered systems with
relatively few states have a small entropy.

Entropy was first applied to dynamical systems in the second half of the 20th century. In particular, a generalized version
of entropy was provided by Alfréd Rényi in 1961 [50]:

1
H, = Iy pf, (5)
i

1—«

ds

where H, is the Rényi entropy of order « (o # 1, @ > 0) and p; are the probabilities for each state of the system. The order «
was introduced to the calculation to control the influence of less likely states on the entropy. As « is increased, these states
have less of an effect on the value of H,, while for « = 0 all states are treated equally. This formulation of the entropy is
the one most commonly used in dynamical systems and will become important later on when characterizing the various
complex systems studied in this paper.

2.3. Models of complex systems
2.3.1. Lorenz system

Since their discovery, chaotic systems have become one of the most studied class of systems which give rise to complexity.
They are set apart from most of the other examples in that they are completely deterministic and influenced only by the
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™

Fig. 2. A trajectory of the Lorenz system in phase space, revealing the strange attractor. The parameters used were 0 = 10, 8 = 8/3 and p = 28. The
system was integrated using the Heun scheme with h = 10~* s with the initial conditions x, = 1.1,y, = —1.9and z, = 13.1.

internal parameters of the system. This means that if the initial conditions are kept the same, a chaotic system will always
follow the same trajectory. However, the dynamics is complex because the trajectory diverges exponentially if these initial
conditions are altered very slightly, making the dynamics unpredictable even with the aid of computer simulation.

Chaotic systems can be defined both discretely (in the case of maps) and continuously where they are defined by a
minimum of three differential equations. However, to carry out legitimate time series analysis it is important to have systems
where the state can be precisely and accurately defined at any point in time. In the case of maps, the “dynamics” come about
through an iterative process rather than an actual dependence on time and, hence, require additional interpolation schemes
to approximate the states of the system between each iteration. For this reason, maps are therefore not considered.

The Lorenz system is one of the best-known continuous chaotic systems. It was originally formulated by Edward Lorenz
in work relating to the problem of weather forecasting [51]. It is defined by the equations,

dx -

X oy —x).

dt

dy

Y xo—2 -y, 6
5 = Xep-2 -y (6)
dz 5

— =Xy — Bz,

a =Y

where t is time; x, y and z are variables that define the dynamics of the system in each of the three dimensions; and o, p
and B are constant parameters. Despite its application in meteorology the Lorenz system is quite versatile, with another
interpretation of its dynamics being that of a leaky waterwheel with water flowing steadily in from the top [29].

The best visual representation of the Lorenz system is given in the 3-dimensional phase space diagram, shown in Fig. 2.
A structure known as a strange attractor appears after only a few cycles of the system. In the case of the Lorenz system,
the strange attractor is a two-dimensional stable manifold and can be thought of as the next order after the 1-dimensional
limit cycles discussed in the previous section. In this paper the dimension of this manifold will be referred to simply as the
‘dimension of the attractor’.

The Rdssler system is another chaotic system that also features prominently in the literature. However, despite having
similar properties to the Lorenz system there is one significant difference in that outside the bounds of the attractor the
oscillations spiral off to infinity. This is because the Rdssler system is not globally stable, meaning not all trajectories converge
to the attractor as is the case in the Lorenz system. As a consequence, a problem arises when considering the forced version
of the system as it becomes difficult to confine the trajectory within the stable region. The Rossler system is also specialized
in that it exhibits a funnel-type attractor, which makes it difficult to define a full cycle of the system [52].

2.3.2. Duffing system
The unforced Duffing oscillator is a 2-dimensional system with a cubic nonlinearity. It is defined by the differential
equation

d2x+6dx+ﬂ e =0 o
— 45— x+ax’ =0,
dt? dt

where «, 8 and § are constants. The equation was originally investigated by Georg Duffing who was studying the real-
world vibrations it could describe [53]. The equation has since been applied and adapted to produce many different types
of dynamics, which are comprehensively described in [54].
The constant § defines the damping strength so that when § = 0 and ¢ > 0, ghe oscillations stay on a limit cycle. The
X

trajectory of the system either orbits a single fixed point located at the origin x = i = 0 in phase space for 8 > 0, or orbits

two additional fixed points at either side of the origin for 8 < 0. The potentials in each case are shown in Fig. 3.
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Fig. 3. The shape of the potential for the unforced Duffing oscillator with @ = 1 and different values of S.
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Fig. 4. A trajectory of the periodically forced Duffing oscillator in phase space fora = 1.0, 8 = —1.0,y = 0.3, = 0.2 and w = 1. The system was

integrated with the Heun scheme using h = 107 s.

While this system may at first appear simple, its dynamics becomes far more complex by simply adding a periodic forcing
term to Eq. (7),
P 5%t (wt) (8)
— — X 4+ ax’ = y cos(wt),
dt? dt v
where w is the angular frequency of the periodic forcing term. This essentially adds the new dimension ¢ and v to the
system so that it can now be written as

dx_
dt

dy
E=y¢—8y—ﬂx—ax3, (9)

dp
E_w’

dw_ 3
E_ "¢,

which as a 4-dimensional system provides a route to chaos. However, unlike the chaos of the Lorenz system, the dynamics of
the periodically forced Duffing oscillator can appear even more complex since both the position of the fixed points and the
shape of the attractor in the x-y plane change periodically with time. The corresponding phase portrait is shown in Fig. 4.
The forced Duffing oscillator in fact models a periodically forced steel beam that oscillates between two magnets for
B < 0[55,54,56]. In the case where 8 > 0 it can be interpreted as a forced spring with the restoring force F = —fx — ax>.
For sufficiently small values of «, ¥ and §, a phenomenon known as nonlinear resonance also occurs [57,54]. In this case

the system approaches the state where % + Bx = 0, which is the equation for a harmonic oscillator where 8 = wg The
interaction between w and w, therefore gives rise to a peak in the amplitude of the oscillations as w is varied. However,
complexity can be observed in the system with or without this effect so it can be considered a special case. Therefore, for
the purpose of this review only strong forcing will be considered with values of «, y and § comparable to 8.

Y

2.3.3. Stochastic systems

Complexity can also be brought about simply by the influence of some “external” randomness. In a stochastic system
the complex dynamics arise from the addition of a noise component to the equations describing the dynamics. While the
characteristics of the noise, such as its spectral distribution, may be defined it is otherwise completely separate from the
system itself and must be artificially generated. Stochastic systems are therefore strictly open systems, i.e. ones that interact
with their environment.
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Fig. 5. A trajectory of the noise forced Duffing oscillator in phase space for « = 1.0, 8 = 1.0, = 0.2 and £ = 0.2. The system was integrated using the
Heun scheme with an appropriate adjustment to take into account the noise term [60].

The unforced Duffing oscillator (7) can be transformed into the stochastic system,

X 5% pxtad = () (10)
— — X+ oax’ = ,

dt? dt 7

where 7(t) is a normalized Gaussian white noise source and & = +/2D is a constant where D is the noise intensity.

The addition of the stochastic term gives the appearance of complexity as well as other interesting behaviour due to the
bistability of the system when 8 < 0. In this case even with low noise intensity (§ ~ 0.1), at events where x, % — 0itis
possible for the system to jump from one valley in the potential to the other, producing dynamics that resemble chaos. In
the literature this phenomenon is known as stochastic resonance [58,59]. A phase portrait of the system for & = 0.2 with
B > 0is shown in Fig. 5.

While in chaotic systems the tried and tested method of analysis is to construct the attractor in phase space, for stochastic
systems the noise term hides the underlying autonomous system, or at the very least increases the apparent complexity of
the system. For this reason another approach is taken, which makes use of the Fokker-Planck equation [61]. Under this
framework of analysis the dynamics of the system are divided into a deterministic drift and stochastic diffusion. Once these
two effects are known it is then possible to determine the likelihood of a trajectory that the system may take.

The approach to stochastic systems has in the past proved controversial, since their integration can be approached in two
different ways [62]. The Stratonovich interpretation seems to be useful for noise that is integrated in the continuous sense,
while the It0 interpretation is more appropriate for when the noise is integrated discretely over finite timescales [11].

In the It6 interpretation the drift and diffusion terms of the Fokker-Planck equation may be extracted from time series
data of the system [63,11,64]. Once the functions for these terms are known, the deterministic drift can be used to plot flow
diagrams that reveal the existence of fixed points in phase space [63]. However, the inverse approach to stochastic systems
extends far beyond this and a thorough review can be found in Friedrich et al. [11].

One of the main issues discussed in this paper is that, given only a single observable of the system such as x(t), it is
difficult to know which analytical approach should be taken. It is always important to recognize when a system is driven
by stochastic dynamics and to apply this Fokker-Planck analysis instead. However, it is also easy to assume that a system is
stochastic as soon as the methods based around deterministic systems fail. The analysis of time series from the next class of
systems aims to highlight the problem of being quick to resort to stochastic methods.

2.3.4. Non-autonomous systems

The main empbhasis of this paper will be on a third class known as non-autonomous systems, which have been the subject
of recent in-depth studies [65]. As in the stochastic case, they depend on some external input f (t) and are therefore strictly
open systems. While the classic definition of “non-autonomous” includes the possibility of f (t) being a noise term, in this
case we will take it to represent some deterministic function. However, unlike for the forced Duffing oscillator in (8), the
forcing is not necessarily periodic. In fact periodic forcing is a specialized case of non-autonomicity, where the underlying
autonomous attractor of the system can still be extracted from a single trajectory by plotting x(t) and y(t) at the intervals
t =ty th+ %T to+ %, ....To explore the more general issues of dealing with non-autonomous systems, the forcing should
not be periodic but instead contain some inherent time-dependence. This modification means that the shape of the attractor
becomes extremely difficult to track given only one trajectory of the system.
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To best demonstrate the effects of non-autonomicity we should choose the underlying system to be simple and low-
dimensional. The Poincaré system is a two-dimensional nonlinear oscillator that generates self-sustained oscillations and is
defined in Cartesian coordinates by:

dx

— = —(qX — wy,

” q y

dy

— = wXx — qy, 11
ikt (11)

qg=al/x>+y?>—a),

where a and « are positive constants and w is the angular frequency of the oscillations. The oscillations in this system always

converge to the limit cycle given by r = /x2 4+ y2 = a at a rate dependent on « so long as the initial condition r, # 0.
Non-autonomicity can be introduced to the system in the following way:

dx .

2 _gx— oy,

" q y

dy

n =wx —qy + yf,(1), (12)

fy(t) = sin(2rt) + sin(4t),

where y is a constant. The function f,(t) is neither periodic nor stochastic so that the equations in (12) provide a clear
illustration of a non-autonomous system. Nonperiodic dynamics is easily obtained in this system but these become complex
for fairly high values of y (meaning the amplitude of yf, (t) is several times greater than the unmodified Poincaré system)
with w ~ 7 4 2, which is the average frequency of f, (t). The onset of complex dynamics is due to the disappearance of the
limit cycle from the autonomous perspective of the system. This can be seen by transforming to polar coordinates,

dR

= —aR(R — a) + y sin(@)fy(t), (13)
do cos(@)f ©® (14)
= w— ,
dt VTR W
where Rexp[if] = x + iy. By defining the limit cycle as the point where ‘;—f = 0, the position of the limit cycle is found
to be
1 1 /1 in(6)f, (t
Reaf Lol /1 ysn@K©O) (15)
20 aV4 a’a

The existence of a square root in this equation means that for certain angles 6 and points in time t the limit cycle is not
defined (i.e. it contains an imaginary part). While there is still a limit cycle at other points, its transient disappearance and
reappearance leads to complex dynamics.

Fig. 6 shows the phase portrait of this system as well as the attractor viewed at a single point in time. It can be seen
that when viewed only in space, the trajectory of the system is far from a limit cycle and qualitatively it is difficult to
determine whether it is deterministic. However, when time is added to the representation it becomes clear that the attractor
of the system is confined to a very small part of phase space at any one time. This indicates that the system is neither
chaotic nor dominated by a stochastic component as this would lead trajectories to diverge from each other, filling phase
space.

The phase space plots of the system illustrate one of the problems with analysing non-autonomous systems. The classical
way of dealing with non-autonomous systems is to keep the representation of the system shown in Fig. 6(a) and simply add
new dimensions to account for the time-dependent forcing, ‘unwrapping’ the trajectory so that paths no longer cross. This
transforms it into autonomous form and was demonstrated before with the forced Duffing system in Eq. (9). In this case the
system becomes 6-dimensional:

dx
dt
dy
dt
du
dt
dv
dr

= —qXx — wy,

=wx—qy+yUu+v),

=p, (16)
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Fig. 6. Phase space representations of the forced Poincaré oscillator witha = 1,« = 5, w = 5.3 and y = 2: (a) A single trajectory of the system over
10 s; (b) Snapshots of 1000 trajectories of the system, revealing the time-dependent attractor. The system was integrated using the Heun scheme with
h = 10~ s and the initial values of x and y were obtained from normalized Gaussian white noise.
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However, we have to ask: what is actually gained by analysing the system this way? The variables u, v, p and r are completely
independent of the rest of the system and in many real non-autonomous systems the dynamics that they model can be
subject to change [66]. Including them as new dimensions artificially increases the apparent complexity of the system,
making them indistinguishable from systems which actually do have a large number of interacting dimensions.

The solution is therefore to treat non-autonomous systems as a unique class and not as an extension of either the
autonomous or stochastic realms. One of the goals of this paper is to motivate this new treatment and to consider which of
the existing methods are either suitable or unsuitable for the analysis of these systems.

In a sense, the specific non-autonomous system presented here is the most deterministic out of all the systems
considered. Complex dynamics only appear on account of the forcing term, but this term in fact introduces very little
‘external’ information. The fact that it is still composed of linear periodic functions means that given the frequencies of the
two sine functions and the initial phases, only the value of t brings new information into the system. Indeed, the distribution
of states in the x-y plane occupies a relatively small area, which means all trajectories converge to a similar path no
matter which initial conditions are chosen. Therefore, to verify their suitability for analysing non-autonomous systems, the
methods investigated in the next sections should be able to detect the simplicity of this test system with respect to the other
examples.

2.4. Time series

In order to extract information about any system experimentally, repeat measurements must usually be made. For
systems that are ergodic [67] there are two approaches. The first is to control the conditions of the system and to measure the
response after a time lag. The second is to take an arbitrary set of initial conditions and to make N consecutive measurements
over a time step At to obtain a time series, where the dynamics of the system (its time-dependent properties) are revealed.
Both approaches are valid since with enough measurements they eventually give the same information. For example, chaos
would immediately be detected using the first method since any small change in the initial conditions would result in large
deviations of the measured values (providing the responses were taken after several cycles). Recording a single trajectory
of the system in a time series would not be able to identify chaos so simply but it would be possible after mapping the time
series to phase space and constructing the strange attractor [10] (a process which is discussed in detail in Section 6.1). On
the other hand, a limit cycle oscillator would be clearly seen in the time series but would require responses from many
trajectories if the first approach was used.

For complex systems, observing the dynamics in a time series is the easiest way to understand the system. Certainly for
non-autonomous systems, measuring only responses would reveal completely different results depending on the time lag
used, as indicated in Fig. 6(b). Time series are also better related to real world problems where the initial conditions of a
system can rarely be controlled.

The two fundamental properties of any time series are the interval L = N At over which the system is sampled (the
recording length) and the rate f; = 1/ At at which samples are taken (the sampling frequency). These properties place strict
limits on the timescales over which the dynamics is observable. In the frequency domain, the Nyquist-Shannon sampling
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theorem [68,69] states that the maximum observable frequency is equal to half the sampling frequency or Nyquist frequency,
fs/2.In addition, the lowest observable frequency is given by 1/L. To obtain a frequency distribution that is continuous and
extends between 0 and oo then both L and f; must be infinitely large, which cannot be met by the discrete and finite time
series obtained from simulations and real world measurements.

2.4.1. Inverse problems

Inverse problems relating to dynamical systems can be tackled in two ways: modelling the system in a set of equations
or by making direct measurements from the system. For time series analysis the first case offers the ideal scenario, where
the exact state of the system at any given time is known and all of the parameters can be set directly. In the latter case only a
one-dimensional representation of the system trajectory is usually obtained, which means the phase and inner workings of
the system are much more difficult to define. However, for the inverse problem both approaches are equally useful; the only
difference is that when modelling it is the limitations of the model that add to the uncertainty, rather than the limitations
of the data.

In this paper, time series from both modelled and measured systems will be studied. However, for the modelled systems
most of the time series analysis will be applied to a single dimension of the system to mimic the problems of dealing with
measured data. Since the properties of the system are known prior to the analysis, this provides a good test for the suitability
of the methods to measured time series.

2.4.2. Nonstationarity versus non-autonomicity

One of the defining features of complex time series is nonstationarity. This is defined statistically as when there is a
systematic change in either the mean or variance of the time series (or both) [70]. However, more generally it can refer to
when the properties of different sections of the same time series are shown to vary.

Confusion can arise when discussing both nonstationarity and non-autonomicity. The latter, as described in Section 2.3.4
refers simply to the effect of having an explicitly time-dependent term in the equations for a dynamical system. These
are therefore two very different concepts, although of course they are not mutually exclusive: the time series of the non-
autonomous system described here is also nonstationary. However, it is equally possible for non-autonomous limit cycle
oscillators to produce stationary time series. It is therefore important not to interchange these two terms.

2.5. Simulated systems

Theoretical nonlinear systems must be integrated numerically in order to generate a trajectory and obtain a time series
from it. During this process we face a similar problem to the finite sampling frequency in time series analysis. The accuracy of
the integration is limited by the integration step h, with the accuracy increasing as h — 0 (neglecting computer precision).
This is particularly problematic in chaotic systems which only require the slightest error to alter the trajectory of the system
completely. Although there is no solution, integration schemes have been devised to deal with this limitation. In the analysis
shown here, the test signals have been generated using the Heun scheme (see Appendix B.1).

The actual choice of units for the time series generated from simulated systems is arbitrary. However, in this paper
seconds, s, and hertz, Hz, have been adopted to help with comparisons between the simulated time series and those of the
real world.

In simulations it is common to use adaptive integration schemes that alter the size of h to keep a constant local precision
around each point. However, the calculation of this precision is an estimate itself so it can only help to reduce local error.
With chaotic systems the global error (i.e. the difference between the approximated trajectory and the trajectory integrated
using an infinitesimal h and infinite precision) is much more difficult to estimate but has recently been achieved for the
Lorenz system up to 1000 s [71].

One way to deal with the problem of the global error is to use a completely different integration scheme, with completely
different errors, and compare the two trajectories. The Lie integration method (see Appendix B.2) is a suitable alternative
which works by applying a differential operator, rather than integrating the equations of the system directly. Although
this formulation is not as intuitive as the Heun scheme, which can be thought of in the same way as the trapezium rule of
integration, the contrast between the two methods makes each one an ideal test of the other.

If it is observed that the trajectories of the Heun and Lie integration schemes diverge then obviously at least one of the
schemes must be inaccurate. By lowering h and integrating again, the least accurate trajectory should converge towards the
more accurate one although care must be taken. Other than increasing the computation time, lowering h also increases the
computational error since each point is only calculated to a finite number of digits (~16 in double precision) and causes a
roundoff error. Therefore, in this case both integration schemes use a precision of 128 decimal digits.

The principle was tested for the Lorenz system, using the integration steps h = 107> s and h = 10~ s for the Heun
and Lie integration schemes respectively and the result is shown in Fig. 7. Despite the extremely high local precision of
both schemes, it can be seen that the global error still accumulates rapidly and the trajectories deviate after only 12 cycles.
However, many of the methods discussed in this review are tested using systems integrated with even less accuracy. To
investigate the effects of these global integration errors on the subsequent time series analysis, the Lorenz system is again
integrated using the same initial conditions as in Fig. 7 but with larger (less accurate) integration steps, h = 1073 s, 107 s,
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Fig. 7. Integration of the Lorenz system for the initial conditions x, = —1.1,y, = —1.9, z, = 13.1 using the Heun scheme with h = 10~ s (solid line)
and 8th-order Lie scheme with h = 10~* s (dashed line) with 128 decimal digit precision.

The main effect that this inaccurate integration will have is a time horizon in the trajectory [29]. This means that at any point
in the time series there will exist a window where, if the first points in the window were taken as the initial conditions, the
integrated trajectory follows the actual trajectory. The size of the window will be dependent on h so that the system will
only ‘remember’ a short part of the previous trajectory at any point for h = 1073 s, but a much larger part forh = 107 s.

To further aid the investigation of the effect of different types of integration of the Lorenz system, a time series from an
analogue Lorenz system was also generated. In this case the integration is as ‘real’ as it can be, but inevitably there is also a
small amount of noise in the system due to the imperfections of the electronic components. This was based on the circuit
defined in [72] and used the methodology established in [73,74]. The simulation used type MC1458N operational amplifiers
and type AD534LD analogue multipliers, where the output of each multiplier was automatically divided by a factor of 10
(which was taken into account in the design of the circuit). The analogue-to-digital conversion was performed at a sampling
frequency f; = 1000 Hz.

It should be noted, however, that another theorem known as shadowing finds that integration can in fact be achieved
for arbitrarily long time series [75]. Here, the idea is that while an integrated trajectory may not follow the actual trajectory
for the exact initial conditions, there is another ‘actual’ trajectory of the system with slightly different initial conditions that
shadows the integrated trajectory. In this case the effect of the time horizon seems much less noticeable.

2.5.1. Parameters

Based on the limitations of computer memory size and processing time, the standard properties of the time series used
in this review are L = 1000 s and f; = 1000 Hz (integrated using h = 0.0001 s), meaning a time series with 10° data points.
The exceptions to this are the time series of the Duffing system, for which the main oscillatory frequency is lower than in
the other systems. To ensure for statistics that the number of points over a typical oscillatory cycle is the same in each case,
fs is reduced by a factor of 5 in the time series of the Duffing system. However, to ensure that there is still a similar total
number of cycles, the length of the time series is also increased by a factor of 5.

Time series from three complex systems are used as examples. The Lorenz system (6) with parameters o = 10, 8 = 8/3
and p = 28 is used to demonstrate a standard chaotic system. The noise-forced Duffing oscillator (10) with the parameters
a=1.0,8=1.0,6§ =0.2and & = 0.2 is used as an example of a stochastic system. Lastly, the forced Poincaré oscillator
(12) with parameters a = 1.0,« = 5, w = 5.3 and y = 2 is a demonstration of a non-autonomous system. Samples of the
time series from these three main systems are shown in Fig. 8.

In addition to these three cases, time series of the same systems but with different parameters are also generated. The

periodically forced Duffing oscillator (8) with parameters« = 1.0, 8 = —1.0, ¥y = 0.3,5 = 0.2 and w = 1 demonstrates
chaos with periodically changing dynamics. The noise-forced Duffing oscillator (10) with the parameterse = 1.0, 8 = —1.0,
6 = 0.2 and & = 0.2 is an example of a bistable stochastic system exhibiting stochastic resonance for § = —1.0.
Additionally, the noise-forced Lorenz system,

dx v —2)

— =0y —x),

dt

dy

5 =Xp =2 —y+En©. (17)

dz Bz

~ —xy— Bz,

a

and the periodically-forced and noise-forced Duffing oscillator,

d’x dx
E+aa+,3x+ax3 =y cos(wt) + £n(t), (18)



310 P.T. Clemson, A. Stefanovska / Physics Reports 542 (2014) 297-368

a 20
. WWWWW
=20

0 5 10 15 20 25 30 35 40 45 50
b 1
-1 \ \ \ \ \ \ \ \ \ \
0 25 50 75 100 125 150 175 200 225 250
C 1
0
-1
\ T T T T T T T T T \
0 5 10 15 20 25 30 35 40 45 50
Time (s)

Fig. 8. The first 50000 points for the time series of the three main complex systems: (a) Lorenz; (b) Stochastic Duffing; (c) Non-autonomous Poincaré. In
all cases the initial conditions were chosen to avoid specialized dynamics, such as being either too close or far away from the fixed points. The systems
were also integrated for 15000 points prior to t = 0 to avoid the transient features that occur if the initial conditions are not exactly on the attractor.

with the same parameters as before provide examples of chaotic and stochastic systems. The forced Poincaré oscillator can
also be modified into the following stochastic system,

dx

— = —(qX — wy,

” q y

d

ikt + vy () +&n(), (19)

fy(t) = sin2rt) + sin(4t),

with & = 0.2. The values for & chosen here are based on the strength of noise used in equations of stochastic nonlinear
systems from previous work [76,77].

3. Frequency domain

A common way of visualizing the dynamics of a time series is by plotting its frequency spectrum. This view shows how
oscillations and fluctuations in the time series are distributed over the different timescales/wavelengths. It has proved
particularly valuable to the analysis of turbulence in fluids, where the energy cascade described by Kolmogorov is based
on the distribution of kinetic energy among different wavelengths [33]. Later developments known as shell models have
also taken advantage of the frequency domain to give a simpler description of turbulence than the one provided by the
Navier-Stokes equations [78].

This section will introduce frequency domain representation of time series data via the Fourier transform. It will also
provide details of the power spectrum, which is the form most often encountered.

3.1. Fourier transform

The discrete Fourier transform (DFT) is one of the earliest and most widely-used forms of time series analysis. The DFT
first appeared in the work of Carl Friedrich Gauss around 1805, whose motivation was to determine the orbits of asteroids
by analysing the time series of their locations [79]. Although mathematical functions are typically written in a continuous
form before being discretized, Gauss’ research on the DFT actually predates the publication of Joseph Fourier's work on the
continuous Fourier transform.

The Fourier transform can be more easily understood by first considering Fourier series. Fourier’s goal was to express
a periodic function f (t) (which can be anything from a polynomial curve to a time series) as an infinite series of sine and
cosines,

[o¢]
F(®) =a,+ Y la, cos(et) + by, sin(@b)], (20)
w=1
where w is the angular frequency and a,, a,, and b,, are constants known as Fourier coefficients. These coefficients will take
certain values depending on the shape of the function, with the largest ones corresponding to components in the time series
that have stationary frequencies (also referred to as modes).
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Using this basis, the DFT of a data series f (n) can be defined as (see Appendix C.1):

N—-1
Flw) =Y fme . 1)
n=0
This equation can be used to transform a time series from the time domain to the frequency domain, or from a dependence
on t to one on w. This means that periodic terms in the time series will appear as peaks in the Fourier transform at the
corresponding frequency. It is worth noting that although the frequency range is given by 0 < w < N — 1, for real-valued
time series the transform is reflected in the point w = N /2, with the coefficients corresponding to positive frequencies for
o < N/2 and negative frequencies for @ > N /2. For this reason the negative-frequency components are usually not plotted,
with the remaining components being multiplied by 2 to preserve the total amplitude.
Another common convention is to present the square of the Fourier transform rather than its amplitude. The reason is
that this gives the power of the Fourier components, which is defined as the average squared variation from the equilibrium
point per unit time,

1 2
P, =T IF@)P. (22)

The units of P,, depend on those of the time series f (1) and its length L. This means if the time series was in volts and its
length given in seconds then units of the power are simply V?/s. Calculating the Fourier transform in terms of power is useful
since the total power or energy of the time series can be computed in both the time and frequency domains, with

N-1 :l N ,
D Po=g 2 FP (23)
=0 n=1

Problems with the Fourier transform begin when considering what happens when a time series contains frequencies
that lie outside the detectable range. At the low end of the spectrum for frequencies <1/L the components no longer appear
periodic and instead seem more like a trend. The Fourier series of a non-periodic function is a sum of an infinite number of
sines and cosines. Therefore, while most of the amplitudes of oscillations below the frequency limit will appear at w = 0 in
the Fourier transform, the rest are spread across higher frequencies. Hence, care must be taken to remove trends from a time
series before calculating its Fourier transform, otherwise components which can be identified in the detectable frequency
range will have unreliable amplitudes.

Even for frequencies that are inside the detectable range, difficulties still arise when using the Fourier transform as a
frequency domain representation. Since the transform is based around detecting sinusoidal components in a time series, the
amplitude of periodic components of other shapes is divided into modes that are spread across the frequency domain, as
illustrated in Fig. 9. It is therefore possible that the higher frequency modes of components with pronounced amplitudes
are mistakenly identified as separate components in the time series. Equally, measuring the amplitude of an oscillation by
using the Fourier transform is not straightforward, as can be seen by comparing the height of the primary 1 Hz component
in (d) and (f) in Fig. 9. This issue is particularly problematic for nonlinear dynamical systems because the nonlinear terms
usually result in non-sinusoidal oscillations.

Another problem of the Fourier transform is the issue of nonstationary time series. The sines and cosines that form the
basis of the transform have unchanging amplitudes and frequencies with time. Consequently, the Fourier transform can only
be easily interpreted when applied to time series where these properties do not change with time. Fig. 10 gives an example
of a chirp signal—a sine wave increasing linearly in frequency with time. As can be seen, this is represented by a broad
range of much smaller peaks across the frequency interval of the chirp, which when added together would give the correct
amplitude of the chirp. However, as soon as other components appear in the time series these nonstationary oscillations
become very difficult to identify, despite their obvious presence in the time domain.

3.2, Analysis

Fig. 11 shows Fourier transforms of time series from the three main complex systems that are considered. Both the chaotic
and stochastic systems exhibit a continuous distribution, which indicates a lack of periodicity in the time series. For the
non-autonomous Poincaré system the Fourier transform very clearly detects the components of the quasi-periodic forcing,
although these would be less prominent if they were non-sinusoidal. However, the Fourier components which correspond
to the actual nonlinear dynamics of the system are spread across a wide range of frequencies in the same fashion as the
chaotic and stochastic systems, despite the fact that these correspond to the dynamics of a simple limit cycle oscillator. This
provides a very clear demonstration of how non-autonomicity can often resemble chaotic or stochastic dynamics in the
frequency domain.

The stochastic Lorenz system has an interesting feature in the frequency domain, which can be seen in Fig. 12. By
calculating linear fits of the data from log-log plots of the Fourier transform (not shown), it can be seen that at ~7 Hz the
power-frequency relation changes from power o 1/w* to power o 1/w?. This implies that the high frequency components
observed above ~7 Hz are simply the dynamics of the input noise, which as integrated (Brownian) noise should give a
1/w? relationship. For the analogue Lorenz system the amplitude-frequency relation also changes at ~7 Hz, although from
power o 1/w* to a level distribution resembling white noise. This can be explained by the low power of these components,
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Fig.9. Time series of three differently shaped periodic functions: (a) A sine wave; (c) A square wave; (e) A sawtooth wave; and the respective amplitudes
of the one-sided Fourier transforms (b), (d) and (f). In all cases a sampling frequency of 1000 Hz was used.
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Fig. 10. A chirp signal ranging from 1-10 Hz generated over 10 s with a sampling frequency of 1000 Hz as seen in the time domain and its representation
in the one-sided Fourier transform.
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Fig. 11. Fourier transforms over the range 0-4 Hz for: (a) The Lorenz system; (b) The stochastic Duffing system; (c) The non-autonomous Poincaré system,
where the inset reveals a broad spectrum of low-power modes.
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Fig. 12. Fourier transforms over the range 0-20 Hz for the numerically-generated stochastic Lorenz system (17) for § = 2 (black) and the analogue Lorenz
system (grey).

Power

L

10 peaks corresponding
to sine functions
I I

\
0 0.5 1 1.5 2 2.5 3 3.5 4 45 5
Frequency (Hz)

Fig. 13. Fourier transforms over the range 0-5 Hz for the forced Poincaré system: (a) stochastic (y = 0,& = 1); (b) stochastic and non-autonomous
(y = 1,& = 1); (c) non-autonomous (y = 1,&€ = 0).

which are ~1077 and places them within the realm of errors due to the finite precision of the analogue setup. The dynamics
observed at frequencies higher than 7 Hz is therefore noise associated with the recording equipment.

Fig. 13 shows the transition from stochastic to deterministic dynamics in the Poincaré system. In the purely stochastic
case shown in (a), a single crest is observed in the range 0.5-1 Hz, with an otherwise continuous noise-like distribution
spanning the rest of the spectrum. The addition of strong quasi-periodic forcing in (b) only results in two peaks at the
corresponding frequencies of the two sine functions. It is only when the noise is completely removed in (c) that the Fourier
transform undergoes a drastic change, resulting in a sequence of peaks spanning a range of frequencies much higher than
the ~1 Hz dynamics observed in the time domain. As in Fig. 9, these are caused by the shape of the oscillations being non-
sinusoidal. In time series of dynamical systems, these are referred to as harmonics, which arise as a result of nonlinearity
in the system altering the sinusoidal shape of the oscillation [29]. The observation of nonlinearity is then in turn a sign of
the deterministic nature of a system, i.e. internal variables on which the dynamics depend on either quadratically, cubically,
quartically, etc. The fact that these peaks in the Fourier transform can only be observed after the removal of the stochastic
term demonstrates how the detection of nonlinearity is very sensitive to noise.

3.3. Summary

The Fourier transform is a good starting point in time series analysis. It primarily provides a compact, time-averaged
view of the dynamics in a time series, making it useful for measuring the stationary properties of the system. The biggest
issue is that its application is restricted to periodic time series. This means that pre-processing needs to occur to remove
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low-frequency oscillations that lie below the detectable range (methods to do this are introduced in the next section). Non-
sinusoidal oscillations are also not represented well, making the analysis of nonlinear systems difficult but equally causing
the Fourier transform to be a good indicator for nonlinearity.

The interpretation of the Fourier transform becomes cryptic when it is applied to nonstationary time series. In this case
the transform of a single component oscillating over some frequency range can often not be distinguished from that of
band-limited noise over the same frequency range. Despite this, the Fourier transform can still provide a useful statistical
interpretation of chaotic and stochastic systems over long time periods. However, such interpretations are unable to account
for non-autonomous dynamics.

In terms of the application of the Fourier transform to the different types of complex systems, there appears to be some
problems when stochastic dynamics is present. Even when the underlying system is the Duffing oscillator, the Fourier
transform shows no indication of there being nonlinearity present. In addition, for deterministic systems there is still the
issue of amplitude/power being divided between harmonics, which makes these components appear negligible next to the
linear components as is seen if Fig. 11(c). Its usefulness in characterizing complex systems is therefore limited.

4. Time domain

The problems associated with analysing time series in the frequency domain suggest that the removal of time information
should be avoided. Therefore, it is a logical step to see how time domain methods perform when applied to time series of
complex systems. In addition, these methods are the easiest to visualize because their outputs can be compared directly
with the original time series.

This section will initially cover the smoothing of time series data, which is an integral part of many time domain methods
and is also required for the preprocessing of data. The following part of this section will look at splitting complex time series
into simpler modes, which is more commonly known as decomposition.

4.1. Smoothing

Many time domain methods rely on windowing, which is where only a section of the time series is considered at any
time. The process of windowing attempts to isolate the dynamics observed in the time series up to a certain timescale.
However, this technique should be distinguished from the frequency domain operation of filtering, which involves the direct
manipulation or removal of information from the data in the frequency domain. Instead, the effect of these time domain
methods is best described as smoothing [80].

The advantage of using time domain smoothing over filtering is that time domain methods will always retain information
by averaging at each point. Simple frequency domain filtering, whereby the Fourier components over a certain frequency
range are removed, does not preserve information in this way and performs badly whenever non-sinusoidal components
are present in the time series (i.e. the harmonics are not affected). Since smoothing acts in the time domain it also preserves
all time-dependent information in the time series, which means it can be applied to nonstationary time series.

4.1.1. Moving average

One of the simplest smoothing methods is the moving average [81]. This is defined by taking the statistical mean of the
data within the window and setting the central point of the window to that value. The window is then shifted along by
a single data point, removing a point from one side of the window and adding a new point at the opposite side. The new
mean is calculated and so on. The overall effect on the time series is that the amplitudes of rapidly changing fluctuations
(high-frequency components) are averaged over and reduced while the slow trends (low-frequency components) remain
largely unaffected. Hence, the output time series appears smoother and the key parameter in determining this smoothness
is the window length, L. If the window is made larger then lower frequency components will be removed, in addition to the
high frequency components that are removed for smaller windows (i.e. greater smoothing).

A common use of the moving average method is when downsampling a time series. The Nyquist-Shannon sampling
theorem states that in order to prevent aliasing in the output time series, it is necessary to remove components with
frequencies higher than %fs where f; is the desired sampling frequency [68,69]. The moving average is a simple way to
achieve this and the process is very intuitive. For example, downsampling by a factor of 3 would require a moving average
with | = 3 points, with the value of each removed point being included in the average of a point in the downsampled time
series. Another interpretation could be that the data are being squeezed into a smaller set with a minimal loss of information.

4.1.2. Moving polynomial
An alternative method to the moving average is the moving polynomial. This again makes use of a window but rather
than using a statistical average to find the slow trends in the time series, a least-squares polynomial fitting is used instead.

The aim of this method is to find the coefficients a,, a;, a,, . . ., a,, for the mth degree polynomial that best fits the points in
a given window sample,
f(t) = ao+ a1t + axt> + -+ + apt™, (24)

where t is the time. The best-fitting polynomial can be found using the method of least squares (see Appendix C.2).
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Fig. 14. Convolution functions with a 25-point window for a moving average (MA), quadratic moving polynomial (MP2) and quartic moving polynomial
(MP4): (a) The window functions in the time domain; (b) The Fourier transforms of the window functions (using an arbitrary sampling frequency of 100 Hz).

An important difference to the moving average method is that in addition to the choice of |, there must also be a decision
on what degree m of polynomial to use. This is a nontrivial task as the value of m has a huge impact on the output time series.
Assuming the number of points in the time series N >> m, higher degrees make better approximations of the data (including
the high frequency fluctuations) while lower degrees follow only the trend of the data (the low frequency fluctuations). The
smoothness of the output is therefore inversely dependent on m.

4.1.3. Window functions

The description of the effects of smoothing methods on a time series has so far been fairly qualitative. However, another
way to understand them is to look at the equivalent frequency-domain operations. The best way to do this is to visualize the
methods acting as a convolution of a ‘window function’ g and the time series f. Convolution essentially calculates the amount
of overlap between the two functions as one is shifted over the other. For the moving average the corresponding window
function is simply a rectangular pulse of width J, taking a value of 1/l inside the window and 0 outside. The window function
for the moving polynomial has a greater complexity and was derived by Savitzky and Golay [80]. The reason for transforming
these methods into convolutions is to make use of the convolution theorem which directly equates an operation in the time
domain to one in the frequency domain [82],

fxg=F"F({) F@), (25)

where ‘+’ denotes the convolution and F~! is the inverse Fourier transform. Therefore, by taking the Fourier transform of
the window function it is possible to see exactly how the amplitudes of components with different frequencies are affected
by the method. This is commonly referred to as the frequency response of the function.

Since the same operation can be defined in the frequency domain, we could ask why we go to the trouble of sliding
windows or, indeed, why not just define smoothing filters with ideal frequency responses and apply the convolution
theorem? The answer is that while alterations in the amplitude of the frequency spectra are the same in both cases, the
phases of the Fourier components can still be different. It is these phases that contain the information necessary to localize
the window in time, otherwise if the operation is performed with filters in the frequency domain an entirely different time
series can be generated.

Examples of corresponding window functions and their Fourier transforms for both the moving average and moving
polynomial methods are shown in Fig. 14. It can be seen in Fig. 14(b) that both smoothing methods have a continuous
frequency distribution and no sharp cut-off value as might be desired. As expected, the higher order polynomial preserves
the amplitudes of higher-frequency components but there is also a plateau in the amplitude at the low frequency end which
is not found for the moving average (i.e. the moving average decreases the amplitude of all the components by some amount).
However, the moving average exhibits smaller peaks at frequencies higher than that of the first minimum.

It should also be noted that an additional weighting function can also be applied to the smoothing methods, which alters
the distribution of the window function and changes what is seen as ‘local’ to a data point. Another technique used is multiple
passing, where the smoothing method is applied at least one more time on the output time series. Mathematically, this can
be expressed as the convolution of the convolution,

(fxg)xg =F " {F[F'(F() F@)] F@)}
=F ' {F(f)-F(g) - F(g)}
=F ' {F()-F[F' (F@g) - F@)]}
=f*(gx*g), (26)

which means the convolution of the window function with itself gives the equivalent one-pass window function for the
two-pass smoothing. This might seem to have important implications since, with each pass of smoothing, the method is
unable to resolve a period of time equal to half the window length at each end of the time series (as the window runs out
of data). The time series can therefore shrink by a considerable amount using multiple pass techniques. Unfortunately, the
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Fig. 15. Convolution functions for a two (2MA) and three (3MA) pass of a 25-point moving average and a two (2MP4) and three (3MP4) pass of a 25-point
quartic moving polynomial: (a), (c) The window functions in the time domain; (b), (d) The Fourier transforms of the window functions (using an arbitrary
sampling frequency of 100 Hz).

same is still true even if the equivalent one-pass window function is used because the window length increases by the
original length multiplied by the number of passes, leading to the same result. Using the one-pass equivalent though is still
useful in reducing computation times, especially when the time series is stationary, in which case the Fast Fourier Transform
algorithm can be applied [83]. It can also be seen in the second line of (26) that the effect in the frequency domain is given
by the square of the Fourier transform of the window function. This provides a much cleaner smoothing effect, reducing
the peaks at the higher frequencies and providing a better-defined cut-off frequency. Examples of multiple pass smoothing
windows are shown in Fig. 15.

4.2. Decomposition

One of the most common endeavours in time domain analysis is the idea of decomposition. This refers to any
transformation where a time series is divided into several new time series which can be summed together to reconstruct
the original (see [84] and the references therein). The new time series can either be the oscillatory components, fluctuations
corresponding to discrete frequency bands, or some other way of dividing the information present in the time series. For the
systems investigated in this review, the number of non-zero components can be interpreted as an indicator of the complexity
of the dynamics.

4.2.1. Empirical mode decomposition

One of the most intuitive methods for decomposing a time series is Empirical Mode Decomposition (EMD) [85]. The
basis for this method is to create an upper and a lower envelope for the time series between which all of the data points
are contained. The midpoint of these two envelopes is then used to define the trend, similar to the output of the smoothing
methods in the previous section. By subtracting these trends a series of Intrinsic Mode Functions (IMFs) is produced, with
the idea being that each one represents an oscillatory component of the time series.

The envelopes are defined by marking points wherever the data in the time series changes direction, as illustrated
in Fig. 16. A cubic spline [86] is then used to interpolate between the peaks (the local maxima) to produce the upper
envelope, and between the troughs (the local minima) to create the lower envelope. What this technique attempts to do
is to approximate the peak-to-peak amplitude of the highest-frequency component in the time series, so the midpoint of
these margins is the relative equilibrium point for this mode. When the midpoint is subtracted a new time series hy1(t) is
produced, although this is not immediately an IMF since two criteria must also be satisfied. First,

Ny +Ni—N, =0 or =1, (27)

where N, N; and N, are the number of peaks, troughs and zero-crossings respectively. If this criterion is not met then the
process of calculating the envelopes and subtracting the trend is repeated on hq(t) until (27) is satisfied. This process, known
as sifting, is still continued after this condition is met in order to remove any ‘kinks’ that may still be present. However, as will
be seen in the examples, sifting introduces its own errors so there must be a condition to stop the process once a physically
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Fig. 16. The sifting process as applied to the quasi-periodic function x(t) = sin(27t) + sin(4t) (solid black line). The peaks (blue dots) and troughs (red
dots) are first marked throughout the time series. The upper and lower margins (dotted lines) are then calculated using cubic spline interpolation between
these points. The trend (grey line) is found by taking the average of the upper and lower envelopes.

meaningful mode is obtained. In the paper by Huang et al. [85] this is done by defining the standard deviation between two
iterations,

o 2": (h1ge—1y (%) — hlk(X))2
=0 h%(k—l) *)

where an appropriate minimum value of ¢ can be defined, typically between 0.2 and 0.3. If, on the kth iteration, o is less
than this value then hy—1y becomes the first IMF. However, it was later noted that this ‘stopping criterion’ is a very arbitrary
choice and is unrelated to the convergence to a defined IMF, so instead a criterion based on (27) was introduced [87,88].
In this way, the sifting is stopped when (27) is satisfied for a certain number of iterations S (typically 3 < S < 5). The
IMFs produced for different values of S can then be used to give a mean result, with a confidence given by the standard
deviation [88].

Once the first IMF is generated it can then be subtracted from the original time series. The process is then repeated on
hy until the second IMF is found, and so on.

In ideal cases the resulting IMFs satisfy the conditions of completeness and orthogonality, meaning no information is lost
and the original signal can be reconstructed from the decomposition [85]. However, in practice errors can easily arise that
prevent this from being the case. The source of these errors is the continually repeated interpolation used to approximate
the amplitude of the highest frequency component. This approximation also becomes a problem at the ends of the time
series where extrapolation must instead be used after the last peak/trough. This often leads to large errors at the ends which
become magnified with each IMF. Additionally, the sifting method does not behave well for nonstationary time series where
the amplitude of an oscillatory component goes to 0. In such cases, the IMF immediately includes the peaks and troughs of the
second highest frequency component, which not only makes the decomposition difficult to interpret but can also introduce
errors due to sudden changes in the amplitude.

Despite these disadvantages, the sifting method of EMD is still a powerful tool as it provides a way of removing low
frequency components without using a moving average or polynomial (in the time domain) or filter (in the frequency
domain). For example, this makes it possible to extract a single component with a time-varying frequency without skewing
the amplitude when it moves between high or low frequencies. The technique is therefore useful outside of EMD, so long as
the propagation of errors is kept under control.

The absence of a mathematical basis such as the Fourier series can in some ways be seen as an advantage of EMD. Since
the procedure is based only around peak/trough detection, the decomposition is less-affected by the actual shape of the
oscillation. This means that harmonics do not arise, although smooth oscillations result in less errors than cases where
there are sharp peaks as shown in Fig. 17. The only contradiction to this is when oscillations contain two or more peaks per
cycle, in which case additional IMFs will be generated.

) (28)

4.2.2. Wavelets

A very different form of decomposition to EMD is possible with window functions known as wavelets. Wavelet analysis
is discussed in detail in Section 5.4 but will be introduced briefly here. The essential idea behind wavelets is that they give
an optimal time-frequency localization, meaning that they can identify the frequency of a component within a time series
at a given time to a high accuracy. Starting with a window function known as the mother wavelet, this function is stretched
or compressed so that the frequency response matches the desired range of frequencies [89].

The effect of convolution of a wavelet with a time series is not the same as smoothing since the frequency response is
usually confined to a narrow band that does not extend to zero. In addition, the window size is adaptive so that it is only
just large enough for the particular range of frequencies to still be detectable. A weighting function also ensures that the
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Fig. 17. Empirical mode decomposition of the function x(t) which has been generated by the addition of a sawtooth wave with frequency i Hzanda2Hz

sine wave. The method recovers the general shape of the sawtooth where Fourier-based methods would fail, but it comes at the cost of mixing between
the two oscillations.
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Fig. 18. The wavelet ¥ and scaling function ¢ for the Daubechies-20 wavelet [92] used to obtain the third-order detail and approximation: (a) The functions
in the time domain; (b) The Fourier transforms of the functions (using an arbitrary sampling frequency of 100 Hz).

amplitude of the window function drops to zero at the edges of the window so that the points nearer to the centre contribute
more. These two features give wavelets an optimal time-frequency resolution.

The way in which wavelets are used for decomposition is a method known as subband filtering or coding, or alternatively
‘multiresolution analysis’ [90,91,89]. The process starts by performing the convolution of the time series with the wavelet
and a corresponding scaling function, examples of which are shown in Fig. 18. The scaling function is defined so that it
preserves all of the frequency content below the range covered by the wavelet, meaning that it acts in a similar way to
smoothing. The wavelet preserves all of the frequencies ranging from f; /4 up to the Nyquist frequency, f;/2, which gives rise
to a time series containing the finest ‘detail’ in the decomposition. In contrast, the scaling function preserves all frequencies
ranging from O to f;/4 and produces a smoothed ‘approximation’ of the original time series. Since both the detail and
approximation contain information only for frequencies below f; /2 they can then be downsampled by a factor of 2, so that
the new Nyquist frequency becomes f; /4. The procedure is then repeated on the approximation using the same wavelet and
scaling function to produce a second-level detail and approximation. Since the sampling frequency is reduced to f;/2, the
detail contains frequencies in the range f;/8 to f;/4 while the approximation contains frequencies up to f; /8. Downsampling
occurs again and the method is continued until the length of the time series becomes a single data point.

The details produced at each level in the wavelet decomposition method (referred to as the discrete wavelet transform,
to distinguish it from the continuous wavelet transform discussed in Section 5.4 are often presented in a single series of
data called the wavelet coefficients, with the last coefficient being the final level approximation. These coefficients contain
all of the information necessary to construct the original time series, which is achieved by carrying out the procedure in
reverse and using functions that are the inverse to the wavelet and scaling function. However, their interpretation is not as
straightforward as for the IMFs in EMD. The frequency ranges of the decomposed details are based solely on the sampling
frequency of the original time series and bear no relation to the physical components that are present in the data. This poses
a significant problem when dealing with nonstationary components which occupy a band of frequencies, where the band

can be divided between the coefficients of two details. In such cases the choice of sampling frequency can have a huge impact
on the identification and analysis of physical components.
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Fig. 19. Total power of the first 7 intrinsic mode functions from empirical mode decomposition: (a) Lorenz system; (b) Stochastic Duffing system; (c)
Non-autonomous Poincaré system. The dashed lines shows the IMFs for the same time series after applying a 0.5 s (2.5 s for the Duffing system) moving
average to remove high-frequency components. To reduce the effect of the large errors at the edges, only the middle half of the time series (250 to 750 s)
was used to compute the power of the IMFs.

4.3. Analysis

Time domain smoothing is a useful tool which can be used to isolate all of the subsequent time series analysis to a
predefined range of timescales and frequencies. This is important particularly when there are very low frequency dynamics
and the time series is simply not long enough to be able to interpret these fluctuations. However, such slow oscillations and
trends can still have an impact on the analysis of the dynamics within the observable frequency range, through phenomena
such as high harmonics.

To prevent this, it is recommended to define the ‘trend’ of a time series using a smoothing method which removes
components above a suitable timescale. This timescale is usually taken to be ~5f;/L, where around five full cycles are
observed over the length of the time series [93]. This is because at timescales larger than this the estimations of the statistical
properties of the dynamics become unreliable. The trend defined by the smoothing process is then subtracted from the
original time series, leaving only dynamics at shorter timescales.

Equivalently, the accuracy of many time series analysis methods is reduced by high-frequency noise. Therefore, in
addition to removing trends using a large window, high-frequency fluctuations can be smoothed over using a small window.
The resulting time series is then said to be bandpassed, where the dynamics is preserved between both a high-frequency and
a low-frequency cutoff.

The empirical mode decompositions of time series from our three complex systems are shown in Fig. 19. These plots give
the same information as the Fourier power spectra shown in Fig. 11 but with lower resolution. Also, in contrast to Fourier
series the lower-number modes correspond to high-frequency components. An advantage of this representation though is
that the nonlinear frequency scale gives a more intuitive power spectrum, where stationary and nonstationary components
of equal amplitude appear the same.

For the Lorenz system the distribution of power amongst the IMFs shows a kink which is not visible in the Fourier power
spectrum. Here the large peak corresponds to the main orbits of the system, while the IMFs after this point correspond to
the switching between the two fixed points. EMD also seems to work well for the non-autonomous Poincaré system where
the dynamics is decomposed into a much smaller number of IMFs than for the two other systems.

Removing high-frequency components by smoothing appears to have an effect on the power distribution of the low-
frequency IMFs. For the stochastic Duffing system the initial IMFs contain the low-amplitude stochastic dynamics, while
the main oscillatory dynamics is spread across several IMFs. The decomposition of the unsmoothed time series therefore
suffers greatly from error propagation due to the fact that the oscillations in the first IMFs are not continuous. The nature of
stochastic dynamics means that the oscillations repeatedly drop to zero amplitude, causing mixing between IMFs. However,
after smoothing the error propagation is reduced so that the main dynamics is confined to a single dominant IMF with a
distribution similar to that of the non-autonomous Poincaré system.

Unlike other decomposition methods, EMD lacks a strong mathematical foundation so it is not possible to verify the
completeness and orthogonality of the IMFs. A significant problem is that the method behaves differently depending on
the nature of the time series it is used on. For the time series of the stochastic Duffing and Lorenz systems the dynamics
is spread almost continuously across a wide frequency distribution (see Fig. 11), due to the high degree of nonstationary.
This means that power is continuously vanishing and reappearing at different frequencies, which results in IMFs with a
jumble of components at different frequencies and large errors propagating through the decomposition [94]. It is worth
noting though that the problem of mixing between IMFs has recently been tackled in a modification to the method known
as ensemble empirical mode decomposition (EEMD) [95]. This procedure adds white noise to the time series before applying
EMD. This is then repeated using different realizations of the noise to produce an ensemble of decompositions, where the
‘physical’ IMFs are determined by the average. In the same paper the method is also used as a way to reduce the large
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Fig. 20. Total power of wavelet decomposition details for the Daubechies-20 wavelet [92]: (a) Lorenz system; (b) Stochastic Duffing system; (c) Non-
autonomous Poincaré system. Solid lines show the results for the fully-sampled time series with f; = 1000 Hz (f; = 200 Hz for the Duffing system) while
the dotted lines show the decompositions when the time series were downsampled to f; = 200 Hz (f; = 40 Hz for the Duffing system).

errors caused by extrapolation at the edges. However, this modification can still not guarantee to completely eliminate error
propagation.

The distributions of power in the wavelet decompositions of the three time series are shown in Fig. 20. As with EMD,
the nonlinear frequency scale helps to simplify the power spectrum. However, altering the sampling frequency changes
the frequency intervals which correspond to each detail of the decomposition. While this shifts the position of the details
containing the main dynamics, more importantly it affects the shape of the power distribution. The most striking difference
is seen for the Lorenz system where for the 1000 Hz time series a large part of the low frequency dynamics is contained
within the final approximation of the decomposition (not included in the figure). In the case of the 200 Hz time series the
peak in the distribution is also much flatter, which implies that the frequency range of the main oscillatory component is
divided between two details.

This analysis shows that it is not guaranteed that wavelets will produce a unique decomposition. The use of wavelets to
decompose complex time series in inverse problems is therefore not advised unless the frequency intervals of interest are
known beforehand.

4.4. Summary

Time domain methods are a useful first step in time series analysis, especially in the preprocessing stage of methods that
act in other domains.

Time domain smoothing acts as a way of preserving phase information of oscillatory components while removing high
frequency dynamics. This is by far preferable to frequency domain filtering which does not modify the phases of the Fourier
components and can therefore not be applied to nonstationary time series.

Decomposition methods also provide ways of representing complex time series as a combination of simpler modes. The
number of modes can be used as an indicator for the complexity of the system and can therefore offer some insight into the
different types of dynamics, i.e. chaotic, stochastic or non-autonomous.

EMD is a very unique method and it has merits in that it can remove low-frequency components without the use of
either smoothing or frequency filters. However, its iterative technique is not suited to time series where the dynamics is
defined over a broadband spectrum, as is true in the case of complex dynamics. Such time series are susceptible to mixing
between IMFs, which causes large errors to propagate through the decomposition. In particular, application to time series
of stochastic systems is problematic due to the presence of oscillations with vanishing amplitudes.

Wavelet decomposition has become a popular method of isolating dynamics occurring at different timescales. However,
the divisions in frequency between separate details is entirely arbitrary. A more sound approach would be to decide on
the frequency intervals of the decomposition using a priori knowledge or otherwise choose empirically from the power
distribution observed in the Fourier transform.

5. Time-frequency domain

The time domain decomposition methods offer advantages over the Fourier transform but it would still be useful to have
spectral methods which could be applied effectively to the time series of complex systems.

While the frequency domain representation provided by the Fourier transform gives a great deal of information that
would otherwise remain hidden in a complex time series, it is only suited to cases where periodic and stationary components
exist. It is not able to provide unambiguous information about how the components change with time, as nonstationary
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dynamics is simply represented by separate stationary components. What is needed is therefore a way of tracking the phase
and frequency of different components with time.

In the context of fluid turbulence, the importance of tracking the frequency spectra in time arose after the discovery that
energy does not transfer at a constant rate between scales but actually occurs intermittently [96]. Therefore, although time
averages of the dynamics still agree with the stationary representation provided by Kolmogorov’s original theory and the
Fourier transform, other analytical tools are needed to understand the variation from the stationary solution [97,98].

The following section begins by detailing methods which are applicable to single oscillatory components with variable
frequency, also known as the instantaneous frequency. It then extends to methods that have been developed to reveal the
change in time of the frequency spectra of complex time series with more than one component.

5.1. Instantaneous frequency

The term ‘instantaneous frequency’ is somewhat of a misnomer as it implies that there is a general definition for the
frequency of an oscillation at every point in time. In truth, frequency is defined as an integer number of cycles over a time
interval, so it should not be possible to know the oscillation frequency at any arbitrary fraction of a cycle. However, this
changes when we impose a model definition of the frequency where we assume that certain properties are preserved in
each cycle. A common example of this is the assumption that the oscillation can be transformed to polar coordinates, where
the angular rotation or phase is separable from the change in the radius (also known as the amplitude dynamics). A restriction
in this case is that the change in frequency occurs at a much slower rate than the actual dynamics of the phase. The system
can then be considered in the same way as a sinusoidal oscillation with a phase defined as ¢ = wt + 6. If we assume
this phase can be defined for each cycle, the instantaneous angular frequency can then by found simply by taking the time
derivative,

do

w=—.
dt

(29)

5.1.1. Marked events

The method of marked events calculates the frequency of an oscillation using a basic definition: the number of events
per unit time. For the continuous oscillations observed in time series, an “event” can be any position between 0 and 27
in the phase of a single cycle. The main choices are typically the peak, trough or a zero-crossing (for a mean-subtracted
oscillation). Due to the considerations explained above it is important that the event is present in each cycle and also that its
position in the phase is not altered. The instantaneous frequency can then be defined as the reciprocal of the period between
subsequent events in different cycles.

The downside of this method is that the time resolution is equal only to the period of the oscillation. However, this
resolution can be increased by using several marked events per cycle, so long as the positions of the events are well-defined.
Still, the resulting time resolution will always be lower than that of the original time series.

The definition of an event needs to be decided with care, in particular when the oscillation is not symmetrical (i.e. not
reflected across the mean as in the sine, square and sawtooth waves in Fig. 9). Rapidly-changing spikes are the preferred
choice as they give the best time resolution, meaning the change in frequency can be tracked more precisely. In contrast,
smoother features increase the difficulty of defining the exact time of an event and are more influenced by noise and other
high frequency oscillations. In addition, zero-crossings can also be a poor choice as they are heavily influenced by drifts and
other low frequency oscillations.

To deal with these problems, time domain smoothing (see 4.1) can sometimes be used to remove either the high
frequency components (by using the smoothed time series) or the low frequency components (through subtraction of the
smoothed time series).

While the marked events method can only track the frequency of a single component, the output can be treated as a
completely new time series in its own right, giving the variability of the component’s frequency with time. All of the methods
discussed so far can then be reapplied to learn more about the more subtle dynamics of the oscillatory component.

The main limitation of the marked events method is that the sampling frequency of the resulting time series is variable
over individual cycles of the oscillation, meaning that interpolation must always be performed before analysis. Since the
frequency and phase cannot be defined between events this procedure is always an approximation.

5.1.2. Hilbert transform

The Hilbert transform was devised by the mathematician David Hilbert to solve a problem relating to the study of
differential equations in the complex plane [99]. It has since been widely adopted in time series analysis methods to convert
a real signal into complex one known as an analytic signal.

The Hilbert transform H (t) of the time series f (t) takes the form:

no=— [ Ma (30)
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This is equivalent to the convolution of f(t) with ﬁ In either case, the function is non-integrable (since the integrand
approaches infinity as u — t — 0) and is therefore defined mathematically by the Cauchy principal value.

It is not intuitively clear from (30) what the physical meaning of the Hilbert transform is. The best way to see this is to
look at its relationship with the Fourier transform, where

2F[f()(w) forw >0
FIH({t)1(w) = {F[f(t)] foro=0 (31)
0 forw < 0.

Here it can be seen that H(t) removes the negative frequency components of the Fourier transform and compensates by
doubling the amplitude of the positive frequency components. Since the negative frequencies are simply a reflection of the
other half of the Fourier transform no information about the time series is lost.

The main advantage of the Hilbert transform is that it can find the phase of a single oscillation directly, without the
need for methods such as time delay embedding which are discussed later in Section 6.1. The extracted phase can then be
inserted into Eq. (29) to give the instantaneous frequency of the oscillation. In the discrete case this gives a time series of
the instantaneous frequency with the same sampling frequency as the original time series.

The preservation of the time resolution makes the Hilbert transform far superior to the marked events method, although
this comes at the cost of the type of time series it can be applied to. In particular, it is only suitable where the equilibrium
point of the oscillation does not drift in the time domain; minima above the equilibrium point and maxima below it are
interpreted as phase slips, meaning the Hilbert phase ceases to be monotonic and moves backwards. This restriction is due
to the fact that the phase relates to harmonic oscillations and consequently applies only to 2D systems.

The method is extensively used in the Hilbert-Huang transform [85]. This is the process of taking the IMFs from EMD
and applying the Hilbert transform to each to find the instantaneous frequencies. The amplitudes of the IMFs at each point
in time are then added to the appropriate frequency bins to give a time-frequency representation of the decomposition.
A significant advantage of this method is that, like EMD, it does not suffer from the effect of high harmonics. Also, since
it uses all of the decomposed IMFs in a single representation, it is less affected by the mixing of components between the
IMFs. However, the Hilbert-Huang transform also carries across all of the problems associated with EMD, including the
propagation of errors through the IMFs.

5.2. Short-time Fourier transform

Other than by using a decomposition method beforehand, techniques to calculate the instantaneous frequency cannot be
applied to the complex time series analysed in this review. However, direct transformations to the time-frequency domain
also exist, with an applicability independent of the form of the time series.

The first of these is the short-time Fourier transform or STFT (also known as the windowed Fourier transform), which was
developed as a solution to the shortcomings of the Fourier transform when dealing with nonstationary time series [100].
This was achieved by giving a time—frequency representation of a time series.

The STFT works in an intuitive way by computing a Fourier transform over a sliding window. As the window moves
through the time series, the Fourier spectrum of the window is assigned to the central point. This gives a representation of
the frequency distribution at each point in time. Using (C.10), the STFT is defined mathematically as:

/2 .
fo.n= [ sw-orawe " (32)
—L/2
where g (u) is a rectangular’ function of length I that is zero outside of the interval —I/2 < u < [/2. The variable w is directly
related to the frequency f, by f,, = i%;, while t is the time. In addition to the frequency spectrum, the complex coefficients
of the STFT also provide information about the phase of the components (i.e. the position in the cycle with respect to time).

Unfortunately, at the same time as solving the problems caused by nonstationarity the STFT creates the new problem of
time-frequency localization. The most significant change from (C.10) to (32) is that the length of the time series L has been
replaced with the length of the window L. Since the basis of the original Fourier transform (i.e. the Fourier series (20)) is to
represent a time series as a sum of sines and cosines with integer angular frequencies w = 1, 2, 3, .. ., the frequency step or
resolution in (21) is given by 1/L. When using the whole of the time series in the transform the effect of this resolution limit
is negligible unless there are separate components very close in frequency. However, in the case of the short-time Fourier
transform only part of the time series of length [ is transformed at any time, meaning that both the frequency resolution and
the lowest detectable frequency are instead given by the inverse of the window length, 1/1.

This problem has in fact already been illustrated in Fig. 15, where a larger convolution function provides poorer resolution
in time but a much sharper cut-off frequency due to a higher resolution in frequency. The relation between time and
frequency resolution is known as the Gabor limit [100] and it in fact has many similarities to the Heisenberg uncertainty
principle of quantum mechanics. If a small window is chosen then more information is available about changes in the time

1 For optimal localization in time a Gaussian window can be used instead, in which case the operation is known as the Gabor transform [100].
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Fig.21. Short-time Fourier transforms with varying time and frequency resolutions. (a) and (b) are of a time series containing a sine wave with a frequency
which starts at 10 Hz, then jumps to 5 Hz and finally rises to 15 Hz. (c) and (d) are of a time series containing a chirp signal which increases linearly in
frequency from 5 to 45 Hz over 100 s. On the left hand side a short window of size I = 1 s has been used, giving good time resolution but poor frequency
resolution. On the right hand side a larger window of size | = 4 s has been used, giving better frequency resolution but poorer time resolution (as indicated
by gaps between the frequency jumps in (b)). In all cases a sampling frequency of 1000 Hz was used.

domain, although at the same time this sacrifices information from the frequency domain. On the other hand, a large window
can be chosen to provide more information about the frequency domain while losing information from the time domain.
These two extremes are illustrated in Fig. 21.

When there is a change in frequency of some oscillatory component, the corresponding Gabor limit of the chosen window
size is put to the test. Although the changes in Fig. 21(a) and (b) occur instantaneously, the shorter window results in a
stretching of the power along a large range of frequencies, while the longer window causes a division of the power into two
separate frequencies for several seconds.

In Fig. 21(c) and (d) it is interesting to note that the width of the line corresponding to the chirp signal is the same
regardless of the window size used. This indicates the finiteness of the Gabor limit and means that no matter how ‘optimal’
the window size is made, it is not possible to observe a precise change in frequency over a precise time interval.

5.3. Wigner-Ville transform

When looking for a method which is not as restricted by time-frequency resolution issues, the Wigner-Ville transform is
an appropriate alternative. The original Wigner function was developed within the realm of quantum mechanics as a quasi-
probability distribution [101]. However, years later the same function was derived independently by Jean Ville who applied
it in the context of time-frequency analysis [ 102]. It is calculated using the autocovariance, which is the covariance between
delayed versions of the same time series as is done when the autocorrelation is calculated (see Section 6.1.1). This gives a
measure of local time-frequency symmetry in the time series, and since it does not rely on windowing the time-frequency
resolution is not restricted. The Wigner-Ville transform (WVT) is given by:

oo T * T —2miwt
W= [ f (t + —)f (r - f)e dr. (33)
oo 2 2
In reality the values of t are limited by the length and sampling frequency of the time series. For time series containing only
real values, the Hilbert transform needs to be applied to f (t) beforehand (introduced in Section 5.1.2).
The advantage of the WVT over the STFT is that stationarity in the time series is not assumed over any time window.
However, the WVT is still very difficult to interpret since the transform is non-additive [103], which means that for two
components fi(t) and f,(t) of a time series,

Wi, = W + W, + Wy, + Wy, (34)

where W, , = ffooo X (t + %) y* (t - %) dt is the cross Wigner-Ville transform. These interference or “cross terms” appear as
peaks between two real components in the transform and are illustrated in Fig. 22(a). Various solutions have been proposed
to remove these terms while preserving the real peaks. The most popular takes advantage of the fact that cross terms
appear as oscillations in the transform (i.e. a series of peaks and troughs) which means they can be removed by appropriate
smoothing along the time and frequency axes. The smoothed WVT is given by

Ws(w, t) = /OO /OO ¢, YW (w — v, t — u)dudv, (35)
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Fig. 22. A log-scale plot of the WVT of a time series composed of a sine wave with frequency at 5 Hz and a chirp wave increasing linearly in frequency
from 1 to 10 Hz: (a) The standard WVT; (b) The smoothed WVT calculated using one-pass moving average windows of width 1 s and 1 Hz in the time and
frequency domains respectively. In both cases a sampling frequency of 1000 Hz was used.

where ¢ (v, u) is a kernel designed to filter out the cross terms. Unfortunately, this kernel introduces averaging over both
time and frequency, which essentially reduces the resolution in each of these dimensions [104]. In Fig. 22, the moving
averages remove the main effects of the cross terms but as a result increase the thickness of the lines corresponding to the
two components. Overall, the advantages of the WVT over the STFT are therefore limited.

5.4. Continuous wavelet transform

By far the best solution to the time-frequency resolution problem of the STFT is to move away from the Fourier basis
of sines and cosines to a new basis of wavelets. As already discussed in Section 4.2.2, wavelets have been developed to give
“optimal” time-frequency resolution which is achieved by using an adaptive window. The continuous wavelet transform
(CWT) is found by converting (32) to this new basis,

L/2
Wr(s, t) = / (s, u—t)f(u)du, (36)
Y
where ¥ (s, t) is the mother wavelet, which is scaled according to the parameter s to change its frequency distribution
and time-shifted according to t. This transform differs from the discrete wavelet transform discussed earlier because the
frequency scale is continuous, meaning the wavelet components Wr (s, t) can be calculated for any arbitrary frequency.

Rather than computing a “stand-alone transform” for each time window, the CWT performs a different calculation
depending on both time and frequency (or more specifically, s). This means a new wavelet and window size is used to
calculate each scale, with a small wavelet | window for high frequencies and larger ones for low frequencies. Hence, the
time resolution at high frequencies is not degraded by the condition of needing a large window to detect low frequencies.

The main difference from the discrete wavelet transform (DWT) is that here the basis given by the mother wavelet is
not necessarily orthogonal. This means that the wavelets have overlapping frequency bands and the components Wr (s, n)
contain redundant information, as shown in Fig. 23. When applied to a single sine wave the details of the DWT contain
completely independent phases, while the phase of the CWT is the same for all frequencies (neglecting edge effects). This
means that a strong oscillatory component, harmonic or otherwise, can often dominate the CWT through a wide range of
frequencies, eliminating any legitimate low-amplitude dynamics at those frequencies.

To increase time-frequency resolution to the very limit dictated by the uncertainty principle, the wavelet window needs
to have a Gaussian shape [ 105]. Applying this principle and keeping the same sinusoidal basis as the Fourier transform gives
rise to the Morlet wavelet [ 106],

1 amivet 2w\ _ 12
e s —e 2z Je 22 (37)
Y ’

where s = 1/w. The parameter . is the central frequency, which determines the time-frequency resolution of the wavelet;
high values of w, glve good frequency but poor time resolution while low values of w. give good time but poor frequency

w(s,t) =

resolution. The e 252 part specifies the Gaussian shape of the window and stretching of the wavelet with respect to s while
2w,
e 7 s equivalent to the basis of the Fourier transform (C.8). In a sense, for each scale the Morlet wavelet transform can
be thought of as the analytic signal of the bandpass-filtered dynamics around a specific frequency.
After optimally incorporating the time and frequency domains and removing many of the issues of dealing with
nonstationary time series, the CWT can be interpreted much in the same way as the Fourier transform. While this is obviously

an advantage when comparing the coefficients of the two transforms, it also means that the CWT inherits the same problem
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Fig. 23. Comparison between the discrete and continuous wavelet transforms of a 1 Hz sine wave with a sampling frequency of 100 Hz: (a) D
decomposition using Daubechies-20 wavelets [92], showing the detail at each level; (b) Real part of the CWT using the Morlet wavelet (v, = 1) for
the frequencies corresponding to the centre of the levels in the DWT decomposition.

of high harmonics that was previously illustrated in Fig. 9. However, the fact that the wavelet transform obtains time-
dependent phase information means that it is possible to detect relations between oscillations and identify the harmonics
caused by nonlinearity. Therefore, despite the fact that the wavelet transform is a linear transformation, methods have now
been developed that use it to find and extract nonlinear oscillations [107].

The main contrast to the Fourier transform is that the Morlet wavelet transform is continuous, which means that although
the amplitude is analogous to the Fourier amplitude, the calculation of the power is not as simple as in (22). To find the
wavelet power spectrum, the modulus square of the wavelet transform must be integrated over frequency,

w+d7w
Pu@n = [ W, 0f do, (39
-2

This means that values of either the power or energy of the wavelet transform for finite data (i.e. finite frequency resolution)
can only ever be estimates.

When comparing the CWT with the STFT, a significant improvement lies in the frequency scale. While the STFT has a
linear scale, the scale of the CWT is logarithmic. This means that at low frequencies the energy is divided into many more
coefficients, making it easier to distinguish several low frequency nonstationary components which would otherwise be
merged into the same frequency interval in the STFT.

It might seem that the time-frequency resolution limit can be bypassed by using wavelets to decompose a time series
into separate components and then applying the Hilbert transform to obtain the instantaneous frequency of each. The same
idea can actually be applied directly using only the CWT and is known as a squeezed wavelet transform. This approach,
developed by Daubechies [108,109], uses the phase information in the wavelet transform to calculate the precise frequency,
from which the amplitude of each point arises. Using this technique, it is indeed possible to determine the instantaneous
frequency of several components in a time series with respect to time. However, the finite frequency resolution of the
wavelets means that the components have to be well-separated in frequency for this to work. If this is not the case then
the overlapping wavelets will detect elements from both components, meaning that the phase and instantaneous frequency
cannot be defined. This results in the same time-frequency ‘blurring’ as seen in the standard CWT.
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Fig. 24. Continuous Morlet wavelet transform of time series from: (a) Lorenz system; (b) Stochastic Duffing system; (c) Non-autonomous Poincaré system.
The power was calculated by integrating with respect to frequency over the squared wavelet transform. Due to computer processing limitations, the time
series were downsampled by a factor of 10 so that the sampling frequency was 100 Hz for the Lorenz and Poincaré systems and 20 Hz for the Duffing
system. A central frequency w. = 1 was used for the wavelets.
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Fig. 25. Continuous Morlet wavelet transform of the z-component for the Lorenz system for the same parameters as used in Fig. 24(a).

5.5. Analysis

After indicating its advantages over the STFT and WVT, the CWT is presented here as the optimal representation of the
complex systems in the time-frequency domain.

Fig. 24 shows continuous wavelet transforms of the three complex systems. Viewing a time series in this way not only
determines whether it is nonstationary, but it also shows the degree of nonstationarity. For the time series of the Lorenz
and stochastic Duffing systems the frequency distribution changes continuously, while for the non-autonomous Poincaré
system the dynamics is confined within the same frequency range for the entire duration. Therefore, while the frequency
distribution is similarly broad and complex as in the case of the chaotic and stochastic systems, the time series of the non-
autonomous system is actually less nonstationary. Therefore, while this might not be an intuitive result, it shows that a time-
dependent output of a system is more closely related to the instability of that system than to an inherent non-autonomous
component.

Perhaps the most noticeable observation in Fig. 24 is the very broad spectrum of the dynamics for the Lorenz system
when compared to the others. This is due to the random switching between orbits around the two fixed points in phase
space, which can be appreciated when it is compared to the wavelet transform of the z-component as shown in Fig. 25.
The contrast between these two wavelet transforms is relevant to the limitations of the time delay embedding theorem as
discussed next in Section 6.1.2. When only the z-component is considered the dynamics is confined to the higher frequencies
~1 Hz, which means the dynamics occurring on longer timescales are neglected.

5.6. Summary

At the interface between the time and frequency domains a huge amount of extra information appears that was not
present in either the time or frequency domains alone. By knowing the frequency of an oscillation at every point in time
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we automatically obtain the complete phase dynamics of the oscillation as well. This makes the time-frequency domain
extremely useful for looking at the interactions that take place between oscillations, as will be discussed later in Section 8.4.

The extension of the Fourier transform to the time-frequency domain removes the ambiguity when analysing
nonstationary time series. This means that complex time series consisting of many oscillatory components can be
distinguished from a single oscillation with a time-varying frequency. This is especially important for deterministic non-
autonomous systems, which might otherwise be identified as being stochastic.

Despite these advantages, moving to the time-frequency domain means that a fundamental limit is placed on the
resolution along both the time and frequency axes. Some methods are able to get around this limit but come with their
own caveats such as the production of cross terms or the requirement that all oscillatory components are well-separated
in frequency. Arguably though, the only method which improves the time-frequency resolution of the short-time Fourier
transform without drawbacks is the continuous wavelet transform.

Despite having a linear basis, the wavelet transform also offers a way to deal with nonlinear systems by extracting
phase information in time, which can then be used to piece together the harmonics of a base oscillation [107]. However,
even without this further analysis the wavelet transform provides an informative representation of complex dynamics. The
difference between the change in the frequency spectra for the more nonstationary chaotic stochastic time series and the
time series from a stable non-autonomous system is clear in the time-frequency domain. This representation is therefore
extremely useful for identifying non-autonomous dynamics.

6. Phase space

As seen in Section 2.3, a common way of analysing dynamical systems is to observe how they are represented in phase
space. This is a very simple process for numerically generated systems where the raw dimensions x, y, z etc. are obtained
directly. However, extracting the same phase information from a single time series poses a significant challenge.

This section will initially cover the steps needed to transform a single time series of a dynamical system to phase space.
Later on, a method to determine the stability of trajectories in phase space is considered. Lastly, a method to extract the
dimension of the attractor for each of the systems will be introduced.

6.1. Embedding

The process of transforming a time series x(t) into phase space is known as embedding. The framework of this transfor-
mation was developed by Floris Takens [ 110] and Ricardo Maiié [111] and involves the construction of an embedding vector
for each point in time;

x(t) = [x(t;), x(t; + 1AL), ..., x(t + (d — 1)IAD)], (39)

where d is the embedding dimension and [ is an integer, both of which must be chosen prior to embedding. The dimensions
of the reconstructed attractor are therefore composed of time-delayed versions of the data in x(t).

6.1.1. Parameter estimation

For the choice of [, the embedding theorem specifies no conditions. Technically any delay time IAt (so long as it is not
exactly equal to the period of an oscillatory mode) should give a “correct” reconstruction of the attractor, preserving all
of its local properties. However, in practice it is necessary to have a delay that maximizes the spread of the data in phase
space and reduces the statistical errors of analytical phase space methods [112,113]. In general, the optimal time delays are
neither extremely short, so that the values in the embedding vectors are essentially the same, or extremely long so that the
values are uncorrelated variables [114].

Estimating the optimal time delay is simplest when the time series contains a dominant oscillation. In this case the delay
time can be set as a fraction of the approximate period (ideally 1/4), allowing the coordinates to span the extrema of the
oscillation [113]. However, when the dynamics contain several periodic components, statistical methods must be employed
instead.

The autocorrelation function is a simple tool that can be used to find time delays that give the least correlation between
points in a time series, hence causing points to spread out in phase space. It is defined as

3 (x(t + 140) — D (6 )
rl) = "=—— : (40)
3 (x(t) — 2

i=1

wherex = ﬁ Zf:' x(t;) is the mean [82]. The appropriate time delay for embedding can be taken as the smallest value of |
for which r(I) = 0. However, a significant problem with this method is that it looks for linear correlations, which makes the
estimate of | dubious when it is applied to nonlinear systems. The autocorrelation function also neglects time-variability,
which often results in overestimates of the time delay when applied to nonstationary time series. Another method was
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therefore devised by Fraser and Swinney [115] that uses the idea of mutual information. This is a measure of how much
information about one data series is shared with another, or in other words it is how much the uncertainty of one data
series is reduced if you are given the other one. For the time series x(t) starting at t, and the delayed time series x4(t)
starting at t, + [At the mutual information is given by

Py, (x(t7), x4(t7)) )
Po(x(t)) Py, (xa(t)) )

where Py and Py, are the probability distributions for x(t) and x,(t) respectively and Py, is the joint probability distribution
(the probability of observing a value from one time series and a value from the other at the same time). In a similar way to
the previous method, the first local minimum of I (IAt) is used to determine a suitable value of I. However, the dependence
on time series probability distributions needs careful consideration and a discussion on this is provided in Appendix D.1.

For the estimation of d, the embedding theorem states that in order to correctly reconstruct the system in phase space
for any [, the following condition must be met:

d>2D+1, (42)

where D is the smallest theoretical dimension of phase space for which the trajectories of the system will not overlap [116].
Of course, such a condition does not need to be strictly adhered to as if the overlapping of trajectories is minimal, the
properties of an attractor reconstructed using a lower embedding dimension are almost identical. Unfortunately though,
this condition has little meaning when examining observed time series where D is not known. For this purpose, the method
of false nearest neighbours was developed as a way of estimating the dimension [117]. For a given d, each embedding vector
is paired with its nearest neighbour, i.e. the one separated by the smallest Euclidean distance Ry:

N—I
TUAL) =)~ Puyy (x(t1), Xa(t)) log, ( (41)
i=1

Ry = ([x(t;)) — X(tNN)]Z + [x(t; + LAt) — x(tyy + lAt)]z + oo+ [x(t + (d — DIAL) — x(tyy + (d — 1)1At)]2)%, (43)

where tyy is the position of the nearest neighbour in the time domain. A new embedding dimension d + 1 is then used
and Ry 1 is now calculated for the same vectors that were identified as nearest neighbours in the previous embedding. This
method works on a brute-force basis, increasing the embedding dimension and checking whether the change in distance
between nearby points agrees with that expected for the correct dimension. If (Rf, 1 Rﬁ) /Rﬁ is greater than some threshold

value R% then the vector pair are labelled as false nearest neighbours. The choice of Ry is entirely subjective although others
have stated that the algorithm performs well for 10 < Ry < 30 [117,118]. If the percentage of false nearest neighbours
is high (typically >1% [117]) this implies that other dimensions have been projected onto the d-dimensional phase space,
causing points that would otherwise be completely separate to appear close together. The procedure can then be repeated
ford 4+ 1,d + 2, ... until the percentage of false nearest neighbours is sufficiently small so that the embedding dimension
satisfies a similar condition to (42).

Estimating the required embedding dimension in this way might seem like unnecessary hassle, given that the condition
in (42) does not state a maximum value for d. One might think that it is acceptable to simply make it arbitrarily large and
this is true for completely deterministic systems. However, if there is even slight contamination with noise these higher
dimensions can suddenly become populated with unrelated stochastic dynamics [116]. Any analysis on the reconstructed
attractor of the system will then be susceptible to treating this noise as part of the deterministic dynamics.

6.1.2. Limitations

The theorem of Takens and Mafié can be applied to any data but care must always be taken. In particular, the procedure
is quite arbitrary when constructing the embedding vectors, which can mean that a lot of redundant information is present
when it is adapted for multivariate data. This causes problems when investigating causality between different processes and
an alternative embedding procedure has therefore been devised to tackle this [119].

Another issue is that the theorem only assures that embedding preserves the local structure of the system’s attractor.
This means that for each point in the original phase space there will be points in the reconstructed phase space with a similar
distribution of neighbours.

However, the theorem does not assure that the larger structure of the attractor is preserved. This is illustrated in Fig. 26
for the Lorenz system, where completely different shapes of the attractor are observed when time series from different
system coordinates are used for the phase space reconstruction. As mentioned earlier, this is related to Fig. 25 where the
dynamics corresponding to the movement between the two separate fixed points is represented by the low frequencies in
the wavelet transform. Therefore, the issue of non-unique phase space embeddings is actually an issue of restricting the
analysis of systems to certain timescales.

Despite this limitation, the preservation of local structure in embedding still provides a great deal of information about
the stability and dimensionality of the system. The following methods use embedding as a tool to extract this information.

6.2. Lyapunov exponents

By reconstructing the phase space of a system, one can immediately observe features such as limit cycles and strange
attractors. However, all representations of time are lost in phase space, which means it is not possible to answer questions
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Fig. 26. Time delayed embedding of the Lorenz system with IAt = 0.06 s and d = 3, using: (a) the x-coordinate; (b) the z-coordinate.

relating to stability or whether specific features observed in phase space relate to transient dynamics or if they are present
throughout the entire time series. For example, observing a spiral in phase space means that there is an oscillation in the
system that could either be gaining or losing amplitude over time.

The calculation of Lyapunov exponents is a technique designed to address this issue by providing a quantifiable measure
of how trajectories in phase space change with time. Also known as characteristic exponents, they were first introduced by
Aleksandr Lyapunov in 1892 [120] and are a measure of the rate of divergence (or convergence) between two infinitesimally
close trajectories. If the initial separation between two trajectories is §X(t,) then at some future time t the separation will
be given by

18x(6)| = |e2 ™) 8x(t,)], (44)

where A = [Aq, Aa, ..., A4] are the Lyapunov exponents. Although x(t) relates to the trajectory of the system as a whole,
an exponent can be calculated for each dimension of the phase space, leading to what is known as the Lyapunov spectrum.

The calculation of Lyapunov exponents requires numerical analysis even in the direct approach where the equations of
a system are assumed to be known. The methods to do this were proposed by Eckmann and Ruelle [10] and also Sano and
Sawada [121]. The time derivative or “flow” of the trajectories in phase space is first calculated,

fx(0)) = X (45)
X = .
dt
The elements of the Jacobi matrix J for a specific point in the flow,
of (x(1));
Jux(©) = == (46)
Xk

are then found (i.e. either estimated from trajectories embedded in phase space or calculated directly if the equations are
known). Considering a small perturbation §x(t,) in the trajectory at t,, the separation between the original and the perturbed
trajectory after some time will be given by [122]:
8x(to +52At) = J(X(t + (s — DzAL)) - J(X(t, + (s — 2)zAL)) - - - J(X(Lo)) - 6X()
= Y(x(to), 5) - X(t), (47)
where s is the number of steps in time and z is the number of points between each step. It was proven by Valery
Oseledets [123] that the matrix

1
A= lim [Y(X(t),s) - Y(X(t,), )" ]* (48)

5—>00
and its eigenvalues e*1, e*2, . .., e’ can be computed, where A; are the Lyapunov exponents. The important feature to note,

however, is that these are global exponents. This means that they will only give an average over the entire time interval. In
addition, they can only ever be approximations since the limit s — oo cannot be fulfilled for a real time series. For these
reasons, local Lyapunov exponents were introduced by Abarbanel et al. [116]. In this case the eigenvalues of the following
matrix are used instead:

A(Y (X(t5)), 5) = [Y(R(to), 5) - Y (X(L,), s)T]% , (49)

where the matrix and derived exponents are now dependent on the initial point t, and a time window given by sz At. The
formulation of (48) and (49) would seem to suggest that maximizing the number of steps s should give the most accurate
exponents. However, the size of the time window is in fact the only free parameter that can be arbitrarily set to increase the
accuracy. Reducing z At instead leads to many more matrix multiplications over a shorter time interval which, rather than
improving the results, actually increases the numerical error [124].

While the theoretical foundation for extracting Lyapunov exponents from time series seems straightforward, in practice
it requires a series of complex calculations. Several methods have been proposed [114,124,121] and there exist many more
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Fig. 27. A sketch of five trajectories moving in a clockwise direction within an attractor. The effective Lyapunov exponent A dictates the structure of the
attractor, with dense regions forming wherever a negative exponent dominates and sparse regions occurring when the prevailing exponent is positive.
Note that an attractor such as the one shown here would need to be embedded in at least a 3-dimensional phase space but the 2-dimensional sketch is
used here for illustrative purposes.

ways of implementing these in computer algorithms. However, a problem common to all of the methods is the huge number
of free parameters that are involved, most of which depend entirely on the nature of the system under analysis. In addition
to the parameters from the embedding, the estimate of Y (x(t,), s) requires a decision of what is ‘local’ to each point. This
is important because in addition to there being a minimum so that the number of neighbouring points N > d, there also
has to be a maximum N so that the local area does not span a wide space with respect to the size of the attractor [121]. To
calculate the change in J(t) for each reference point there also needs to be a basis in phase space to approximate the system
dynamics, which could be a least-squares fit [ 124], quadratic polynomials [ 122,114], high-order polynomials [ 125] or radial
basis functions [122,125]. The remaining parameters, s and z, are also important choices since they dictate the timescales of
dynamics that are analysed, introducing the same possibility of bias as the choice of | for embedding.

Important properties of the system can be determined by examining the signs of the Lyapunov exponents. If the exponent
for some direction is positive then any two close trajectories moving in that direction will diverge exponentially. Conversely,
if the exponent is negative then the trajectories will converge exponentially. A zero value exponent implies that the
trajectories remain parallel, neither diverging nor converging. Ultimately, it is the combination of these exponents that
results in the shape of the attractor, as illustrated in Fig. 27.

In a dissipative system the sum of all Lyapunov exponents is negative since such a system is defined by all trajectories
converging to a fixed point. However, it is important to note that this is not a causal relation; a negative exponent also exists
in the autonomous Poincaré oscillator because all trajectories converge to the same limit cycle. Additionally, if the largest
exponent is positive then the system is chaotic.

The most significant problem of calculating the Lyapunov exponents using this method is that the results are parameter-
dependent, especially for s and z. Unlike the embedding procedure, there is no direct way of estimating suitable values
for these parameters. Although in theory the condition s — oo should hold, in practice the Jacobians J(x(t)) contain a
finite amount of data and are therefore approximations of the actual flow of the system. Consequently, the long sequence of
multiplications in (47) can actually result in large errors. This means QR decomposition has to be applied in order to prevent
ill-conditioned matrices [114,124].

A simple solution to the parameter-selection problem was found by Parlitz [ 126]. In this case the exponents are simply
recalculated after reversing the time direction so that the time series x(t) becomes:

xrev(ti) = x(thi)~ (50)
The new Lyapunov exponents calculated from x..,(t) should then be equal to the original ones but with the opposite signs.
Exponents that do not change upon time reversal are spurious, meaning they have not been accurately calculated. The
parameters of the method therefore need to be adjusted until this criteria is met [126], leading to an ‘optimal’ values for
s and z. The only remaining problem is that in some cases the range of parameter values for which the calculation works
is quite small, which makes the possibility of temporal bias is even stronger, i.e. it is not possible to recalculate for other
timescales where the values of the exponents may differ.

6.3. Rényi dimensions

It is possible to relate the idea of thermodynamic states to the phase space of a dynamical system. As mentioned
previously, the connection between entropy and the distribution of states is an important concept in both cases, particularly
when defining complexity. However, a more convenient way of quantifying this property is to define a minimal dimensional
space for which the system attractor can be projected on and still retain the same entropy. Following from (5), Rényi
dimensions are defined as [127-129]

e pf
D, = lim !

1
e—0 In % ’ (5 )

where in this context p; are the probabilities of the system being at various areas of width ~e¢. This concept is analogous to
the minimum dimension D of phase space for which the trajectories of the system do not overlap (which is essentially the
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minimum dimension for which the attractor retains its deterministic property). Lower values of D, correspond to systems
where the dynamics do not contain much information, while the opposite is true for large values. It is also worth noting
that D, is a decreasing function with Dy > D; > D,. These dimensions are also directly related to the fractal nature of the
attractor, or in other words the extent to which the states of the system fill phase space. This will be returned to in Section 7.

One of the most widely used phase space measures is the correlation dimension D,. The relatively high value of « in
this case means that this measure is influenced primarily by the dense regions of phase space, which contain information
from many trajectories around the attractor. In order to estimate D, an algorithm was created by Grassberger and Procaccia
[130,131] which can be applied directly to an embedded time series. Takens also proposed a probabilistic way of estimating
D, [132] although it has not been as widely used.

The algorithm of Grassberger and Procaccia begins with the computation of the correlation integral,

1 ny My
€®=yn=1 ;;H(a — 1% — %D, (52)

iz
where H is the Heaviside step function and n, is the number of embedding vectors. This integral is simply a sum of
the number of “neighbouring” embedding vectors, defined as those that have an absolute distance < &. The correlation
dimension is then defined as:
D, = lim lim M (53)
e—>0N—>o0 d(]n 8)
Due to the finiteness of real-world time series, the limit N — oo is difficult to satisfy and causes large errors for the small
values of ¢ required for calculating D,. The true value of D, must therefore be estimated from the plateau where %
stays constant as Ine — 0. An additional source of complication is that C(¢) will be different if other values of d and [
are used for the embedding. However, this is not necessarily a disadvantage as the procedure can simply be repeated for a
range of d and [, using the region of convergence to find the most reliable estimate of D,. While this procedure is sensitive to
noise, it is extremely useful in distinguishing genuinely deterministic fractal dynamics from stochastic dynamics (for which
convergence does not occur) and was one of the first methods to provide such a test. The calculation of the correlation
dimension therefore became an important link between the theory of dynamical systems and actual experimental data.
The Hausdorff dimension Dy is another measure used to describe systems in phase space. It can be thought of as a general
measure of how properties such as the information content and space-filling characteristics are related to the scale [133].
The Hausdorff dimension is commonly estimated using the box-counting method, with

— log Nyox (€)
0 log(1/e) ’

where Ny is the number of boxes of side length € required to cover the trajectory of a system in phase space. However,
more computationally efficient algorithms have also been developed [134].

A quantity which is related to the Rényi dimensions can also be derived from the Lyapunov spectrum. The Kaplan-Yorke
dimension is defined as [135,131,136]:

D PR |
Dgy =j+ SLELIRER . (55)
[Aj1]

Dy (54)

where the Lyapunov exponents A; are ordered from largest to smallest and j is the largest integer for which A1 +- - - 4+4; > 0.
This dimension is equal to the information dimension, D. It was shown by Grassberger and Procaccia [131] that Dxy provides
an upper limit of Dy for the condition Dy = D; = v, where v = 'ﬁ’fgc(g) is the estimated value of D,.

One of the benefits of calculating Rényi dimensions is that, in a similar way to the false nearest neighbours method, they
can be used to estimate the appropriate embedding dimension d. The reason for this is that if d is smaller than D, then
the Rényi dimension will simply take the value of d. D, can then be recalculated for higher embedding dimensions until
they converge to the same result, where the lowest embedding dimension to converge to this result can be used for other
analysis. Additionally, this convergence also gives confidence in the estimate of D,.

6.4. Eigenvector decomposition

Although the output of the previously discussed decomposition methods is in the time domain, some methods also
make use of phase space to separate the components of a time series. Decomposition by eigenvectors refers to a large
group of methods which rely on transforming a time series to a matrix format and from that creating a basis of orthogonal
modes which make up the time series. The technique can be applied in cases where several variables are known (including
the widely-used independent component analysis [137]), in addition to the single-variable case. Since the problem of
multivariate time series are not dealt with here, only a single variable case will be considered and specifically the
Karhunen-Loéve expansion [138,139].
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Also known as principal value decomposition, this method is the foundation for other popular methods including
the more recent singular spectrum analysis [140] and it is also strongly related to the embedding methods discussed in
Section 6.1. The following matrix is first constructed in the same way as the embedding vectors in (39),

X(t‘]) X(fz) . X(fN — (d — 1)1At)
x(ty + LAD) Xt +1AD) .. x(ty — (d — 2)lAD)
Xty + (d — DIAD) X6 + (d — DIAD) ... x(ty)

where d and I must be chosen with the same considerations as discussed before [141]. Across the horizontal direction this
matrix simply represents a trajectory in d-dimensional phase space. The next step is to compute the correlation matrix,
which gives the strength of correlation between different dimensions of the embedded time series,

c=A’A, (57)
with eigenvectors v; and eigenvalues o; given by:
Cv; = ov;. (58)

The eigenvectors are used to form the rows of a new matrix V and are ordered with respect to the size of the corresponding
eigenvalues, i.e. so that the eigenvector with the largest eigenvalue makes up the first row of V, the one with the second
largest makes up the second row, and so on. The ith mode of the time series decomposition is then given by f\i = h,-vl-T where
h; is the ith row of the matrix

H=AV’ (59)

and V; is the corresponding row of the matrix V. The number of modes is equal to the embedding dimension d, with the first

mode A; representing the component with the most energy in the time series.

The set of decomposed modes makes up an orthogonal basis which can be summed together to obtain a representation
of the original time series, much like with the Fourier series. The reconstruction is representative of the time series provided
that the embedding dimension chosen is greater than or equal to the number of non-zero modes. For the simple case of
a sine wave, the number of non-zero modes required to reconstruct the time series is 2 since in phase space a sinusoidal
oscillation appears as a 2D circle [ 141]. For more complex dynamics a greater number of modes is required. However, even
when the chosen embedding dimension is smaller than the number of non-zero modes, the main characteristic orthogonal
components of the time series should still be preserved [141].

One problem of the Karhunen-Loéve expansion is that it requires a stationary time series. The eigenvalues o; are not
time-dependent, which means the method has the same limitations as the Fourier transform. In particular, this means that
whenever nonstationary components are present, the number of modes required to reconstruct the time series correctly is
artificially large. A solution to this problem is instead to calculate the modes over a local window by replacing N in (56) with
the window length L. This method acts in a domain analogous to the time-frequency domain and the same solution is in
fact used in the short-time Fourier transform (see Section 5.2). However, since all of the modes must be calculated from the
same matrix the window length L is constant for all modes, regardless of the oscillating frequencies involved. This forces us
to make a choice between a small window that will reduce the effects of a nonstationary time series or a large window that
will be able to preserve low frequency dynamics, but not both.

Another complication is that the number of modes is dependent on the embedding and, in particular, the embedding
dimension must always be higher than the number of actual modes in the time series. For example, a stationary oscillation
such as a sine wave appears as a limit cycle in phase space, meaning that 2 dimensions are required for the embedding.
However, this will result in two sines in the final decomposition [141]. This means that the Karhunen-Loéve decomposition
is never a condensed transformation, but retains a significant amount of redundant information.

6.5. Analysis

6.5.1. Embedding

The embedding parameters were chosen for each time series using the first minimum of the mutual information for the
time delay and the false nearest neighbours method for the dimension. In the latter case, the smallest dimension for which
the percentage of false nearest neighbours is < 1% was chosen.

Fig. 28(a) shows the false nearest neighbours for both the deterministic and stochastic non-autonomous Poincaré
oscillator. When viewed at a specific point in time, as shown in Fig. 6(b), the non-autonomous attractor has a dimension
~1. This means that it would require an embedding dimension of d ~ 3. However, since the time delay embedding
method removes all time-dependent information, the actual dimension estimated by false nearest neighbours is 5. The
time-dependent components are therefore incorporated into the autonomous attractor in the same way as the stochastic
dynamics in the other systems.
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Fig. 28. Percentage of false nearest neighbours versus the embedding dimension for: (a) Poincaré oscillator under forcing as given in Eq. (19) with different
ratios of the deterministic and stochastic non-autonomous terms; (b) Duffing oscillator as given in Eq. (18) with standard stochasticity (8 = 1,y = 0,& =
0.2), stochastic resonance (8 = —1,y = 0,& = 0.2),chaos (8 = —1,y = 0.3,§ = 0), chaos and stochasticity (8 = —1,y = 0.3,& = 0.2). The
calculation parameters used were Ry = 20 and A, = 2.

The equivalent plot for the Duffing oscillator is shown in Fig. 28(b). Here the periodic forcing component actually reduces
the required embedding dimension when the same stochastic forcing is added on top. This effect can be explained by the fact
that points spread out more in phase space when the apparent dimension of the system is increased through the addition
of a non-autonomous term. This means that Ry, as given in Eq. (43), has on average a larger value than when there is no
periodic forcing. This effect can also be seen in the parameter 8, where the existence of two potential wells for 8 = —1
causes the points to spread out in the same way, so that the number of false nearest neighbours is smaller than the 8 = 1
case for the same intensity of stochastic forcing. The fact that the simple limit cycle Duffing oscillator with added noise
(B = +1,y = 0,& = 0.2) has the greatest percentage of false nearest neighbours shows that the required embedding
dimension cannot be used to give an indication of the complexity of the system, or indeed of the dimension of the attractor.

6.5.2. Lyapunov exponents

Fig. 29 shows plots of the three Lyapunov exponents calculated from the attractors generated directly from the simulated
data for the Lorenz system. Non-spurious exponents were found for z &~ 35 ms with the number of steps s > 14. However,
this value of s is much lower than what is required in practice for observed non-autonomous systems [122]. It is clear that
the different numerical integration schemes do not affect the computation of the Lyapunov exponents. This reinforces the
result of Zeni and Gallas [ 142] who investigated the value of the largest Lyapunov exponent of the chaotic Duffing oscillator
integrated with the fourth-order Runge-Kutta scheme. In their analysis, a change in the integration step h had no effect on
the exponents apart from the extreme case where h > 0.1s.

The Lyapunov exponents for the analogue Lorenz system in Fig. 29 appear far from the others because the system is
contaminated with noise. In fact, for all the systems tested that contained a stochastic component, the exponents remained
spurious for a wide range of parameter combinations. The reason for this is that the method relies strongly on the system
being deterministic over short timescales. Even if chaos or a stable limit cycle is apparent over longer timescales, the method
requires S — oo so that all of the Jacobians are calculated over small timesteps. This is where the effect of noise is most
obvious so it becomes impossible to resolve the true Lyapunov spectrum.

Fig. 30 shows the evolution of the exponents in time for the non-autonomous Poincaré system for one set of parameters
but it was found that for any choice of parameters the exponents would always be spurious at some periods in time. In
this instance the method fails because the global exponent of the system is 0, which means the attractor is very thin when
viewed locally. This makes the estimates of the Jacobians less accurate and also more susceptible to noise for measured time
series [114]. The method is therefore biased against systems with either a zero or negative global Lyapunov exponent. This
was clearly demonstrated when it was applied to the periodically-forced Duffing oscillator (Eq. (8)) which, despite having a
non-autonomous component, worked well due to existence of a positive exponent and found three non-spurious exponents
with values A; = 1.57 £ 0.14, A; = 0.00 £ 0.02 and A3 = —3.49 £ 0.11.

Surprisingly, Fig. 30 also shows that there is agreement between the forward-time and reverse-time Lyapunov exponents
for the stochastic system, despite the fact that the method should not be able to calculate the exponents for noisy systems.
However, this is more likely due to a problem with the testing procedure: stochastic systems are governed by a Markov
process, which means that the same random dynamics is observed for whichever direction you travel in time. On the other
hand, in the deterministic systems the direction of time does play a role in the dynamics, which could make it more difficult
to find agreement between the forward-time and reverse-time Lyapunov exponents.

6.5.3. Correlation dimension
The correlation dimension D, is usually estimated by calculation of % versus Ine for increasing embedding
dimension [143,144]. The plateau where these lines appear to converge is taken to be the estimate for D,.
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Fig. 29. Lyapunov exponents and reverse Lyapunov exponents for attractors reconstructed directly from the simulated trajectories for the Lorenz system
with: (ad)z = 0.15; (be)z = 0.35s; (cf)z = 0.5 s. In each case s = 15/z. The integrated system using h = 1073 sis given by O, h = 10™* s by
0O,h = 107> s by A, the Lie-integrated by x and the analogue simulation by +. Noise contamination in the analogue case means that the exponents are
spurious for each z, while for the other time series the exponents only match for z = 0.35s.
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Fig. 30. Forward-time (black) and reverse-time (red) Lyapunov exponents for time delay embedded series: (a) Lorenz [s = 500, z = 0.2 s]; (b) Stochastic
Duffing [s = 500, z = 1.5 s]; (c) Non-autonomous Poincaré [s = 200, z = 0.5 s]. The parameters s and z varied in each case due to the dependence
on finding a fit between the forward-time and reverse-time exponents. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)

Fig. 31 shows that for the stochastic Duffing system the plateau in the correlation integral does not converge for different
embedding dimensions. This is in contrast to the results of Osborne and Provenzale [145] which showed that stochastic
systems have a finite and predictable value for the correlation dimension. However, this was later found by Theiler and
others [146,147] to be a consequence of not having enough samples N in the time series and the analytical derivation
shows that the correlation integral for pure 1/f® noise scales as C(¢) ~ . This dependence on the embedding dimension
occurs because the number of degrees of freedom in a stochastic time series is infinite, which means any finite embedding
dimension is insufficient to reconstruct the true distribution of states and consequently will not give unique results.
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Fig. 31. The derivative of the correlation integral for deterministic and stochastic test systems using the embedding dimension predicted by the false
nearest neighbours algorithm (black lines) and #-1 this dimension (red lines): (a) Lorenz; (b) Stochastic Duffing; (c) Non-autonomous Poincaré. The estimate
for the Lorenz system is the most accurate, while for the stochastic system it is dependent on the embedding dimension. For the non-autonomous system
it is significantly larger than the apparently one-dimensional attractor observed in Fig. 6(b). (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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Fig. 32. Eigenvalues from Karhunen-Loéve decomposition for different embedding dimensions: (a) Lorenz system ford = 4, ..., 10 and IAt = 0.17 s;
(b) Stochastic Duffing system ford = 5, ..., 11 and [At = 0.8 s; (¢) Non-autonomous Poincaré system ford = 5, ..., 11 and [At = 0.31 s. In each case

the eigenvalues have been normalized by dividing by the sum over all of the eigenvalues.

It can also be seen in Fig. 31 that the plateau for the non-autonomous Poincaré system occurs at a value significantly
greater than ~1 (the approximate dimension of the time-dependent attractor). This shows that the embedding procedure
has included the time-dependent components within the autonomous attractor, thereby increasing its apparent dimension.

6.6. Eigenvector decomposition

Despite the fact that Karhunen-Loéve decomposition gives a final result which is represented in the time domain, the
actual method still acts in phase space. This is clear from the plot shown in Fig. 32(a) where for the Lorenz system, which can
be embedded in phase space without problems, there is very little dependence on the embedding dimension d. However,
for the stochastic (b) and non-autonomous (c) systems, the distribution of eigenvalues changes in structure for each new
embedding, resulting in kinks that cross over the previous distributions. It is therefore clear that both stochastic and non-
autonomous components are included as higher-dimensional dynamics.

6.7. Summary

Phase space methods are an important tool in the time series analysis of classical complex systems which exhibit chaos.
Indeed, there is no other domain which is able to provide more precise information about the dimension and (in)stability of
a chaotic system. However, its application to other types of complex systems has significant drawbacks.

The fact that this type of analysis is based on deterministic systems makes it natural to expect that it would not perform
well when applied to stochastic systems. If one only has finite data then it is not possible to reconstruct a phase space with
the infinite amount of dimensions needed to analyse stochastic dynamics. In fact, for inverse problems there will almost
always be some measured noise in the system, even for deterministic autonomous systems. This restricts the main use of
phase space analysis to numerically-generated deterministic systems.

However, in addition to the problems encountered with stochastic systems, fully deterministic non-autonomous systems
also appear very complex in phase space. Such systems acquire extra dimensions and the lack of a positive Lyapunov
exponent means that the flow of trajectories is more subtle and difficult to capture statistically. Any analysis of non-
autonomous systems in phase space should therefore cause some amount of distrust.

There are also more specific issues with phase space analysis. While not a direct form of bias against any of the complex
systems, the method for calculating Lyapunov exponents from time series is still strongly geared towards chaotic systems.
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In the case of non-chaotic systems, and in particular non-autonomous systems, the exponents become spurious and difficult
to interpret. However, Lyapunov exponents are applicable to all types of deterministic systems. Despite this, the exponents
of a non-chaotic, non-autonomous system are indistinguishable from those of a stochastic system.

Similarly, the decomposition of time series in phase space was shown to have a strong dependence on the embedding
dimension for both stochastic and non-autonomous systems and it is consequently difficult to distinguish them from one
another. Decomposition in phase space therefore offers no advantages over the time domain methods shown earlier.

7. Complexity analysis

Complexity, as defined here, differs from its previous usage which has been mainly applied when referring to the number
of physical parameters and components required to define a system. Instead, complexity analysis deals with a quantity
similar to the Rényi entropy, characterizing the amount of disorder or ‘roughness’ of a time series. As will be discussed later
in this section, these two definitions of complexity are quite separate notions.

Two methods will be covered; firstly a statistical measure of complexity and afterwards a more in-depth form of com-
plexity analysis which acts in the time domain by using windowing. The latter method has connections to the dimensionality
analysis that is applied in phase space, so it will be possible to check for consistency between the different domains.

7.1. Hurst exponent
The Hurst exponent is a simple way of quantifying the complexity of a time series x by using statistical measures. It was
introduced in 1951 by Harold Edwin Hurst [ 148] using the idea of the rescaled range,

R
Ris = ga (60)

where S and R are respectively the standard deviation of the time series and range of the integrated time series as given by:

1 1/2
_ _ C_3\2
S = {n Z(x, %) } , (61)

I
X = EZX,-, (62)

R = max y; — min y;, (63)
1<i<n 1<i<n
i
=1

Hurst noted that as the segment length n of the time series increases, R;s also tends to increase as a power law. Plotting
log(n) against log(R;s), the Hurst exponent is defined as the gradient of the line, or in equation form,

Ris(n) = (cm)™, (65)

where c is a constant usually taken to be 0.5 [3]. Obviously, the estimated value of the Hurst exponent is dependent on
the intervals of the time series used to define R.s(n). Before calculating the Hurst exponent, the value of R.5(n) is therefore
averaged from the intervals [1, n], [n + 1, 2n], ..., [N — n, N] across the whole time series [ 149].

A Hurst exponent in the range 0.5 < H < 1 indicates that the time series exhibits mostly persistent behaviour (if y has
been increasing for some period it is likely to continue increasing) while if 0 < H < 0.5 this implies that the time series
exhibits anti-persistent behaviour (if y has been increasing for some period it is likely to start decreasing). White noise,
which is neither persistent nor anti-persistent, therefore has a value of H = 0.5. Note, however, that in many contexts it
is common to perform analysis on the first time derivative of the data, which means an exponent of H = 0.5 is sometimes
attributed to Brownian motion as well [ 150].

7.2. Detrended fluctuation analysis

An area that is closely related to complexity analysis is fractal analysis. The idea of fractals is that the normalized small
structure resembles the normalized large scale structure [151]. In the case of time series the scale refers to the size of the
time period over which the data is observed. A high fractal symmetry means that the shape of the time series as defined by
the high frequency fluctuations at small scales will appear similar to the shape as defined by the low frequency fluctuations
at large scales. Simple time series such as a single sine wave have the least fractal symmetry, whereas noisier signals with
many components have a high fractal symmetry, hence making it a good measure of complexity.
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A widely used measure of fractal scaling is the fractal dimension, D, which is used in the same sense as the Rényi
dimensions discussed earlier. It is defined as the exponent which dictates the number of similar structures ng at a scale
€ contained within a larger similar structure,

ng o< € DF, (66)

High fractal dimensions therefore correspond to very ‘rough’ time series, where the repeated fractal structure contains a lot
of detail.

The standard way of measuring fractal symmetry in a time series and to estimate D is with detrended fluctuation analysis
(DFA) as introduced by Peng et al. [152]. This method has since been adapted to analyse the scaling of cross-correlations
between different time series [153-155]. The goal of DFA is to find the self-similarity parameter « as defined in the equation

y(t) = ay (g) , (67)

where y(t) is the time series integrated over time (calculated by the cumulative addition of successive points) and a is the
scaling or magnification factor. This equation quantifies the fractal similarity by stating that the statistical properties for
timescales equal to 5 can be made equal to those at the larger timescale t by simply multiplying with the factor a*. If no
fractal symmetry exists within the time series then it is not possible to relate the amplitude scaling to time scaling as shown
in this equation.

In order to estimate « the time series is divided into sections of length n. For each section the local trend is removed either
by subtracting a fitted polynomial or the trend from a moving average with window length n (in which case the method is
referred to as detrended moving analysis (DMA)). As is always the case with polynomials, selecting the appropriate order
is an issue although the convention has been to use a first order fit [152,3]. The root mean square fluctuation for the scale
equal to n is then given by

1 N
F = |5 2 Yalt)?, (68)
i=1

where Y (t) is the integrated and detrended time series. The fluctuation F(n) provides a measure of the amplitude at the
corresponding scale which should follow the same scaling as in (67). By plotting log F (n) against log n, the self-similarity
parameter « is then given by the gradient of the line. However, this can only be calculated for straight sections of the line
since curved sections indicate that fractal scaling is not present (i.e. « is not constant but is in fact dependent on the scale).

The relationship between the DFA exponent and the fractal dimension of the time series is given by D = 3 — « for
2 > o > 1[156]. Fractal scaling is present in so-called 1/f noise, with Brownian (1/f2) noise having @ = 1.5 and white
noise (1/f°) having o = 0.5.

The presence of fractal symmetry also results in an almost miraculous connection between the domains of analysis.
In the frequency domain, as defined by the Fourier transform (21), the data scales according to the parameter 8 where
F(w) o w™?. The relation between « and 8 is then simply « = (1 + 8)/2 [157]. Therefore, despite the fact that 1/f noise is
defined by a variable with an infinite degree of freedom, the degree of freedom that relates to the actual invariant properties
characterizing the time series in each of the domains is actually very small. The detection of fractal scaling is therefore very
important in understanding the physics behind a time series and indicates a reduction in the number of physical parameters
needed to describe the system.

7.3. Multifractals

The methods discussed so far have been global measures of the complexity of the time series. This works well for
monofractal cases where there is a single scaling law present throughout the time series. However, it is very rare to
find a perfectly fractal time series, which was motivation for the development of a more general concept known as
multifractals [158-161]. These describe cases where the scaling in the dynamics of the system is inhomogeneous, meaning
that dynamics at different timescales follow different scaling laws so that

x(t) — x(to)| ~ |t — £o|*. (69)

Such scaling laws have been used to help explain phenomena such as intermittency which occur at the smallest scales
in turbulent fluid flows [97,98]. The scaling can also be measured in inverse problems using a generalized form of
DFA [162]. Since the scaling exponents are localized in time, wavelets are ideal for analysis of multifractal time series in
the time-frequency domain [163].

One problem with the multifractal framework is that dimensional estimates which give a broad range of values are taken
to be an indication of multifractal dynamics [164]. However, this can also be attributed to the fact that some dimensional
methods are unsuited to the system they are being applied to, as was found when determining the correlation dimension
for the stochastic and non-autonomous systems. While such dynamics can be regarded as multifractal, a much more simple
description of these systems exists.
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Fig. 33. Calculation of Hurst exponents H for the time series from the three complex systems: (a) Lorenz system; (b) Stochastic Duffing system; (c) Non-
autonomous Poincaré system. The numbers show the values of H calculated from linear fits of the slopes. The parameter ¢ was taken to be 0.5.
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Fig. 34. Detrended fluctuation analysis of time series from the three complex systems: (a) Lorenz system; (b) Stochastic Duffing system; (c) Non-
autonomous Poincaré system. The numbers show the values for « calculated from linear fits of the slopes ranging from 0.03-1 s and 3-100 s respectively.

7.4. Analysis

The Hurst exponents of the Lorenz, stochastic Duffing and non-autonomous Poincaré systems were estimated from plots
of the rescaled range R, against the segment length n, which are shown in Fig. 33. The line of the Lorenz system increases
mainly linearly and the gradient corresponds to a Hurst exponent in the range 0.5 < H < 1, indicating persistent dynamics.
This is likely because the power spectra of the Lorenz time series contains a strong low-frequency contribution, which means
it contains rises and falls over long timescales. However, for the stochastic and non-autonomous time series two distinct
slopes can be seen. The slope occurring at small timescales corresponds to the main oscillatory component, which due to
being smooth and persistent gives a similar value of H ~ 1 in each case. The slopes at longer timescales relate to the
actual complex dynamics of the systems and in both cases the exponents lie in the ‘anti-persistent’ 0 < H < 0.5 range.
Interestingly, the exponent of the non-autonomous system seems to indicate that the dynamics is more anti-persistent than
those of the stochastic system, despite the fact that non-autonomous dynamics originate from a quasi-periodic function.

The DFA of the three time series is shown in Fig. 34. In this case two slopes are observed for all three of the systems. Again,
the first slope that occurs at small timescales corresponds to the fundamental oscillatory motion of the system and hence
gives a similar value of « in each case. For the Lorenz system the value of « for the second slope corresponds to a dimension
higher than the one estimated using the correlation integral, since Dr & 2 would imply « = 1. For the stochastic Duffing
system o < 1, which means that the dimension is not defined since it lies outside the range 1 < Dr < 2. However, for
the non-autonomous Poincaré system « ~ 0, which means the dimension certainly does not lie in the range 1 < Dr < 2,
despite the fact that the time-dependent attractor in Fig. 6(b) appears to have a dimension D & 1. This is due to the
fact that, as with the phase space methods, DFA is unable to distinguish between dynamics resulting from purely time-
dependent components in the system and those of the underlying low-dimensional system. A review of these effects is
provided in [165].

7.5. Summary

Complexity analysis shares many similarities to the determination of attractor dimensions in phase space. However, since
it is performed in the time (and potentially frequency) domain this somewhat simplifies the analytical procedure, ensuring
that there is no dependence on embedding parameters.

A problem with complexity analysis is that despite the fact that it uses the statistics of fluctuations in the time domain, it
offers no time-dependent measures of the systems. Both the Hurst and DFA exponents for non-autonomous systems are still
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influenced by the time-dependent components. Therefore, as with phase space and frequency domain analysis, complexity
analysis is unable to offer a useful interpretation of a non-autonomous system.

For the chaotic and stochastic systems the information provides at least some insight into the dynamics. For the chaotic
system DFA appears to be a more useful tool than the Hurst exponent as the detection of two scaling laws distinguishes
the system from a purely random Markov process. The estimates of the fractal dimension offered by DFA is perhaps not as
accurate as phase space estimators but it does seem to show that the chaotic system has a lower, finite dimension compared
with the stochastic system.

8. Interactions

The methods up to this point have dealt with the analysis of one system with a single-variable time series. However, there
exist a whole host of other time series analysis methods which are based around understanding the interactions between
separate systems.

In this section the consequences of applying these methods to the various types of complex systems will be considered.
However, note that the emphasis is still on single-variable time series, only that now there exists a separate time series for
each of the interacting systems.

In the first part of this section the various observable interaction phenomena are defined. Phase dynamics methods
are then introduced for the analysis of interacting systems where the phases can be defined. Following this, the recently
developed Bayesian inference approach is discussed, in addition to time-frequency domain methods and an approach based
on information theory.

8.1. Background

8.1.1. Couplings

The precursor to any interaction phenomena is a transfer of information or coupling between two systems. From a
modelling perspective, couplings can be defined as terms in the equations for one system which contain variables of another
system. For example, two Poincaré oscillators can be coupled in the following way:

dX]

— = —q1x1 — (w1 + YY2)¥1

dt

dyl 2

ar (w1 +yy2)¥1 — qy1 + vy —y2)° +&mi(b) (70)
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dt q2X2 2Y2
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‘th = wyXy — G2y2 + &2 (b)

where ¢, ; are defined as in (10) and 5, ; are Gaussian white noises. Here, the coupling is given by a nontrivial quadratic term
and is unidirectional. In addition, it is manifested in both the y-dimension and as a modulation of the oscillator frequency.
The addition of noise terms makes this type of coupling very difficult to detect using the methods described in the previous
sections. Instead, methods that are formulated specifically around detecting interactions are needed.

8.1.2. Phases and protophases

Much of the analysis relies on the separation of ‘amplitude’ dynamics and ‘phase’ dynamics, as discussed previously in
Section 5.1. Here, the definition of phase used is a generalization of 1-dimensional phase ¢ = wt-+6 used in simple harmonic
oscillators, where x(t) = A cos(¢(t)). In phase space this can be thought of as a transformation to polar coordinates, where
one coordinate (the radius) corresponds to the amplitude dynamics, while another coordinate (the angle) corresponds to
the phase dynamics.

However, this definition of phase assumes that the intra-cycle shape of the oscillations is harmonic. When such a model is
applied to nonlinear dynamical systems the result is not the actual phase but rather a protophase [ 166,167]. Such protophases
are not unique, which means that linear methods such as the Hilbert and wavelet transform can give different results.

The main condition for any protophase is that it grows monotonically, gaining 27t with every cycle of the oscillator. In
phase space this condition implies a transformation where all trajectories of the system orbit the fixed point in the same
direction.

8.1.3. Synchronization

One of the best-known phenomena observed in interacting systems is synchronization, which refers to when two
oscillators are locked together in a relationship between their phases or amplitudes [ 1]. Synchronization does not necessarily
occur whenever a coupling is present but it is a clear indicator of interaction. Its measures are also separate from those that
only detect couplings.
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One of the simplest forms is ‘complete’ synchronization where the coupled systems are identical but do not necessarily
have the same initial conditions. In this case, the systems become synchronized when their states are the same, after which
point the coupling terms vanish as the systems no longer need to be influenced by each other to remain synchronized.
Another type is ‘generalized’ synchronization, which occurs when the state of one system can be determined directly via a
functional relationship to the state of the other. This typically occurs when the influence of a unidirectional coupling from
one system to the other causes the maximal Lyapunov exponent of the system to become negative. The other main type of
synchronization is ‘phase’ synchronization, which is defined as the case where the phases of the two systems are locked in an
n : mrelationship so that the phase difference |n¢; — m¢;,| is constant, while the amplitudes may still vary independently.

It should be noted that the following will cover phase synchronization only. The motivation for considering only one
scenario is because amplitude synchronization can often be reduced to phase synchronization in real world systems. In
particular, many systems can be modelled as ensembles of interacting oscillators with negligible amplitude dynamics, where
only phase dynamics is relevant [5]. Amplitude effects in these systems can be considered as a result of resonance when the
oscillators become phase synchronized. In other cases, amplitude dynamics can sometimes be separated into additional
oscillatory components, which can then be investigated individually for phase synchronization.

The concept of synchronization in complex systems might seem contradictory, but it is in fact well understood for coupled
chaotic systems [168-170]. In such coupled systems it is also possible for synchronization to occur between individual
oscillatory components (i.e. locally in frequency).

8.1.4. Phase coherence

In light of analysis performed in the time-frequency domain, the concept of synchronization can be applied to phases
extracted from the individual components in time series. However, these phases do not necessarily correspond to the actual
phases of the oscillators, so the usage of the term ‘synchronization’ is not entirely correct. Instead, for a given frequency w
the phase coherence is defined [17],

N
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where ¢ (w, t;) — ¢2(w, t,) is the phase difference between the oscillatory components of the same frequency from the
two time series at the time t;. When the phase difference of the oscillations in the time series remains constant for all time
(i.e. the oscillations are coherent) then IT(w) = 1. Similarly, if IT(w) = 0 this means that there is no tendency to preserve
a particular phase difference.

At the lowest detectable frequencies IT(w) — 1, regardless of the amount of coherence there might be, simply because
the time average in (71) contains fewer observable oscillations. For example, if a single cycle of some oscillation was observed
at the same time and frequency then the coherence would be high. It is only when subsequent cycles are observed that the
phase coherence takes a meaningful value. It is therefore necessary to set the cutoff for the lowest frequency to be several
times higher than the lowest observable frequency.

8.2. Phase dynamics methods

8.2.1. Synchrogram

Synchrograms are visual representations of synchronization in its simplest sense. They involve extracting marked events
for one oscillator and the continuous phase for the other oscillator. The extracted phase can be “wrapped” over finite cycles,
so that it returns to 0 immediately after 2;r. The synchrogram is then a 2D scatter plot of this wrapped phase against the
times of the marked events from the other oscillator.

Synchronization can be defined in the synchrogram as the periods when the phases of the two oscillators are stationary
with respect to each other, which means that the marked events occur repeatedly at the same points in the wrapped
protophase of the second oscillator. On the synchrogram these periods appear as horizontal lines, with the number of lines
corresponding to the type of synchronization, e.g. for 1:1 synchronization one line would be seen per cycle, while two would
be seen for 2:1 synchronization. Synchronization that is not 1:1 is more difficult to detect however, since it can only be
observed as straight lines when the protophase is wrapped over a number of cycles equal to a multiple of the corresponding
synchronization number, e.g. 10:9 synchronization would require wrapping the phase over multiples of 9 cycles (0 to 187,
0 to 367, 0 to 547 etc.).

8.2.2. Synchronization index

While the synchrogram provides a simple and effective means of detecting synchronization, it does not provide a
quantifiable measure and the times for the onset or loss of synchronization are purely subjective. Therefore, in order to carry
out statistical hypothesis tests it is necessary to use a synchronization index, or more specifically, the phase synchronization
index (to distinguish it from measures of amplitude synchronization).

The synchronization index was introduced by Tass et al. [171] and can be defined using the conditional probability for
the phases of the two oscillators. The method involves dividing the cycle of one oscillator into N bins and integrating the
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Fig. 35. Synchrogram of the coupled Poincaré oscillators given in (70). The grey shaded areas indicate periods of significant 3:1 synchronization,
corresponding to a synchronization index calculated using a 20 s window with 50% overlap, 8 bins and 100 IID surrogates. The parameters used were
y =1, w1 =57 (25Hz), w; =5.3(0.84Hz)and & = &, = 0.2.

complex phase of the other oscillator over each bin, which in discrete form yields the following:

1 )
— p(tn)
n= E e'ttn) (72)
M, ~

where 1 < | < N designates the bin, t,, are the times when the oscillator is in the part of the cycle allocated to the bin and
M, is the total number of points in the bin. If the same section of the phase ¢ (t) for the other oscillator coincides with the

same division of the cycle in each oscillation (i.e. the two oscillators are synchronized) then |r;] = 1. The average over the
bins is then calculated to give the synchronization index:
1
= — 1. 73
Y=y ’; In| (73)

One of the disadvantages of y is that it can only be used as a measure for one type of synchronization. To be able to quantify
n : msynchronization, bins need to be allocated for parts of n sequential cycles for one oscillator while the phase of the other
oscillator would need to be wrapped between 0 and 2msr. As with the synchrogram, without a priori knowledge of n and m
different combinations have to be tried separately.

To observe how the amount of synchronization changes with time a natural step is to calculate y within a sliding window.
The binning method can only detect synchronization if points from at least two 0 to 2mu cycles of ¢(t) are present in each
bin. This means that the window length needs to be a minimum of twice the period of the n : m cycle. However, larger
windows also increase the number of points in the bins, which is important for reducing the effect of when the window
length does not contain an integer number of n : m cycles. This is especially relevant to oscillators with characteristic
frequencies that vary in time.

Since it is rare to obtain ¥ = 1 due to the issues just mentioned, deciding what values constitute synchronization is a
non-trivial task. A way to deal with this problem is to use surrogate data [3,171], which is covered in Appendix D.2. Using
the two time series under investigation, two surrogate time series can be generated with uncorrelated phases but otherwise
resembling the original ones. Calculating the synchronization index by using the same procedure for the surrogate time
series provides a realization of the baseline for y. This can be repeated for different surrogate time series to produce a
distribution ys,, of these baseline results. If this distribution is approximately Gaussian then Y, +20, provides a reasonable
limit, where j,, is the mean of yy,; and oy, is the standard deviation, above which the phases can be said to be synchronized.
However, it should be noted that surrogate data are only useful when oscillators have variable frequencies. For oscillators
that are synchronized and have fixed frequencies for a significant period in time, no matter how the phases of the surrogates
are generated, the probability of the surrogate phases being synchronized over a time interval will be much higher. The
surrogate level also increases as the time window is made smaller and eventually reaches a point where Y + 205, > 1.
The method is therefore only applicable when the oscillators are synchronized for intervals which allow for a long enough
window to reduce the surrogate level but also when they are not synchronized at the same ratio for somewhat longer periods
in time.

Fig. 35 shows a synchrogram and synchronization index for the case of coupled Poincaré oscillators. Due to the
frequencies chosen, the most likely synchronization ratio is 3:1 and this can be seen in the synchrogram from the three
lines that dominate throughout time. The synchrogram shows synchronization in intervals lasting from a few seconds to
around 10 s. On the other hand, the synchronization index shows much longer periods of synchronization of up to around
60 s. In this case the horizontal lines that appear to wiggle in the synchrogram are counted as synchronization because of
the discrete bin sizes used. In addition, despite the fairly small 20 s window used, the synchronization index cannot always
keep up with the rapid changes between the synchronized and non-synchronized states and these instead appear as a longer
epoch of continuous synchronization.

8.2.3. Direction of coupling
While the detection of a coupling between two systems is useful, the detection of the direction of that coupling is a more
profound measurement. The following methods extract information from the phase of the two systems in order to find this
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direction of coupling. In general, they rely on the principle that any coupling should be detectable as a causal relationship
between the two phases ¢, and ¢,. This means that if the direction of coupling is ¢; — ¢, then the influence of ¢ (t) should
be observable in ¢, at a future point in time, i.e. in ¢, (t + 7).

The first method is known as the evolution map approach (EMA). It starts by defining a delayed time derivative of the
unwrapped phase for both oscillators,

A1 o(t) = P12t + T) — P12(t), (74)

where 7 is a fixed time interval. Without any external influence or couplings, A1 ,(ty) = wt is expected, where w is the
frequency of the oscillator. Of course in real systems this is rarely the case so further analysis that takes into account causality
is needed. When the influence of the couplings is added the expression becomes:

Aq(t) = 0T + Fi2(d2,1(t), d1,2(t)). (75)

The term F , that originates from the couplings can be estimated by fitting a Fourier series F1, = Y., Ane™1 112 to
Aq2(ty) — ot using the least squares algorithm. Using a periodic basis for the fitting (rather than a polynomial or otherwise)
is required because the influence from the oscillators is expected to be periodic in the phases.

If no dependence on ¢, exists then the amplitudes A, ; of F; should be uncorrelated. Hence, if there is no coupling from
¢, to ¢ then there will be no significant change in F; with respect to ¢,. A coupling from ¢, to ¢, is therefore detected
when % diverges significantly from 0. The coupling coefficients for each direction can therefore be defined as follows:

o (8F1p )\
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The directionality index is then

G—0C
d= ; (77)
c1+0c
where d; = 1 for ¢; — ¢, coupling, d; = —1 for ¢ — ¢ coupling and d; = 0 corresponds to symmetric bidirectional
coupling.
Another way to quantify directionality is by taking the norm of the Fourier coefficients A, ; directly [77,167]:
/Z |Am,l|2
m,l
= —r—, (78)

Ao,0

where the summation contains all of the components apart from A (the frequency of the oscillator). The new coupling
coefficients can then be inserted into (77) to give the directionality index. This somewhat simpler calculation will be adopted
here for the calculation of directionality.

The instantaneous period approach (IPA) uses the same algorithm, except that the incremental phase is replaced by the
Poincaré return times. The definition of a return to a reference phase ¢(t,) is defined as when ¢(t;) = ¢(t,) + 27, where
t; is the return time which can be estimated from the points ¢ (t;) — ¢(t,) < 27 using interpolation [172]. Eq. (75) then
becomes,

tr =t + 01, ¢2), (79)

where t is the mean return time and © (¢4, ¢,) is the corresponding coupling function which can again be estimated using
Fourier series. The advantage of IPA over EMA is that no parameter such as t needs to be defined, which means the end
result is unique.

Another alternative is the mutual prediction approach (MPA). In this case a point ¢;(t;) in the unwrapped phase is
chosen, and the information provided in ¢ (t) for all t is then used to make a prediction of the value of ¢(t; + 7). The
error Eq (ty) = |@](tx + T) — ¢1(ty + 7)| is then calculated, where ¢} (tx + ) is the prediction.

The idea of a mutual prediction is to predict the value of ¢(t; 4+ 7) using both the information provided by ¢, (t) and
@, (t). The error for this prediction, denoted E; > (t), can then be compared with E; (t;) to see if the prediction is different. If
E12(ty) < Eq(ty) thenitis apparent that ¢, (t;) is providing information about the ¢; (¢, + t), implying thata ¢, (t) — ¢1(t)
coupling exists. Likewise, the condition E; 5 (t;) < E»(tx) implies that a ¢1(t) — ¢ (t) coupling exists.

As has been seen with other methods, the Fourier basis used for F; ; does not include any time dependence, which
inevitably means it will perform poorly when applied to time-varying couplings. In addition, while the choice of the
parameter 7 has little effect on the value of d4,) for the constant couplings and frequencies used in the original papers (its
value is usually taken as the smallest period of the oscillations or the average of the periods [172]), time-varying parameters
may make it difficult to choose an optimal value.
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8.3. Bayesian inference approach

As just mentioned, a problem with the previous methods is that they are not formulated to account for time-dependent
couplings. There is also no straightforward way to apply a moving time window because windowing means that a smaller
data series goes into the estimate of the couplings, increasing the uncertainty.

The Bayesian theorem offers a solution to this windowing problem. It was formulated in the work of Thomas Bayes,
published posthumously in 1763 [173]. It has since been widely applied to inverse problems where one would like to infer
parameters related to the generation of a data set [174-178,77]. The theorem is summarized in

P(X|M)Pp (M)
P(X)

where P(X|M) is the conditional probability of observing the data X given the hypothesized parameters M. P (M) is the
probability of M before observing the data X and

P(M|X) = , (80)

P(X) = /P(X|M)Ppr(M)dM (81)

is the marginal probability of X. P(M|X) is known as the posterior probability and gives the probability that the
hypothesized parameters are correct given X and the prior probability Py (M).

The most likely combination of values for the parameters for a single window of data is inferred by locating the stationary
point in the negative-log likelihood function, known as maximum likelihood estimation. In this case the likelihood function
is defined for the phases of two systems defined by the following stochastic differential equations [179,77],

dép1 2
dt

where Fj »(¢1,2) and Gq2(¢1, ¢2) are coupling functions which, as in the previous methods, are modelled using a Fourier
basis. The parameters ¢ for this basis are eventually inferred in a covariance matrix denoted Z. By making use of Bayes’
theorem, the posterior covariance matrix for the previous window can be made the prior covariance matrix Zpyio for the
current window. Hence, information is allowed to propagate between windows, allowing the inferred parameters to become
more accurate with time [77].

However, the inference only improves if the parameters do not vary in time. To account for changes in the values of the
parameters, the prior must take the form of a convolution between the posterior of the previous window and a diffusion
matrix which describes the change in ¢ [77]. The standard deviation corresponding to the diffusion of the parameters is
assumed to be a known fraction of the parameters themselves, o, = pcg, where p is known as the propagation constant.
This modification allows the method to track the change in the couplings over time.

A tutorial for the implementation of this Bayesian-based approach is provided in [ 180]. A Matlab toolbox is also provided
by the authors.

Fig. 36 shows the method applied to the two coupled Poincaré oscillators, although this time with time-varying
parameters. For the times t = 125 s and t = 575 s when the coupling is strong the directionality indices were found
tobed = —0.79 and d = —0.64 respectively, giving the correct direction of coupling. For the timest = 325sandt = 775 s
when the coupling is not present the indices were found tobe d = 0.01 and d = 0.21 respectively. Notice how in the second
case noise causes a hint of directionality due to the fact that the index used is only dependent on the ratio between c; and c;.
It is therefore important to consider the amplitude of the coupling functions themselves, which is much smaller when there
is no coupling. It is also interesting to note that the shape of the functions is spurious when no coupling exists but almost
identical when the coupling is the same, despite being derived from completely separate time windows (F; in (c) and (e)).

= w12 + F12(¢1,2) + G12(01, 2) + &12(0), (82)

8.4. Time-frequency approach

8.4.1. Wavelet phase coherence

The two important quantities in (71) are the time and frequency that the phases are localized around. The problem
of extracting these phases is therefore the same time-frequency resolution issue as discussed in Section 5. As before, the
wavelet transform is the optimal solution which for the Morlet wavelet (Eq. (37)) has the complex form,

Wr(s,n) = a5, +ibs,; = As,neid’&na (83)

where A , is the amplitude of the wavelet transform and ¢s, = ¢(w, t,). The method, first applied in the early 2000s
[181-183], therefore involves taking the wavelet transform of each time series and calculating the coherence scale by scale.
However, even when the phase coherence is calculated for two noise signals there is some level of coherence. Additionally,
this baseline coherence is not constant for all scales but increases when moving lower in frequency.

The bias towards lower frequencies can be accounted for by using surrogates of the time series. These are formulated from
the idea of hypothesis testing, where the surrogate is designed to preserve all of the properties of the original time series
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Fig. 36. Detection of the direction of coupling for two Poincaré oscillators using Bayesian inference: (a) Variation of the frequency parameter of the first
oscillator in time. (b) Variation of the coupling from the second oscillator to the first oscillator in time. In each case the dashed lines show the inferred
parameters wins (t) and yjqs (t). (c-f) Coupling functions for the windows centredont = 125s,t = 325s,t = 575 sand t = 775 s respectively. Parameters
for the second oscillator were kept constant, with w, = 5.3 and &, = 0. The parameters for the method used a window length of 50s and propagation
constantp = 0.8.

apart from the property that is being tested (see Appendix D.2). In the case of phase coherence, the desired null hypothesis
is that the phases in the time series are independent for all frequencies, which means it is the time-phase information that
needs to be randomized in the surrogates.

In the same way as is done for the synchronization index, the phase coherence can be calculated over time by using
a sliding window along each scale. The time-localized phase coherence used by Sheppard et al. [184] provides a more
normalized measure of coherence since the windows can be scaled appropriately with frequency so that the window
will always contain the same number of cycles. Additionally, the work by Sheppard et al. has provided a rigorous testing
procedure for significant phase coherence which uses a theoretical prediction of the bias mentioned as well as a test based
on surrogate data.

A disadvantage of using wavelet phase coherence is that the low frequency limit is rather high. By starting with the
continuous wavelet transform there is a reduction in the part of the time series that is observable at low frequencies
because of the cone of influence. To add another complication, time domain smoothing is often required to remove the high
harmonics of low frequencies that are not observable, which reduces the observable part of the time series even further as
aresult of losing data at the edges.

Another limitation of the method is that it can only be used to detect 1:1 synchronization between wavelet scales;
there is no direct information about the interactions between nonlinear systems. The method is therefore mainly used for
detecting similarities between two time series in the time-frequency domain, which can then be used as indirect evidence
of interactions between the two systems that produced the time series.

8.4.2. Wavelet bispectrum

If a synchronization-like measure can be defined locally in frequency then it is not a large leap to think that it should also
be possible to detect couplings in a similar way. The corresponding measure is known as the bispectrum.

The bispectrum was introduced by Hasselmann et al. [ 185] to investigate nonlinear interactions in ocean waves. It arises
from high-order statistics, which categorizes time series analysis methods with the corresponding measures such as the
mean (first-order), variance (second-order) and skewness (third-order) [186]. For example, the autocorrelation function
and Fourier transform are second-order measures in the time and frequency domain respectively. The bispectrum can be
thought of as an estimate of the third-order in the frequency domain and describes the nonlinear (or more specifically,
quadratic) properties of the time series. From the perspective of nonlinear dynamical systems, the bispectrum is able to
provide a measure of the coupling between two oscillations in a time series.
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The bispectrum can be derived from the Fourier spectra as an estimate of the statistic M3, known as the third-order
moment [187],

Ms(fi, fo) = F(FOF(B)F* (f3), (84)

where F corresponds to the Fourier transform of the time series and f3 = f; + f>. To reduce the impact of time-dependent
effects (either stochastic or due to non-autonomicity), the series is divided into K sections in time and the average moment
is calculated [188]:

. 1.
B, ) = - D_Ms(fi. fo). (85)
k=1

In the same way as the Fourier transform, the bispectrum is a complex quantity and can therefore be divided into a biphase
¢ and biamplitude A where B = Ae'. The biamplitude provides a direct measure of the quadratic coupling strength while
the biphase carries little importance in the standard Fourier bispectrum.

Before moving further, it is important to note a consequence of dealing with the additional frequency f3 = f; +f>. As both
f1 and f, approach the Nyquist frequency f;/2 the bispectrum becomes meaningless because f; starts to take amplitude and
phase information at frequencies which are outside the observable range. Couplings at the highest frequencies are therefore
not detectable, meaning an ‘effective’ Nyquist frequency for the bispectrum can be defined as the line from f; = f;/4,
fo =fs/4tofi = fs/2,f, = 0(as well as the redundant case where f; and f, are switched).

A drawback of the bispectrum is that it is directly dependent on the amplitudes of the components in the time series,
which means it does not give an accurate measure of the relative strengths of the couplings. This can be overcome by using
the normalized version of the bispectrum [189,187],

M5 (£, £2)]
VIFEFEG)RIF(E) 2

where b(f, f;) is known as the bicoherence and takes values between 0 and 1. As with many time series analysis techniques,
positive identification of deterministic phenomena (i.e. couplings) will apparently occur when the bicoherence is applied
to simple Gaussian white noise. These false positive detections are biased towards lower frequencies, with a chi-squared
distribution [ 190-192].

As with any method that uses the standard Fourier basis, the Fourier bispectrum is ineffective for detecting couplings
in nonstationary time series, which are most commonly associated with coupled nonlinear systems. Fortunately, wavelets
can again be exploited for this task. The wavelet bispectrum follows directly from (84) by substituting the CWT for F and
integrating over time [193,76],

b(fi.f2) = (86)

BY(sq,55) = /W(sl, W (s, t)W*(s3, t)dt, (87)
L

wheres; = 1/ (% + é). While the wavelet biamplitude gives the same information as the Fourier biamplitude, an instan-
taneous biamplitude A(s1, s, n) = |W(s1, )W (5o, n)W™*(s3, n)| can now be defined to give a time-dependent bispectrum.
More importantly though, an instantaneous biphase ¢(s1, 52, 1) = ¢(s1, 1) + ¢(s2, 1) — P(s3, n) can be defined which
provides clear evidence for when a coupling between the two scales is present: when the biphase is constant a coupling
exists [76].

The disadvantage of using the wavelet transform in this case is that new bias is introduced. Wherever the difference in the
frequencies fhigh and fiow is large, the adaptive frequency resolution means that the combined frequency fuigh + fiow = fhigh,
making these couplings undetectable. On the other hand, the logarithmic frequency scale of the wavelet transform benefits
the detection of couplings between two low frequencies.

The same method can also be used to detect couplings between components from different time series. The cross
bispectrum can be defined in several ways [194,193,76,195] using different combinations of the three wavelet components
in (84) and (87), i.e.

BY,(s1,52) = /W1 (s1, MWa (2, W5 (3, n)dn, (88)
L

where W; and W, are the wavelet transforms of the corresponding time series. In addition, the wavelet bicoherence is given
by [196]:

|B‘1A§2(51, $2)|
I a1, OWs (5, Dde [, [Wa(ss, 0 2de

By comparing the cross-bispectra from different combinations it is also possible to deduce some information about the
direction of coupling between the oscillations in two separate time series.

b, (s1,52) = (89)



346 P.T. Clemson, A. Stefanovska / Physics Reports 542 (2014) 297-368

d
—— 1 l l
25 ‘ o \ | 0.8
- d d | - L ’0_6
3= i :
; ! T e
L i‘ 4 e —— Lloo
i )
0.01 LA_‘_”__ ' 4 - S B S
0.01 0.1 l;" “-L 10 0.01 . i B 10 0.01 0.1 | 10

J
1.6 Hz 2.5Hz

Fig. 37. Time-averaged wavelet bicoherence for two coupled Poincaré oscillators, with unidirectional 1 — 2 coupling. The auto-bicoherence for each
oscillator, by1; and by, is shown in (a) and (b) respectively. For the cross-bicoherence, b,1; is shown in (c) while by,; is shown in (d). The white parts
correspond to wherever the third scale s; = 1/ i + é) is closer to either sy or s, than the next smaller scale (as occurs between any pair of very small
and very large scales). The bicoherence was calculated using the Morlet wavelet with w, = 1.

Fig. 37 shows bicoherence plots for the quadratically coupled Poincaré oscillators. These plots highlight the sensitivity
of the bispectrum to false positive detections due to the effect of noise. This can only be limited by performing additional
averaging in time, such as splitting the time series into windows [193,76]. Despite these problems, prior knowledge of
the main dynamics in the two time series can aid the interpretation of the bicoherence and is achieved easily using
time-frequency analysis. Looking more closely at Fig. 37(a), the intersecting lines of low-bicoherence point to four peaks
which can be seen at (1.6 Hz, 1.6 Hz), (1.6 Hz, 2.5 Hz), (2.5 Hz, 1.6 Hz) and (2.5 Hz, 2.5 Hz). The peak at (2.5 Hz, 2.5 Hz)
corresponds to self-coupling and can be ignored. However, the other peaks relate to the coupling between the first oscillator
and the intermediate frequency between the two oscillators, i.e. (5.3/2m 42.5) /2 Hz. These peaks are not visible in Fig. 37(b)
in the quadrant of frequencies above 1/s; ~ 1Hz, 1/s, ~ 1 Hz (which is devoid of intersecting lines) because the coupling
is unidirectional, meaning that the time series of the second oscillator contains no interaction information. The same is seen
in the cross-bicoherence which shows very strong peaks for the interacting frequencies at 1/s; > 1Hz, 1/s; ~ 1Hz in
Fig. 37(c), where f3 comes from the time series of the first oscillator. On the other hand, these peaks are not observed in
Fig. 37(d) where f3 comes from the time series of the second oscillator. Hence, wavelet bicoherence offers a means to detect
both the existence of a coupling and its direction.

8.5. Information theoretic approach

Wavelets are not the only available tool for the analysis of interactions in complex systems. Another way to detect cou-
plings is by using statistics based on information theory, such as transfer entropy [197] and Granger causality [198,199].
In the latter case, a coupling is said to exist if one system gives information about the state of the other system at some
point in the future [76,200-202]. Starting with the probability distributions of the two time series, p(x;(t)) and p(x,(t)), the
Shannon entropy for each can be defined as

H(x) = — ) p(x)logp(x), (90)
which gives a measure of the uncertainty or ‘randomness’ in x;. The joint entropy can also be defined as
Hxi, %) =— Y Y plxi, %) log p(xi. X)), (91)

where p(x;, X;) is the 2-dimensional joint probability distribution. The amount of common information contained in x; and
x;, which is analogous to the inverse of the joint entropy, is given by the mutual information:

I(x;; ) = H(x;) + H(x;)) — H(x;, X;). (92)
Finally, the conditional entropy is defined as
Hxilx) = =YY p(xi, ) log p(xj|x), (93)

where p(x;|x;) is the probability distribution for ; if the value for x; is given. The dependence between x; and x; without the
possible influence of another variable x5 can then be defined using the conditional mutual information (CMI),

I(x1; x21x3) = H(x1]x3) + H(x21x3) — H(X1, X2|X3). (94)

Consider now two time series x(t) and y(t). The information flow from x to y is given by I (x; y4|y), where y, is the delayed
time series y(t 4+ t) as used previously in (41) with [At = t. This quantity excludes information from both the history of
y(t) on itself and the common history of x(t) and y(t) [76]. Similarly, the information flow from y to x is given by I(x; y4|y).
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Fig. 38. Comparison between the methods of extracting phase using the Hilbert transform (black) and marked events (red) in the case of unidirectional
coupling from the non-autonomous Poincaré oscillator to the autonomous Poincaré oscillator. (Top) Variation in the unwrapped phase after removing the
trend using a linear polynomial fit for: (a) The autonomous oscillator; (b) The non-autonomous oscillator. (Bottom) Variation in the return times for: (c)
The autonomous oscillator; (d) The non-autonomous oscillator. (For interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)

Therefore, the strength of coupling from one time series to another should be indicated in the amount of information flow
in the corresponding direction.

In reality, there is always going to be some baseline mutual information contained within even two completely unrelated
time series. This is why the method requires the use of surrogate data (see Appendix D.2) to determine whether there is a
significant amount of information being transferred either from x; — x, or x, — x;. It is also dependent on estimates of
the probability distributions of the time series, which require careful consideration as discussed in Appendix D.1. However,
the main advantage of this approach is that it is not restricted by frequencies; the CMI gives a measure of the information
transfer between two arbitrary sets of data, rather than being localized in any one domain. It is also worth noting that
Granger causality can be calculated using other methods that do not rely on CMI [203].

8.6. Analysis

8.6.1. Phase of complex systems

The definition of phase used in the methods discussed in the previous sections has been based mostly around that of a
limit cycle oscillator with a well-defined characteristic frequency. This means that the phase or return times can be extracted
unambiguously by projecting the attractor of the system onto a 2-dimensional plane. Either Poincaré sections or the phase
angle ¢ = arctan(x/y) in relation to the x and y dimensions of the plane can then be used [170,204]. Alternatively, the
instantaneous phase can be found directly from the time domain by using the Hilbert transform as described in Section 5.1.2.
In either case, the basic condition is that the chosen phase grows monotonically in time [167].

A comparison of two phase-extraction methods is shown in Fig. 38. When applied to the time series from a limit cycle
oscillator, the extracted phase and return times seem to be in agreement. For the complex system there is some agreement
between the two methods but this only ever occurs over timescales equal to a few cycles.

The problem of extracting the phase for a complex system occurs because phase is connected to fixed reference points.
In limit cycle oscillators the system is confined to single orbits around the fixed points. However, in the case of complex
systems there exist either different orbits around several fixed points (e.g. Lorenz system) or the fixed points with positions
that change in time (e.g. stochastic Duffing and non-autonomous Poincaré systems). This means that the fixed point of the
oscillation is continuously changing, so that there is no longer a static reference point for defining the phase.

Another complication with defining the phase of non-autonomous systems is that it is possible to extract two or more
unique phases from the same system. This is because the phases corresponding to the non-autonomous terms are completely
independent of the phase defined by the internal variables of the system. As mentioned in previous discussions, there is
no way to separate these terms using time series analysis so the phases inevitably become mixed. Therefore, only with
simulated data is it possible to extract a meaningful phase from a non-autonomous system.

In a sense, multiple phases can also be defined for autonomous systems like the Lorenz system. However, in these cases
the phases are separated between timescales, which makes it possible to extract a meaningful phase. Indeed, it has recently
been shown that the protophase found stroboscopically using Poincaré sections can be converted into an optimal ‘true’
phase [204]. However, this can only ever be done for the fast components of the system. For a slow component, such as
the switching between orbits around the two fixed points in the Lorenz system, only one point in the phase can be defined
because any continuous phase comprised of many Poincaré sections would also include the fast component. Information
corresponding to the dynamics over longer timescales is therefore lost when extracting the phase of a complex system.

It seems that a possible solution to extracting the phase of complex systems might be to restrict the analysis to only the
dynamics occurring over short timescales. This idea is applied to the protophases of x and z components of the Lorenz system
in Fig. 39, where it can be seen that there is a great deal of agreement between the two estimates. However, the problem
with this solution is that the phase extracted using the Hilbert transform is dominated by the effects of nonlinearity on these
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Fig. 39. Detrended protophases of the Lorenz system. The black line shows the phase extracted from the x-component by calculating the Hilbert transform
of the first IMF from empirical mode decomposition. The red line shows the phase obtained by using the Hilbert transform directly on the z-component.
The lowest value of the instantaneous frequency was found to be ~1 Hz, so a moving average of length 1s was used to remove the components below this
frequency in both cases. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

short timescales. In other words, the phase dynamics is mainly the result of the non-sinusoidal shape of single cycles of the
oscillation, arising in the same way as the harmonics in the Fourier transforms in Fig. 9(b) and (c).

8.6.2. Pseudo-complexity

Since the phases of the complex systems cannot be defined from the time series under analysis, the methods from
the phase dynamics and Bayesian inference approaches cannot be applied. However, to investigate the effects of chaos,
stochasticity and non-autonomicity on the performance of these methods, a new set of parameters is defined to generate
time series for which the phase can be extracted. Changing the parameters in this way means that some properties of the
dynamics may be altered but the three cases still fit the description of a chaotic, stochastic and non-autonomous system.

For the Lorenz system, the phase corresponding to the ‘fast’ component can be extracted directly from the z-component,
as shown in Fig. 39. The parameters for the Lorenz system can therefore remain the same as given in Section 2.5.1.

In the case of the stochastic Duffing system, the damping term must be made negligible for the phase to be definable.
However, setting § = 0.00001 in Eq. (10) significantly increases the amplitude of the oscillations. To maintain a similar
amplitude, the noise forcing term is also reduced by setting & = 0.1.

In a similar way, for the non-autonomous Poincaré system given in (12) the strength of the forcing term can be reduced
to y = 1in order to provide a more suitable time series for analysis of phase dynamics.

These adjustments are made strictly for the analysis of the phase dynamics methods. The other approaches based on the
time-frequency domain and information theory do not require the systems to have a defined phase so in these cases the
original parameters are still used.

8.6.3. Coupled system examples
To test the performance of the methods, each system is quadratically coupled to a Poincaré oscillator:

dX]

— = —qx1 — (@1 + Yr¥2))

dt

dy,

T (@1 + Yy2)X1 — @Y1 + W2, (95)

where a = 1, = 5, w = 57 and y,(t) is the y-component of the complex systems (6), (10) or (12). The parameters y;
and y, determine the strength of parametric frequency modulation and y-dimension coupling respectively. For the case of
bidirectional couplings the quadratic coupling term appeared in the y-component of the complex system, i.e.

i
— =0 (yy; — X2),
it 2 2
dy
7; =X(p —22) — Y2 + V)1, (96)
d22
— = Xpy» — Bzo,
i 22 — Bz
for the chaotic system,
dXz _
d =Y,
dy
=2 = &n(t) — 8y2 — P2 — a3 + vy, (97)

dt
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Table 1
Parameter values for Egs. (95), (95), (96) and (98) for the seven cases considered.
Coupling
None (noise) Unidirectional Bidirectional
Chaotic 0.1 0.1 0.07 0.07 0.03 4 0.035in(0.0047t) 0.07 0.07
Vy Stochastic 0.1 0.1 1 1 0.5 + 0.55in(0.00087t) 1 1
Non-autonomous 0.1 0.1 1 1 0.5+ 0.55in(0.0047t) 1 1
Chaotic 0 0.1 0 0.07 0.03 4 0.035in(0.0047t) 0 0.07
Vs Stochastic 0 0.1 0 1 0.5 4 0.5sin(0.00087t) 0 1
Non-autonomous 0 0.1 0 1 0.5 + 0.55in(0.0047t) 0 1
Chaotic 0 0 0 0 0 7.5 7.5
Ve Stochastic 0 0 0 0 0 0.5 0.5
Non-autonomous 0 0 0 0 0 0.5 0.5
for the stochastic system and
dX2
—. = T X2 — wya,
dt
dy,
& WXy — QY2 + V() + iy, (98)

fy(t) = sin(2wt) + sin(4t),

for the non-autonomous system.

A total of seven cases were examined, which are outlined in Table 1. In particular, there are two variations of interaction
for the unidirectional and bidirectional couplings, which gives a means to test the robustness of each of the methods. To
judge how well the methods respond to time-dependent couplings, another set of data was simulated where y; and y,
vary in time. Specifically, they were given the form ys(t) = y;, + ¥, sin@nft) and y,(t) = vy, + ¥y, sin@2nft), where
f = 0.002 Hz for the coupled chaotic and non-autonomous systems and f = 0.0004 Hz for the coupled stochastic system.
However, to ensure that the methods are not simply detecting moments when there is no external influence to the Poincaré
oscillator, the system was additionally coupled to a small noise term so that

dX]

= = —qx1 — (01 + Yy (Oy2)¥1

d

% = (01 + ¥ (OY)x1 — @1 + (O G1 — y2)* + En(0), )

where 7(t) is a normalized Gaussian white noise source and & = 0.1. Also, in addition to the coupled systems, y, in (95) was
replaced by a Gaussian white noise source to simulate both frequency modulation and additive forcing by noise. These time
series were then paired with the uncoupled complex time series to test the methods when there is absolutely no coupling
between the systems but the Poincaré system is still under forcing and frequency modulation.

The values of the coupling parameters were chosen so that in each case the forcing from the complex systems had a
maximum amplitude of ~1. For the coupling from the autonomous Poincaré oscillator to the complex systems the parameter
was chosen so that the forcing would be equal to half the maximum amplitude of the complex system time series.

8.6.4. Phase dynamics methods

Protophases of the systems were extracted directly from the time series using the Hilbert transform. Estimates of the
true phases were then calculated using the protophase to phase conversion as described in [167].

Analysis of the synchronization of the coupled systems is shown in Fig. 40. For the Lorenz system, no synchronization is
detected in either the synchrogram or the synchronization index. For the stochastic system, periods of 1:2 synchronization
were detected by the synchronization index and intervals of 1:5 synchronization can also be observed in the synchrogram.
However, these do not seem to have any correlation with the points where the coupling is strongest because the amplitude
of the Duffing oscillator, and hence the effective coupling strength, varies a great deal. This is in contrast to the non-
autonomous system where the amplitude variation is kept small by the stable Poincaré limit cycle. Consequently, a pattern
of 1:1 synchronization corresponding to the sinusoidal change in the coupling strength can be seen.

Fig. 41 shows the results of the EMA method when it was applied to the same time series. In the case of the chaotic
system the detected coupling is in the wrong direction at all times, implying that the autonomous Poincaré oscillator was
influencing the dynamics of the complex system. Here it is apparent that the phase has not been extracted accurately from
the time series. In fact, it has recently been shown that systems such as the Lorenz oscillator require intensive treatment
in phase space due to chaotic phase diffusion [204]. However, as has already been shown, the application of phase space
methods to inverse problems is fraught with difficulties. The problem of applying phase dynamics methods to observed
chaotic systems is therefore unresolved.
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Fig. 41. The EMA method applied to the phases of the pseudo-complex systems for the case of the time-dependent coupling. The calculated coupling
coefficients are shown in (a), (d) and (g) for the chaotic, stochastic and non-autonomous systems respectively. The coupling functions F; ; are shown for
the (b,c) chaotic, (e,f) stochastic and (h,i) non-autonomous systems at two separate points in time (indicated by the dashed lines) where the strength of
the coupling is the same. Also shown are the values of the directionality index at each of these points. The functions were calculated using a 25 s (125 s for
the stochastic Duffing system) sliding window with no overlap and using a time delay T = 0.5 s (2.5 s for the stochastic Duffing system).

For the stochastic system (Fig. 41(d)), no obvious direction of coupling was detected using the EMA method. This is
probably due to the presence of a strong noise influence, which is included into the least squares fitting procedure. However,
for the non-autonomous system (Fig. 41(g)) the correct direction of coupling is found and the general shape of the coupling
strength is seen in c;.

The results of the Bayesian inference method are shown in Fig. 42. Again, for the chaotic system the spurious phase
extraction results in an incorrectly detected direction of coupling, although the effect is not as severe as in the EMA method.
However, for the stochastic Duffing system (Fig. 42(d)) the direction is correctly detected and the sinusoidal variation in
the coupling strength can also be seen in c;. The amplitude of both ¢ and c; is also far lower than what was calculated for
the EMA method (Fig. 41(d)), indicating that the noise is no longer making the phases appear strongly dependent on the
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Fig.42. The Bayesian inference method applied to the phases of the pseudo-complex systems for the case of the time-dependent coupling. The calculated
coupling coefficients are shown in (a), (d) and (g) for the chaotic, stochastic and non-autonomous systems respectively. The coupling functions are shown
for the (b,c) chaotic, (e,f) stochastic and (h,i) non-autonomous systems at two separate points in time (indicated by the dashed lines) where the strength
of the coupling is the same. Also shown are the values of the directionality index at each of these points. The functions were calculated using a 25 s (125 s
for the stochastic Duffing system) sliding window and propagation constant p = 0.8.

Fourier components of the basis. The better performance when applied to the stochastic system is likely due to the fact that
the Bayesian method infers the noise in addition to the other parameters. A stronger directionality is also detected for the
non-autonomous system where the variation in the coupling strength is also much smoother.

The success of the Bayesian inference method, even when applied to the stochastic system, is because the method itself is
based on stochastic dynamics [ 175-178]. This means that in addition to the deterministic parameters in the system, the noise
is also inferred in a separate correlation matrix. The method is therefore well-suited to tracking time-varying parameters in
systems that are influenced by noise.

8.6.5. Wavelet phase coherence

Fig. 43 shows the time-averaged wavelet phase coherence for the seven pairs of test time series. Rather than directly
detecting the couplings, this method looks for one of the possible effects of an interaction between two systems. In each
case the method correctly finds almost no coherence between the time series of the complex systems and those of the noise-
coupled Poincaré oscillator. In addition, significant coherence is always observed for the cases where couplings are present.

A difference between unidirectional and bidirectional coupling is only observed for the stochastic system. The reason for
this is because the strong coupling has caused a loss of the complex dynamics in the Duffing system, which has led to much
more coherence at the natural frequency of the oscillator and at the harmonics of this frequency.

For the non-autonomous system the coherence appears much less significant compared to the other complex systems.
However, the peaks in the coherence are in fact similar in height; the main difference is actually the surrogate level, which
reaches coherence values ~0.9 for some of the peaks. This is because the dynamics of the non-autonomous system are
influenced by stationary oscillations, which are much more confined in frequency. Detecting coherence between these
components is therefore more difficult because variations in the frequency are required to check whether the phase
difference remains constant. This effect is visible in the IAAFT surrogates which preserve the power spectrum of the time
series and, hence, also contain components confined to the same frequencies.

The time-averaged coherence is less significant in each of the cases where the coupling is time-dependent. This is what
might be expected due to the fact that the systems are not strongly coupled for much of time. Fig. 44 shows the same
phase coherence but calculated using sliding windows of length proportional to the wavelet scale. When viewed in time,
the correlation between the strength of the coupling and the amount of coherence between the time series is clear in the
case of the chaotic system. It can also be observed as more subtle effects in the non-autonomous system, in particular at
the frequencies around 0.5 and 1.5 Hz. However, the pattern is very difficult to see for the stochastic system, where the
stochastic dynamics is perhaps difficult to distinguish from the noise added to the Poincaré oscillator.
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Fig. 44. Windowed wavelet phase coherence for the case of the time-dependent coupling described in Section 8.6.3: (a) Coupling used in simulations; (b)
Chaotic system; (c) Stochastic system; (d) Non-autonomous system. The coherence was calculated using the Morlet wavelet with w. = 1 within windows
of length 6s, where s is the wavelet scale.

8.6.6. Wavelet bispectrum

Since complex systems exhibit a broadband frequency spectrum, information about couplings is spread across many
bispectral components. This makes the interpretation of the time-averaged bispectrum difficult because a single coupling
between two simple nonlinear oscillators results in several distinct peaks in the bispectrum [193,76], as observed in Fig. 37.
Applying the bispectrum to complex systems with dynamics over a broad ranges of frequencies therefore results in a wide
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was calculated using the Morlet wavelet with w, = 1.

distribution of peaks similar to what is observed in the bispectrum of two uncoupled, noisy systems. However, this does not
exclude the possibility of observing changes in the bispectrum as a result of changes in the couplings.

The time-averaged bicoherence (the normalized bispectra) for each of the test time series pairs are shown in Figs. 45-47.
Despite the complex patterns, the plots share many consistent features for the uncoupled cases (first two columns) and un-
coupled cases (columns 3-7). It is therefore clear that the wavelet bispectrum is able to detect couplings in complex systems.
The biggest problem is seen when comparing columns 3-5 with 6 and 7, where for a change in the direction of coupling it is
very difficult to observe consistent differences in the bicoherence. This is because couplings to another time series cannot
be detected when the dynamics in the uncoupled case are already spread out over a range of frequencies, as is the case in
the time series of the complex systems. Essentially, the components and harmonics of the Poincaré oscillator are already
present in the time series of the complex systems, so no difference can be seen in the bispectrum when they are coupled.
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Fig. 48. Time-dependent bispectral analysis of the Poincaré | non-autonomous Poincaré system with time-dependent coupling. The strength of the
coupling used in the numerical simulation is shown in (a). Below are the instantaneous biphase (b) and biamplitude (c) for the autobispectrum of the
Poincaré oscillator, corresponding to the frequency pair 0.092-0.53 Hz. The wavelet transforms were calculated using the same parameters as before.

Again, the exception to this rule is the stochastic system where in the bidirectional cases the dynamics of the system are
no longer complex. Consequently, changes in the bispectra can be seen for columns 3-5 and 6-7 in Fig. 46, which correspond
to a change in the coupling direction.

Fig. 48 shows the evolution of the biphase and biamplitude in time for the case of the time-dependent coupling with the
non-autonomous system. The correlation between the biamplitude and the strength of coupling can be seen very clearly.
Also, the biphase of the cross-bispectrum is observed to be constant when the coupling is strongest which, as mentioned
previously, gives another indication that a coupling is present. Viewing the coefficients of the wavelet bispectrum in time
therefore provides much more information about the coupling between the systems. However, it should be noted that in
the case of complex systems this correlation can only be seen for very specific frequency pairs. In particular, the biphase
gives spurious results for most other combinations.

8.6.7. Information theoretic approach

The results of the information theoretic approach are shown in Figs. 49-Fig. 50. For the cases where only noise coupling
is present the CMI is below the surrogate level for almost all timescales, indicating no coupling between the systems, as
expected.
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Fig. 49. Conditional mutual information in the direction from the Poincaré oscillator to the complex systems: (a) Gaussian white noise coupling; (b)
Gaussian white noise coupling with frequency modulation; (c) Unidirectional coupling; (d) Unidirectional coupling with frequency modulation; (e) Time-
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probability distributions).
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Fig. 50. Conditional mutual information in the direction from the complex systems to the Poincaré oscillator: (a) Gaussian white noise coupling; (b)
Gaussian white noise coupling with frequency modulation; (c) Unidirectional coupling; (d) Unidirectional coupling with frequency modulation; (e) Time-
dependent unidirectional coupling; (f) Bidirectional coupling; (g) Bidirectional coupling with frequency modulation.
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Fig.51. Conditional mutual information for the time-dependent coupling from the complex systems to the Poincaré oscillator for specific time delays: (a)
Chaotic system; (b) Stochastic system; (c) Non-autonomous system. The CMI was calculated in a moving window of length [ = 50 s using t = 0.5 s for
the chaotic and non-autonomous systems and | = 250 s with T = 2.5 s for the stochastic Duffing system.

For the chaotic system the method also appears to function as intended, showing significant CMI over all timescales when
a coupling is present and no significant CMI when there is no coupling. In addition, the strength of the CMI does not change
for I,; when the coupling in the opposite direction is added.

In the case of the stochastic system the method gives the correct direction of coupling over most timescales. However,
I1 varies considerably in magnitude for the bidirectional coupling where the complex dynamics is lost. This shows how the
value of the CMI is dependent on the frequency distribution of the dynamics as much as it is on the strength of the coupling.

The method performs worst for the non-autonomous system where significant CMI in the opposite direction to the
coupling is observed over a range of timescales. This is likely due to the purely time-dependent components in the
non-autonomous system, which will also appear in the dynamics of the Poincaré oscillator. These components provide
information about the dynamics of the non-autonomous system, which results in significant CMI. This information is shown
to be spurious in the case of the time-dependent coupling, where the sinusoidal components are not as prominent in the
time series of the Poincaré oscillator. Consequently, the decrease in the CMI for Iy, is much greater than that for I;.

As with wavelet phase coherence and the wavelet bispectrum, the CMI can also be traced in time to reveal time-
dependent couplings. Fig. 51 shows I}, and I,; calculated using a sliding window for the time series corresponding to the
time-dependent coupling. As can be seen, the change in the coupling can clearly be seen in each case. However, it is also in-
teresting to note that CMI drops below the significance level when there is only weak coupling. This demonstrates the limits
of detecting couplings from probability distribution estimates of finite data, especially when using a smaller time window.

8.7. Summary

The analysis of interactions involving complex systems requires a markedly different approach to the typical framework
that has been developed for coupled systems. The biggest obstacle is that there is no general way to define the phase
of a complex system. Furthermore, attempts to extract the phase of these systems results in only the dynamics of the
fast oscillatory components contributing to the phase. Dynamics over longer timescales and, hence, the slower effects of
interactions may therefore be lost. The lack of a definition for the phase means that concepts such as synchronization, which
is immediately apparent in coupled limit cycle oscillators, are difficult to apply to interactions involving complex dynamics.

Despite these problems, counterparts to the analysis of phases are still able to provide a great deal of useful interaction
information directly from the time series of these systems. By exploiting the wealth of information in the time-frequency
domain it has been possible to find coherence between two interacting systems as well as the strength and direction of the
underlying coupling, even with time-varying parameters. In addition, methods based around information theory provide
similar information without the need to transform to any analytical domain. Furthermore, these methods appear to work
equally well for each type of complex system.

While they are not applicable to systems that are very complex, methods based around phase dynamics are still useful
in cases where stochastic and non-autonomous dynamics are present in a weaker sense. However, at least in the system
studied here, chaotic dynamics are too random to extract interaction information in this way.

The most promising of the phase dynamics methods is based on Bayesian inference. This is particularly useful for
both stochastic and non-autonomous systems because it is able to effectively track both external noise and time-varying
parameters, which was not possible in the EMA, IPA and MPA methods developed earlier. This makes the method very useful
for inverse problems where both noise and time-variability are commonly encountered.
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Fig. 52. The onset of acoustic wave turbulence in superfluid “He. The measured time series is shown at the top, while the continuous wavelet transform
of the time series is shown below in two parts using different scales to observe the more subtle inverse cascade. The calculation used the Morlet wavelet
with a central frequency w, = 5 on the time series sampled at 100 kHz (data previously published in [25]).

9. Applications

Throughout this paper, the importance of using methods that detect variations in the properties of the system over time
has been emphasized. For whatever time series analysis technique is applied, tracking the dynamics over time is essential
for understanding non-autonomous systems, which are seen in much of the real world. The following provides examples of
such systems and demonstrates how the methods described in this paper can be applied.

9.1. Acoustic turbulence

Even in the context of fluid dynamics and classical turbulence, non-autonomous dynamics can be important. Fig. 52
shows the onset of turbulence in cylindrical quartz tube filled with superfluid “He (He II). The experiment involved heating
of the He I at one end of the cylinder to produce a series of second sound waves, and measuring the resulting temperature
changes at the other end using a superconducting bolometer (full experimental details can be found in [205,25,206,207]).
The most obvious phenomenon seen in the wavelet transform is the Kolmogorov-like direct cascade, whereby the waves
change shape and produce high harmonics from which energy is dissipated. However, a more subtle effect known as the
inverse cascade is also seen to arise over time, where energy is being transferred from the second sound waves to low
frequency subharmonics. The most important consequence of this inverse cascade is the spikes observed in the time series,
which are representative of the rogue waves observed at sea.

The use of the wavelet transform allows the onset and gradual progression of turbulence to be tracked continuously. The
full extent of the inverse cascade would be difficult to observe with other methods such as the short-time Fourier transform
due to the poor relative frequency resolution at low frequencies. However, the adaptive resolution of the wavelet transform
means that the precise times and frequencies at which subharmonics appear is revealed.

9.2. Electrons on helium

Data from another experiment are shown in Fig. 53. Here liquid 3He is condensed into a cell containing a tungsten filament
which is heated briefly to produce electrons. The electrons are confined to surface states with a subband that allows them to
be excited by microwave radiation, which enters the cell through a pair of sealed windows (full details of the experimental
setup are given in [208]). The constant microwave radiation field induces the strong oscillatory current which is measured
by the electrodes in the cell and is clearly seen in the continuous wavelet transform of the time series.

The oscillation appears to contain separate amplitude and phase dynamics: the frequency of the oscillations is being
modulated by a periodic function but at the same time the amplitude of the oscillations changes non-periodically. As has
been shown previously in the paper, such a mixture of amplitude and phase dynamics would be interpreted as a stochastic
system in the frequency domain or phase space. It is only in the time-frequency domain that the dynamics corresponding
to a simple non-autonomous oscillator become apparent.
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Fig. 53. Resonant photovoltaic effect in surface state electrons on liquid *He: (a) Time series of the current recorded by an electrode; (b) Continuous
wavelet transform of the time series; (c) Wavelet autobispectrum of the time series; (d-g) The unwrapped wavelet biphase for the frequencies (234 Hz,
14.3 Hz), (234 Hz, 9.4 Hz), (440 Hz, 14.3 Hz) and (440 Hz, 9.4 Hz) respectively. The calculations used the Morlet wavelet with w. = 5 on the time series
sampled at 4410 Hz.

The bispectrum shows other interesting features, in particular four peaks corresponding to coupling between the
oscillations and two lower frequencies. In this case the oscillations have been divided into two frequencies which relate
to the slow and fast components seen in the modulation. The biphase of the four frequency pairings confirms the existence
of a coupling since the phases are not monotonically increasing. However, the biphase is not stationary either so the coupling
is in some way intermittent. It also appears that the two low frequencies are in fact harmonics of the same oscillation due
to the fact that the biphases appear to be correlated.

Overall, the sum of information from the time-frequency domain has identified the measured oscillation to have a time-
dependent coupling to a low-frequency component. The mechanism behind these oscillations is still unknown, but this
analysis has provided important insight by showing that they can be modelled as a deterministic non-autonomous system.

9.3. Cardiorespiratory system

The methods are of course not restricted to fundamental Physics systems. Complex dynamics is also found in living
systems, which can be thought of as non-autonomous systems in the strictest sense due to their openness and time-
dependent nature. Fig. 54 shows time-frequency analysis for the peripheral blood flow in the skin, measured using laser
Doppler flowmetry (LDF), an electrocardiogram (ECG) of the heart, and respiration, measured using a belt around the
chest. The marked frequencies correspond to the following physiologically meaningful intervals [3]: nitric oxide (NO)-
independent endothelial [0.005-0.0095 Hz], NO-dependent endothelial [0.0095-0.021 Hz], neurogenic [0.021-0.052 Hz],
myogenic [0.052-0.145 Hz], respiration [0.145-0.6 Hz] and cardiac [0.6-2 Hz].

The advantage of viewing dynamics in the time-frequency domain is that it does not matter how they arise in the time
series. In the LDF signal the oscillations of the heart and respiration are embedded in a complex array of other fluctuations.
However, they are in agreement with the instantaneous frequencies extracted using an entirely different method from the
ECG and respiration signals.

Fig. 55 shows the interaction analysis for the ECG and respiration signals of the same subject. The synchrogram indicates
that there are no significant synchronization epochs in the recording. If this was the only analysis performed then one might
argue that there is little interaction between the heart and respiration. However, the method of Bayesian inference is able
to track the time-dependent coupling from the respiration to the heart. This can be observed directly from the coupling
functions where the coupling function for the respiration to heart coupling maintains the same shape throughout the
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Fig. 54. Time-frequency analysis of physiological signals from a single subject recorded over 30 min. The continuous wavelet transform of an LDF probe
recording is plotted at the top, while instantaneous frequencies of the ECG and respiration signals calculated using marked events are shown below. The
respiration signal was smoothed using a 0.2 s moving average prior to marking peaks. R-peaks were used as the marked events in the ECG signal. Both
signals were sampled at 1200 Hz. The LDF time series was sampled at 40 Hz and the calculation used the Morlet wavelet with w. = 1.
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Fig. 55. Interactions between the heart (¢;) and respiration (¢,): (a) Synchrogram showing the position of the R-peaks in the ECG with respect to
the respiration protophase; (b,c) Coupling functions calculated using Bayesian inference for the windows centred at 450 s and 1350 s respectively. The
calculation used 50 s windows with propagation constant p = 0.8. Phases were extracted from the synchrosqueezed wavelet transform [109].

recording (which is in agreement with Fig. 54 where modulation of the heart rate by the respiration can be seen directly).
Since the coupling is time-dependent, other techniques such as the EMA method are unable to reproduce these results.

10. Conclusion

Theories related to complex systems, such as the theory of turbulence, have been in development for well over 100 years
but the analysis of inverse problems involving such systems has only followed after the much more recent advances in
nonlinear dynamics. Previously, the framework of this analysis has been confined to specific types of complex systems, in
particular those that are chaotic or stochastic. However, complex dynamics can additionally be generated in a third way
through deterministic, non-autonomous forcing. Neither of the previous frameworks are compatible with the analysis of
these systems, which means a different approach is needed.

This paper has provided a review of the applicability of time series analysis methods to different types of complex
systems. Hence, this paper serves as a guide as to which are the most useful methods when tackling an inverse problem. A
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main feature of these methods is the retention of information in the time domain. Even when these methods have a linear
basis, such as the wavelet transform, the fact that the phases of the components can be tracked in time allows nonlinearity
to be accounted for [107]. In addition, the time-frequency domain makes it possible to see the difference between chaotic
or stochastic systems and a fairly stable non-autonomous system. In contrast, the traditional approaches to detect stability,
offered by measures such as Lyapunov exponents, are unable to detect this difference.

Perhaps the greatest achievement of these methods is a way to uncover interactions between a complex system and a
Poincaré oscillator. Despite the complex nature of this interaction, it is still possible to detect hints of synchronization, in
addition to changes in the coupling strength and direction.

Lastly, the methods presented here have been applied to real data. The results provide a description of the dynamics
of the underlying systems, which in turn aids the understanding of the processes involved. This is the crux of all inverse
problems, regardless of the nature of the system. However, the extension to complex systems will surely open up more
avenues of investigation into systems that may have previously seemed mysterious and incomprehensible.
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Appendix A. Matlab toolbox

The Matlab codes for most of the methods presented in this paper are provided in the TACTS toolbox. Supplementary
material related to this article can be found online at http://dx.doi.org/10.1016/j.physrep.2014.04.001.

Appendix B. Numerical integration

B.1. Heun scheme

The Heun scheme is defined as:

)~<n+l =Xp + hf(tnv Xn),

h
Xn+1 = Xn + i (f(tna Xn) +f(tn+17 ;(n+1)a) (B'l)
dx
a :f(t, X).

This is a second order integration scheme, calculating a prediction X, 1 of the next point in the trajectory using the current
point x, and then using that prediction to make a more accurate estimate of the gradient of the line connecting x,, to
Xn+1. Higher order integration schemes also exist that are able to reduce the error further but with this they bring other
limitations [209]. It should be noted that care must be taken when integrating systems with a noise term as the algorithm
must be adjusted according to Honeycutt [60].

B.2. Lie scheme

The Lie method is defined by the following differential operator:

Lo=f1% +f2%+~'+fd%, (B.2)
where x' are the dimensions of the system, f; = %i (x;, xﬁ, R xf[) and d is the total number of dimensions. The integration
scheme is then given by

an1+1 X!
Xﬁ,“ =0 X.Z : (B.3)

n+1
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which can be approximated by the Taylor series:

1 1

Xn+1 Xn

2 M Lk 2

X h X
1

TEL k| (B4)
: =0 © :

d d

xn+] xn

where M is the order of the expansion (higher M corresponds to a greater accuracy of integration). The proof of (B.3) is given
in [210].

Appendix C. Derivations

C.1. Formulation of the Fourier transform

Consider integrating equation (20) over —7 < n < 7,

f(t)dt / aodt+/ Z[awcos(a)t)+b sin(wt)] dt

= 2ma, + Zaw/ cos(wt)dt + Zb / sin(wt)dt
w=1 =

-7

-7

= 2ma, + Z] %u [sin(wm) — sin(—wm)] + Z] b;w [cos(—wm) — cos(wr)] . (C.1)

Since w is an integer, the two summations on the right hand side become 0. Rearranging, this gives an equation for a,:

a, =
2

b
ft)de. (C2)
=TT
Similar derivations result in the following equations for a,, and b,,:

-1 b
a, = P f(t) cos(wt)dt,

1 T
b, = — f@®)sin(wt)dt, w=1,2,3,.... (C.3)
T Jn
However, this still accounts only for the part of f(t) spanning —m < t < . To find the coefficients for a function that
spans some arbitrary period L there needs to be a change of variable. Setting t’ = 27t/L, another function can be defined as
g(t') = f(t) and the new integration variable is given by dt’ = 2 dt/L. Substituting into the previous equations gives:

g(t) =a,+ Y _ [a,cos(t’) + b, sin(et)], (C4)

w=1

where

pa

_ 1 ’ ’
Qo = -— g(thHat',
2

—T
] T / ! /
a, = g(t") cos(wt)dt’,
T J
b
b, = gt sin(wtdt’, w=1,2,3,.... (C5)
g

-7

Then, returning to the original variable:

2wt 2nwt
f(t)_ao+Z[awcos< L >+b s1n< I )] (C.6)

w=1
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where
ap = z _Lf(t)dts
2
L
* oy cos [ 220 a
a, = — — ) dt,
L -L L
L
2 [2 . 2w wt
b, = — f@®sin{ —— )dt, w=1,2,3,.... (C7)
L -1 L

These equations now define the Fourier series for a function over a finite period. Note that w now represents the standard
frequency multiplied by L rather than the angular frequency. The step from here to the discrete Fourier transform is a very
small one. The two sets of coefficients a,, and b,,, corresponding the sine and cosine terms can instead be replaced with a
single complex coefficient A, by using Euler’s formula:

2ot 2w ot o 2w wt
e L =cos A + isin - ) (C.8)

Using the same basis as before and setting a,, and b,, respectively as the real and imaginary parts of A,,, the complex Fourier
series can then be written as:

fO =Y At (C.9)

w=—00

where

1[5
szLf_éf(t)e

In the discrete case, integrals and summations spanning an infinite range cannot be used. The discrete Fourier transform is
therefore defined as [211]:

27

1 dt. (C.10)

N—1 )
Fw) =Y fme " (C.11)
n=0

Additionally, the inverse transform is defined as:

1N7] 2miwn
n)=— F,e N . C.12
f(m) N; (C12)

C.2. Least squares polynomial fitting

Starting with Eq. (24), the least squares error is defined as:
n n
2 .
S=Y —f&F =[x — @+ ati+ at? + - + ant™]” = min., (C.13)
i=1 i=1
where x; are the data points corresponding to the times t;. To find the least squares error approximation, the first derivatives
with respect to the unknown coefficients are used:

as .

e =22 [ @t ati+ o+t ant)] (C.14)
o i=1

as .

F. =2 Gi[x — (@ + a1t + @t} + - + ant")] (C.15)
1 i=1

as -

. =2 7 [xi— (@ + arti + @t? + - + ant™] (C.16)
2 i=1

as .

— =2 " [xi— (@ + arti + @7 + -+ ant!™)] (C.17)
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The condition where S = min. is then found when ;—;{ = 0fork = 0,1,2,...,m. The following linear equations are
therefore derived:

n n n n
Yoxi=ntota Y t+amy F4tany o (C.18)
i=1 i=1 i=1 i=1

n n n n n
ZX,'[’,':atoi+a1Zti2+azzt?+"'+amzt,’m+1 (C.19)
i=1 i=1 i=1 i=1 i=1

n n n n n
infizZGOZfiZ+G1Zti3+azzti4+"'+amztim+2 (CZO)
i=1 i=1 i=1 i=1 i=1

n n n n n
doatl=a,y " +ay a4 tan Y " (€21)
i=1 i=1 i=1 i=1 i=1

This can then be converted to matrix form x = 7 a where

X1 1t ... tf o
X5 1 6 ... tf ay

X=1.1, T = s a=|.|. (C.22)
Xn 1 t ...t an

The vector a can then be found numerically using a matrix equation solver, after which the values can be substituted into
(24) to obtain the best-fitting polynomial for the points contained within the window.

Appendix D. Statistics

D.1. Binning

Calculating probability distributions adds another level of complexity to time series analysis. This is because the accuracy
and precision of the distribution is dependent on the type of binning used. To generate a probability distribution a set of
evenly-spaced intervals (bins) needs to be defined between the minimum and maximum amplitude in the time series. An
estimate of the probability distribution is then found simply by counting the number of points that fall into each bin.

If small bins are used then it is possible to see more details in the distribution but accuracy is lost due to the finiteness
of the time series. If large bins are used then a greater number of points will be allocated to each bin, causing the accuracy
to increase but the precision to be lost. The procedure is therefore a balancing act, with the best advice being to avoid either
extreme and settle for an optimal bin size somewhere in-between. In particular, the number of bins should be dependent
on the amount of data that is binned (i.e. the number of points in the time series, N), which for a Gaussian distributions can
be derived as [212]

Number of bins = e®S3¢(N — 1)%/°. (D.1)

Other estimators also use adaptive bin sizes where the size is dependent on the location in the distribution [213].

D.2. Surrogate data

The significance of certain features in time series can usually be tested by making repeat recordings of the system.
However, even then it is possible for systematic bias to skew the interpretation of these features. An alternative approach
to test for significance has therefore been developed and is known as surrogate data [201,214]. Starting with a single time
series, this technique generates a new time series which preserves the properties that are consistent with a null hypothesis
but randomizes all others. Reapplying the same analytical methods to the surrogate time series will therefore reveal the bias
in the result.

One of the simplest types of surrogate data are the independent identically distributed (IID) surrogates [215,3]. These are
used to test the null hypothesis that the dynamics of the time series can be modelled as any independent random process
with a given probability distribution. They are generated by shuffling the order of the data points in the time series, moving
each one to a random point in time. The result is a time series with the same distribution as the original but with none of its
temporal structure. IID surrogates are most suitable for noisy time series with a flat frequency spectrum [215].

For time series which do contain structure in the frequency spectrum another type of surrogate data can be produced
by using the Fourier transform. This is done by randomizing the complex phase of A, from (C.10) so that each point
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in the spectrum F has the same amplitude but different values for the real and imaginary parts. A real time series can
then be reconstructed from the Fourier transform by making the second half of the transform (corresponding to negative
frequencies) the complex conjugate of the first half. The surrogate time series is then given by the inverse Fourier transform:

1 (2 _ 2mion
f(n):z/ Ave” T do. (D.2)

[Tl

This procedure preserves the frequency spectrum of the original time series but no other properties. A significant problem
is that the points in the surrogate time series are forced into a Gaussian distribution [214]. This has important repercussions
if the surrogate time series is being used to test for significance in a method that involves probability distributions, such
as the information theoretic approach. It also has an impact on phase space methods, since the embedded time series will
also have a Gaussian distribution, altering the information about the actual distribution of states. However, for complexity
analysis the distribution of states is often the feature that is being tested, which makes these surrogates a viable option.

If the distribution of the data was to be preserved in the surrogates it is important to consider how this will change the null
hypothesis of the significance test. For the previous algorithm, the hypothesis is simply that the time series was generated by
a linear Gaussian process. It is clear from the examples of stochastic systems in this paper that nonlinearities can drastically
alter the distribution (take for example the shapes of the attractors in phase space). Therefore, a new null hypothesis can be
formulated where the time series is generated from a invertible nonlinear transformation of a linear Gaussian process.

The following procedure generates surrogates to test this hypothesis using the amplitude adjusted Fourier transform
(AAFT) [216,214]. To remove the effect of any nonlinear transformation, the time series is rescaled so that it has a Gaussian
distribution. This simply means ordering the data from highest to lowest and substituting corresponding values from an
equal-length time series of Gaussian white noise at the same positions in time. The Fourier transform is then applied as
before, with the phases of A,, being randomized for every w. After using the inverse Fourier transform, the distribution is
restored by rescaling the surrogate using the data from the original time series.

A problem with the AAFT procedure is that the resulting surrogates do not usually have the same frequency spectrum as
the original time series. In order to preserve this spectrum, iterative amplitude adjusted Fourier transform (IAAFT) surrogates
are needed [217,216]. In this case, the original time series data is first shuffled and then the Fourier transform of the new
time series is calculated. The amplitudes of the Fourier components are adjusted to match the original, after which the data
is transformed back to the time domain. As for the AAFT surrogates, the data is rescaled so that it contains the same values
as the original time series. However, this process adjusts the frequency spectrum away from the desired distribution. The
procedure is then iterated for a second time, transforming to the frequency domain, adjusting the amplitudes to match
the original and then transforming back and rescaling. The iterations continue until the order of the data after rescaling
converges to the order of the previous iteration.
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