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Abstract Many authors have studied the outer radiation belts response to different solar wind drivers,
with the majority investigating electron flux variations. Using partial moments (electron number density,
temperature, and energy density) from GOES-13 during 2011 allows for changes in the number of electrons
and the temperature of the electrons to be distinguished, which is not possible with the outputs of
individual instrument channels. This study aims to produce a coarse predictive capability of the partial
moments from GOES-13 by determining which solar wind conditions exhibit the strongest relationship with
electron variations at GEO. Investigating how the electron distribution at GEO is affected by fluctuations
in this primary driver, both instantaneous and time delayed, allows for this to be achieved. These
predictive functions are then tested against data from 2012. It is found that using solely the solar wind
velocity as a driver results in predicted values that accurately follow the general trend of the observed
moments. This study is intended to make further progress in quantifying the relationship between the solar
wind and electron number density, temperature, and energy density at GEO. Our results provide a coarse
predictive capability of these quantities that can be expanded upon in future studies to incorporate other
solar wind drivers to improve accuracy.

1. Introduction

Energetic electron fluxes at geosynchronous orbit (GEO) can be highly variable depending upon the state
of the solar wind and its time history. Both coronal mass ejections and corotating interaction regions are
known, upon impact with the magnetosphere, to cause variability in electron populations at GEO [Borovsky
and Denton, 2006] from rapid decreases (dropouts) which can occur over a period of minutes [e.g., Onsager
et al., 2002; Green et al., 2004; Clilverd et al., 2013; Hartley et al., 2013], to subsequent increases (recoveries)
some hours or days later [Freeman, 1964; Nagai, 1988; Chen et al., 2007; Liemohn and Chan, 2007; Borovsky
and Denton, 2009]. The relationship between solar wind velocity and electron flux at GEO has long been
established [Paulikas and Blake, 1979] and more recently revisited by Reeves et al. [2011]. Comparison of
electron fluxes with various solar wind parameters (velocity, temperature, pressure, density, interplanetary
magnetic field, etc.) has been the basis of many studies, with the primary aim being to obtain a predic-
tive capability of radiation belt electrons for a given set of solar wind input parameters [e.g., Nagai, 1988;
Boynton et al., 2013; Horne et al., 2013]. However, the complexity of the relationship between the solar wind
and energetic electrons in the magnetosphere means that a reliable, accurate predictive model remains
elusive. There have been many studies investigating the variability of radiation belt electrons and their
response to different solar wind drivers [e.g., Baker et al., 1986; Hudson et al., 1997; O’Brien et al., 2001; Friedel
et al., 2002; Reeves et al., 2003; Weigel et al., 2003; Mann et al., 2004; Li et al., 2005; Borovsky and Denton,
2006; Liemohn and Chan, 2007; Millan and Thorne, 2007; Onsager et al., 2007; Hudson et al., 2008, Miyoshi and
Kataoka, 2008; Borovsky and Denton, 2010; Morley et al., 2010; Hartley et al., 2013, and references therein]. In
addition, there is strong evidence that relativistic electrons are somewhat seasonally dependent [Baker et al.,
1999; McPherron et al., 2009].

Recently Reeves et al. [2011, 2013] compared electron fluxes to solar wind drivers (primarily solar wind
velocity) concluding that the electron flux distribution could not be explained by scatter about a linear
relationship as previously considered, but rather a “triangle shape” distribution was revealed, with a
velocity-dependent lower limit and a velocity-independent upper limit.
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An alternative picture to that obtained by looking solely at the electron flux is provided by considering
the electron temperature and number density at GEO [Cayton et al., 1989; Borovsky et al., 1998; Denton et
al., 2010; Borovsky and Cayton, 2011; Denton and Cayton, 2011]. A density and temperature description of
the electron radiation belt has advantages over the traditional flux description. Changes in the number of
electrons and changes in the temperature of the electrons are distinguishable. This is crucial since small
variations in the temperature of the electron distribution may appear as order-of-magnitude changes in the
relativistic-electron fluxes. Examination of the density and temperature reveals how the entire population
respond to different conditions rather than the flux at a particular energy, thus providing an alternative pic-
ture of the evolution of the electron radiation belt, with the potential to reveal physical processes that may
not be apparent with the traditional flux description (i.e., the measured flux at a particular energy is deter-
mined by changes in either the density or the temperature of the overall population). However, even with
the density-temperature description used in this study, these are partial moments and therefore not sensi-
tive to the entire population. It still remains unclear exactly how electrons in the outer radiation belt at GEO
respond to solar wind velocity and density variations. By comparing partial moments (electron tempera-
ture and number density from GOES-13) with instantaneous and time-delayed solar wind conditions from
the OMNI 2 database [King and Papitashvili, 2005], it is possible to investigate the complexity of the rela-
tionship and make further progress toward understanding the effect of solar wind conditions on electron
temperature and number density at GEO.

In this study we summarize the primary solar wind drivers of electron number density and temperature at
GEO as measured by GOES-13 during 2011. It appears that the 1 min resolution electron temperature and
electron number density variations at GEO display some dependency on the solar wind proton density;
however, the relationship with solar wind velocity is more well defined. Additionally, we find that both elec-
tron number density and temperature at GEO exhibit solar wind velocity-dependent lower limits (elevated
temperature and number density at GEO only occur during, or some time after, fast solar wind). The electron
energy density is also considered and is also found to be subject to a solar wind velocity-dependent lower
limit. By producing fits to the data, we calculate a linear function that describes these upper/lower limits
within given confidence bounds. This is done using instantaneous solar wind data, as well as time-delayed
solar wind parameters in intervals of 12 h. Using time-delayed solar wind data and the calculated linear func-
tions allows for a predictive capability of the electron number density, temperature, and energy density at
GEO. These predictions are then tested against GOES-13 partial moments data from 2012 in order to study
the accuracy of the calculated functions.

2. Instrumentation

The Magnetospheric Electron Detector (MAGED) onboard GOES-13 provides pitch angle-resolved flux mea-
surements in the 30–600 keV energy range. Consisting of nine telescopes, each with a central pitch angle,
𝛼, defined by the orientation of the magnetic field measured by the GOES-13 magnetometer at any time,
MAGED measures flux in five energy channels parameterized as 30–50, 50–100, 100–200, 200–350, and
350–600 keV. The fluxes are dead time and proton contamination corrected. The current NOAA real-time
processing assumes a flat spectrum over each channel and mean central energies of 40, 75, 150, 275,
and 475 keV. Using these electron measurements, it is possible to calculate the number density, n, and
temperature, T , through the partial moments, equations (1)–(4), in addition to the energy density,  ,
using equation (5).

n = 2π∫ ∫ fv (𝛼, v) v2 sin(𝛼)d𝛼 dv (1)

Tperp = πm
n ∫ ∫ fv (𝛼, v) v4 sin3(𝛼)d𝛼 dv (2)

Tpara = 2πm
n ∫ ∫ fv (𝛼, v) v4 cos2(𝛼) sin(𝛼)d𝛼 dv (3)

T =
2Tperp + Tpara

3
(4)

 = nT (5)
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Figure 1. Variability of partial moments (electron number density and temperature) measured at GEO by GOES-13 with
(a) solar wind velocity and (b) density for a 24 h time delay in the noon sector.

where fv (𝛼, v) is a velocity distribution converted from differential flux as a function of the central pitch
angle of each telescope.

The calculation of partial moments, although based on a Maxwellian formulation, does not use a Maxwellian
fit, unlike the work of Cayton et al. [1989]. Rather, it approximates the integrals as weighted two-dimensional
sums of the velocity distribution at each measured energy and pitch angle. The velocity distribution is
approximated as uniform across the energy range of each channel listed above and between pitch angle
limits defined as the average of the telescope central pitch angles, with the lowest limit set to 0◦ and the
highest limit set to 90◦. Due to the sparse pitch angle sampling, fluxes with pitch angles between 90 and
180◦ are assigned to the supplement of their pitch angle, and the sum from 0 to 90◦ is doubled in calculating
the integral. For the electrons, relativistic versions of equations (1)–(3) are used, but the difference at MAGED
energies is only a few percent. The electron energy density,  , is also considered [Gurgiolo et al., 1979; Daglis
et al., 1994]. This is calculated by removing the number density denominator in the temperature integrals
(multiplying the partial number density by partial temperature). This is investigated in order to consider any
artificial anticorrelation between the electron number density and temperature caused by the partial nature
of the GOES-13 moments. Since theory suggests that these parameters may be anticorrelated in general
[Scudder, 1992], it is crucial to be aware of this possible artificial behavior.

Cayton et al. [1989] found that the electron energy distribution at geosynchronous orbit could be well
described by Maxwellian distributions. (It is also noted that Pierrard and Lemaire [1996] found that the elec-
tron energy spectra away from geosynchronous orbit could also be well described by Maxwellians). While
the Maxwellian distribution is not to be the only possible representation of radiation belt electrons (the
kappa distribution is also commonly used), it has shown to be a useful representation [e.g., Gary, 1993;
Onsager et al., 2004; MacDonald et al., 2008; Denton et al., 2010; Denton and Cayton, 2011; Clilverd et al.,
2013]. Since the Maxwellian distribution is a limiting case of the kappa distribution [e.g., Christon et al., 1988;
Gkioulidou et al., 2009], it is important to establish the behavior of the simpler model before investigating
the more general model. It should also be noted that the quantities of energy density and number density
are model independent.

3. Analysis and Results

The methodology used in this study is designed to

1. Determine which solar wind parameter displays the strongest relationship with the electron number
density, temperature, and energy density at GEO (both instantaneous and time delayed in 12 h intervals).

2. Investigate how the distributions of electron number density, temperature, and energy density at GEO
vary with this driving solar wind parameter (both instantaneous and time delayed in 12 h intervals).

3. Calculate linear fits to these distributions (instantaneous and time delayed) in order to obtain, given a
measurement of the primary solar wind driver, a prediction of the electron number density, temperature,
and energy density at GEO in intervals of 12 h in the future.

4. Test how accurate these calculated functions are at predicting the electron number density, temperature,
and energy density at GEO.

HARTLEY ET AL. ©2014. The Authors. 4558
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Figure 2. Density plots displaying the partial moments (electron number density, temperature, and energy density)
from GOES-13 at GEO for varying solar wind conditions with a time delay of 24 h applied; (a, c, e) solar wind velocity and
(b, d, f ) solar wind density.

3.1. Determining the Primary Driver
One minute resolution electron temperature and number density from GOES-13 at GEO during 2011 are
calculated using equations (1)–(4). Additionally, the electron energy density is calculated by multiplying the
electron temperature by the number density (see equation (5)). Initially, we compare these partial moments
with solar wind velocity and density in order to establish the primary driving solar wind parameter. This is
done by comparing the partial moments from GOES-13 with solar wind measurements in intervals of 12 h
prior, from 48 h to instantaneous. We also consider a negative 12 h delay (partial moments from GOES-13
observed 12 h prior to the solar wind measurements). While no causal relationship can exist between the
GOES observations and the solar wind parameters observed 12 h in the future, this is included in order to
provide a baseline from which to compare any apparent structure that may exist with increasing time delays.

Figure 1a displays each 1 min resolution electron temperature and number density measurement at GEO by
GOES-13 during 2011 for all local time sectors, with the color indicating the solar wind velocity for one time
delay, 24 h (warm colors indicate elevated velocities, cool colors indicate slower velocities). Figure 1b dis-
plays the same parameters with the color this time indicating the solar wind density (warm colors indicate

HARTLEY ET AL. ©2014. The Authors. 4559
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Figure 3. Density plots of solar wind velocity against electron number density at GEO in the noon sector for increasing
time delay. (a) Negative 12 h delay, (b) instantaneous, (c) 12 h delay, (d) 24 h delay, (e) 36 h delay, and (f ) 48 h delay.
The pink line indicates the median number density for each solar wind velocity bin, while the straight black lines
indicate a linear fit of the mean ± 2 standard deviations for each solar wind velocity bin (lower and upper bounds).
Equations describing these upper and lower bounds, as well as the predicted quantity, are listed on the equation (6) with
coefficients listed in Table 1.

elevated densities, cool colors indicate lower densities). These figures exhibit similarities to that displayed by
Denton et al. [2010] for the “soft component” of the relativistic Maxwellian fits to Los Alamos National Lab-
oratory (LANL)-01a spacecraft data for the years 2001–2007. The temperatures calculated for GOES-13 are
significantly higher than those from LANL-01a, since the soft component has an upper limit of 300 keV and
MAGED has an additional channel (350–600 keV) above that limit. This analysis was performed for a range of
time delays (−12 h, 0 h, 12 h, 24 h, 36 h, and 48 h), with no large increase or decrease in structure apparent.
To calculate the time delay, we simply take the solar wind velocity measurement from the number of delay
hours prior to the GOES observation (i.e., GOES[n] corresponds to OMNI[n − (i × 60)] for i hour delay and
data at 1 min time intervals).

For the solar wind velocity (Figure 1a), it is apparent that elevated number density and elevated temperature
occur independently 24 h following a broad range of solar wind velocities. However, for both to be simulta-
neously elevated, the solar wind speed must have been elevated [Borovsky and Denton, 2010; Denton et al.,
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Figure 4. Density plots of solar wind velocity against electron temperature at GEO in the noon sector for increasing time
delay. (a) Negative 12 h delay, (b) instantaneous, (c) 12 h delay, (d) 24 h delay, (e) 36 h delay, and (f ) 48 h delay. The pink
line indicates the median temperature for each solar wind velocity bin, while the straight black lines indicate a linear fit
of the mean ± 2 standard deviations for each solar wind velocity bin (lower and upper bounds). Equations describing
these upper and lower bounds, as well as the predicted quantity, are listed on the equation (7) with coefficients listed
in Table 2.

2010; Borovsky and Cayton, 2011; Denton and Cayton, 2011]. It is noted that there are clear inverse law stri-
ations apparent in Figure 1 which may be, at least partly, attributable to the number density denominator
in the temperature integrals. To remove this behavior, the electron energy density is also considered during
this study.

When comparing the electron number density and temperature to the solar wind density (Figure 1b)
there is also some structure apparent. Elevated electron temperature and number density at GEO primar-
ily occur during periods of depleted solar wind density (note that elevated electron fluxes have also been
shown to occur at low solar wind densities by Balikhin et al. [2011]). However, it appears that there is a more
well-defined structure when considering the solar wind velocity instead of the solar wind density.

In order to further investigate this relationship, data are binned based upon the solar wind conditions 24 h
prior in 5 km s−1 solar wind velocity bins and 0.05 log10 cm−3 solar wind density bins. Additional binning is

HARTLEY ET AL. ©2014. The Authors. 4561
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Figure 5. Density plots of solar wind velocity against electron energy density at GEO in the noon sector for increas-
ing time delay. (a) Negative 12 h delay, (b) instantaneous, (c) 12 h delay, (d) 24 h delay, (e) 36 h delay, and (f ) 48 h
delay. The pink line indicates the median energy density for each solar wind velocity bin, while the straight black lines
indicate a linear fit of the mean ± 2 standard deviations for each solar wind velocity bin (lower and upper bounds).
Equations describing these upper and lower bounds, as well as the predicted quantity, are listed on the equation (8) with
coefficients listed in Table 3.

performed for the electron number density, temperature, and energy density from GOES-13. The logarithm
of the number density is binned in intervals of 0.05 log10 cm−3, the temperature is binned in intervals of
2 keV, and the logarithm of the electron energy density is binned in intervals of 0.05 log10 keV cm−3. We then
display the number of occurrences recorded in each bin in color. These results are shown in Figure 2.

For the solar wind velocity, Figures 2a, 2c, and 2e, it is apparent that as velocity increases, the minimum
observed electron temperature, number density, and energy density also increase (velocity-dependent
lower limit). This is not the case when comparing the partial moments with the solar wind density
(Figures 2b, 2d, and 2f) which does not display a clear structure.

Our results suggest that the electron temperature, electron number density, and electron energy density
variations at GEO display some dependency on the solar wind density; however, the relationship with solar
wind velocity is more well defined.

HARTLEY ET AL. ©2014. The Authors. 4562
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Table 1. A Table Showing the Parameters to be Used in Equation (6) to Calculate the
Predicted Value, the Lower Bound, and the Upper Bound of the Electron Number
Density at GEO for Five Different Time Delays (0 h, 12 h, 24 h, 36 h, and 48 h) for Four
Local Time Sectors at GEO

Number Density (cm−3)

Prediction Lower Bound Upper Bound

Delay c0(N) c1(N) c0(N) c1(N) c0(N) c1(N)
Noon Sector

0 h 2.15 × 10−3 −3.65 2.16 × 10−3 −4.15 2.16 × 10−3 −3.16
12 h 2.03 × 10−3 −3.61 2.91 × 10−3 −4.46 1.17 × 10−3 −2.74
24 h 1.62 × 10−3 −3.45 2.72 × 10−3 −4.43 0.57 × 10−3 −2.44
36 h 1.35 × 10−3 −3.33 2.67 × 10−3 −4.43 0.00 × 10−3 −2.19
48 h 0.84 × 10−3 −3.10 2.09 × 10−3 −4.21 −0.32 × 10−3 −2.02

Midnight Sector
0 h 1.96 × 10−3 −3.66 0.39 × 10−3 −3.80 3.52 × 10−3 −3.59
12 h 2.16 × 10−3 −3.77 2.17 × 10−3 −4.53 2.35 × 10−3 −3.11
24 h 1.87 × 10−3 −3.66 2.40 × 10−3 −4.64 1.60 × 10−3 −2.78
36 h 1.39 × 10−3 −3.46 2.14 × 10−3 −4.57 0.94 × 10−3 −2.47
48 h 1.17 × 10−3 −3.36 2.17 × 10−3 −4.60 0.43 × 10−3 −2.24

Dusk Sector
0 h 1.84 × 10−3 −3.62 0.97 × 10−3 −3.857 2.32 × 10−3 −3.28
12 h 1.89 × 10−3 −3.65 3.03 × 10−3 −4.67 0.86 × 10−3 −2.71
24 h 1.76 × 10−3 −3.60 3.14 × 10−3 −4.74 0.44 × 10−3 −2.51
36 h 1.34 × 10−3 −3.42 2.83 × 10−3 −4.62 0.08 × 10−3 −2.35
48 h 1.13 × 10−3 −3.34 2.81 × 10−3 −4.64 −0.32 × 10−3 −2.16

Dawn Sector
0 h 2.50 × 10−3 −3.78 1.83 × 10−3 −4.10 3.35 × 10−3 −3.46
12 h 2.30 × 10−3 −3.71 2.29 × 10−3 −4.34 2.49 × 10−3 −3.07
24 h 1.80 × 10−3 −3.50 2.32 × 10−3 −4.38 1.69 × 10−3 −2.69
36 h 1.50 × 10−3 −3.38 2.50 × 10−3 −4.49 0.82 × 10−3 −2.30
48 h 1.11 × 10−3 −3.21 2.22 × 10−3 −4.39 0.13 × 10−3 −1.99

3.2. Distribution of Partial Moments With Varying Primary Solar Wind Driver
Having established that the solar wind velocity has a stronger relationship with the electron number density,
temperature, and energy density variations at GEO than the solar wind density, we investigate the varia-
tions of the GOES-13 moments with solar wind velocity in more detail. Due to inherent local time variations,
we sort GOES-13 measurements in local time, binning data into four local time bins (Dawn 4–8 LT, Noon
10–14 LT, Dusk 16–20 LT, and Midnight 22–2 LT). From this point forward we display results from the noon
sector only, although the analysis is repeated for all local time sectors. Studying the number of occur-
rences of electron number density, temperature, and energy density in small solar wind velocity intervals
allows for the distribution of GOES-13 partial moments with respect to the solar wind velocity to be
obtained. Figures 3–5 display the results of this analysis. Data are binned in 5 km s−1 solar wind velocity bins.
Additional binning is performed for the electron number density, temperature, and energy density from
GOES-13. The logarithm of the number density is binned in intervals of 0.05 log10 cm−3, the temperature is
binned in intervals of 2 keV, and the logarithm of the energy density is binned in intervals of 0.05 log10 keV
cm−3. We then display the number of occurrences recorded in each bin in color. Displaying data in this way
allows for more detail of the distributions to be shown than merely producing a scatterplot. Figure 3 dis-
plays the distributions of electron number density at GEO for time delays from (−12) h to 48 h in intervals of
12 h. Figures 4 and 5 contain the same analysis repeated for the electron temperature and energy density at
GEO, respectively.

First, considering the electron number density (Figure 3), it is apparent that elevated number densities can
occur simultaneous to, or several hours following, a broad range of solar wind velocities; however, there
are few instances where a high solar wind velocity results in a low electron number density at GEO. This
result, when observed using electron fluxes, lead to the suggestion of a velocity-dependent lower limit on
the electron flux [Reeves et al., 2011, 2013]. The results in Figure 3 (for positive delays) show that this also
appears to be the case with the electron number density as measured by GOES-13. It is noteworthy that
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Table 2. A Table Showing the Parameters to be Used in Equation (7) to Calculate the
Predicted Value, the Lower Bound, and the Upper Bound of the Electron Tempera-
ture at GEO for Five Different Time Delays (0 h, 12 h, 24 h, 36 h, and 48 h) for Four
Local Time Sectors at GEO

Temperature (keV)

Prediction Lower Bound Upper Bound

Delay c0(T) c1(T) c0(T) c1(T) c0(T) c1(T)
Noon Sector

0 h 0.85 × 10−2 59.6 1.61×10−2 34.3 −0.39 × 10−2 86.6
12 h 2.67 × 10−2 51.8 4.41×10−2 22.9 −0.13 × 10−2 85.3
24 h 5.00 × 10−2 42.1 6.94×10−2 13.5 1.87 × 10−2 75.7
36 h 5.63 × 10−2 39.7 6.87×10−2 14.5 2.99 × 10−2 70.5
48 h 5.91 × 10−2 38.5 6.58×10−2 15.5 4.21 × 10−2 65.2

Midnight Sector
0 h −0.87 × 10−2 60.7 −1.98 × 10−2 41.3 −0.16 × 10−2 80.5
12 h 2.33 × 10−2 47.4 0.66 × 10−2 30.3 2.48 × 10−2 69.4
24 h 3.81 × 10−2 41.3 2.35 × 10−2 24.3 3.49 × 10−2 64.2
36 h 5.02 × 10−2 36.5 3.40 × 10−2 20.1 5.24 × 10−2 56.7
48 h 5.35 × 10−2 35.1 3.65 × 10−2 19.3 5.19 × 10−2 56.9

Dusk Sector
0 h 2.09 × 10−2 53.3 1.34 × 10−2 35.4 2.16 × 10−2 73.7
12 h 4.23 × 10−2 44.3 6.03 × 10−2 17.5 1.81 × 10−2 73.9
24 h 5.86 × 10−2 37.2 7.16 × 10−2 13.2 3.34 × 10−2 66.6
36 h 6.28 × 10−2 35.8 7.59 × 10−2 12.2 4.05 × 10−2 63.4
48 h 6.09 × 10−2 36.6 7.46 × 10−2 12.9 4.53 × 10−2 60.8

Dawn Sector
0 h −2.40 × 10−2 67.2 −2.22 × 10−2 43.3 −1.86 × 10−2 88.1
12 h 1.01 × 10−2 53.1 0.25 × 10−2 32.7 0.55×10−2 78.2
24 h 3.03 × 10−2 45.2 1.67 × 10−2 27.1 2.32×10−2 70.5
36 h 3.76 × 10−2 42.1 2.10 × 10−2 25.4 3.48×10−2 64.9
48 h 4.45 × 10−2 39.3 2.20 × 10−2 25.4 4.74×10−2 59.5

there is little quantifiable difference between the negative 12 h delay plot (Figure 3a) and the plot for zero
delay (Figure 3b), thus indicating that the consideration of a time delay is imperative.

Second, we study the electron temperature at GEO (Figure 4). With no time delay, the electron temperature
appears to have little relationship to solar wind velocity, with both elevated and low temperatures occurring
across a broad range of solar wind velocities. However, as the time delay is increased, a velocity-dependent
lower limit of the electron temperature becomes increasingly apparent (24 h delay, 36 h delay, and 48 h
delay). Therefore, elevated temperatures only occur some time after the arrival of fast solar wind. This is con-
sistent with the results of Borovsky and Denton [2010] who showed that the temperature of the electron
distribution at GEO increases during the fast solar wind following the passing of a corotating interac-
tion region. Again, it is noted that there is little difference between negative 12 h delay and zero delay
(Figures 4a and 4b).

Third, we study the energy density of electrons at GEO (Figure 5). The energy density exhibits similar struc-
ture to the electron number density with elevated energy densities occurring over a broad range of solar
wind velocities and few instances where an elevated solar wind velocity results in a low-energy density of
electrons at GEO (velocity-dependent lower limit). Considering the energy density, thus removing the num-
ber density denominator dependence on the electron temperature, appears to increase the correlation of
the second moment with solar wind velocity. This should therefore increase chances of obtaining a more
accurate predictive capability for this moment.

3.3. Calculating Prediction Functions
Using the distributions presented in Figures 3–5, linear functions are calculated in order to quantify the
observed velocity-dependent lower limit, upper limit, and average of the observed quantity for instan-
taneous and positive time delays only. Other databased modeling techniques are noted (e.g., ARMAX
[Johansson, 1993; Ljung, 1999; Nelles, 2001], neural networks [Koons and Gorney, 1991; Fukata et al., 2002],
and NARMAX [Balikhin et al., 2011; Boynton et al., 2013]); however, a simple single-term linear method was
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Table 3. A Table Showing the Parameters to be Used in Equation (8) to Calculate
the Predicted Value, the Lower Bound, and the Upper Bound of the Electron Energy
Density at GEO for Five Different Time Delays (0 h, 12 h, 24 h, 36 h, and 48 h) for
Four Local Time Sectors at GEO

Energy Density (keV cm−3)

Prediction Lower Bound Upper Bound

Delay c0() c1() c0() c1() c0() c1()
Noon Sector

0 h 2.22 × 10−3 −1.87 2.25 × 10−3 −2.38 2.17 × 10−3 −1.39
12 h 2.17 × 10−3 −1.86 3.11 × 10−3 −2.72 1.30 × 10−3 −1.04
24 h 2.00 × 10−3 −1.81 3.06 × 10−3 −2.74 0.88 × 10−3 −0.82
36 h 1.76 × 10−3 −1.70 3.08 × 10−3 −2.77 0.31 × 10−3 −0.56
48 h 1.32 × 10−3 −1.52 2.61 × 10−3 −2.61 −0.07 × 10−3 −0.37

Midnight Sector
0 h 2.01 × 10−3 −1.91 0.33×10−3 −2.06 3.39 × 10−3 −1.77
12 h 2.36 × 10−3 −2.08 2.35×10−3 −2.87 2.41 × 10−3 −1.38
24 h 2.15 × 10−3 −2.00 2.71×10−3 −3.03 1.74 × 10−3 −1.10
36 h 1.87 × 10−3 −1.90 2.54×10−3 −2.99 1.21 × 10−3 −0.84
48 h 1.63 × 10−3 −1.79 2.68×10−3 −3.07 0.59 × 10−3 −0.57

Dusk Sector
0 h 2.09 × 10−3 −1.93 0.94 × 10−3 −2.09 2.60 × 10−3 −1.58
12 h 2.19 × 10−3 −1.98 3.38 × 10−3 −3.05 1.09 × 10−3 −1.00
24 h 2.17 × 10−3 −1.98 3.58 × 10−3 −3.15 0.76 × 10−3 −0.85
36 h 1.78 × 10−3 −1.81 3.33 × 10−3 −3.05 0.42 × 10−3 −0.70
48 h 1.62 × 10−3 −1.76 3.47 × 10−3 −3.14 −0.12 × 10−3 −0.44

Dawn Sector
0 h 2.39 × 10−3 −1.96 1.86 × 10−3 −2.31 2.99 × 10−3 −1.62
12 h 2.37 × 10−3 −1.96 2.51 × 10−3 −2.61 2.34 × 10−3 −1.34
24 h 2.04 × 10−3 −1.83 2.70 × 10−3 −2.70 1.63 × 10−3 −1.01
36 h 1.86 × 10−3 −1.76 3.02 × 10−3 −2.87 0.73 × 10−3 −0.61
48 h 1.40 × 10−3 −1.58 2.78 × 10−3 −2.80 −0.10 × 10−3 −0.31

selected in order to easily quantify the limits (upper/lower/median) of the observed “triangle shape” distri-
butions and obtain a first-order predictive capability. This data-driven modeling technique is purely for GEO
and may be useful for other models that require the conditions at GEO as boundary conditions. These lin-
ear functions are displayed in Figures 3–5; lower and upper limits in black and average observed quantity
in pink. As these functions are calculated for several time delays, using them should allow for a prediction
to be made in intervals of 12 h in the future following a solar wind observation. In order to quantify the
velocity-dependent lower and upper limits, the mean ± 2𝜎 (where 𝜎 is the standard deviation) is calculated
for each solar wind velocity bin. A linear fit through these values is then produced (black). This encapsu-
lates ∼ 90% of the data and is therefore considered to be a 90% confidence bound on the data. Additionally,
the median value in each solar wind velocity bin is calculated, with a linear fit through these values pro-
duced (pink). The result is a function whereby ∼ 50% of the data lies above and ∼ 50% below. This is the
predicted value of the electron number density/temperature/energy density at GEO. These linear functions
are displayed in Figures 3–5 (black lines indicating the 90% confidence bound and the pink line indicat-
ing the predicted quantity). The equations describing these functions are listed as equations (6)–(8) with
coefficients (c0(N), c1(N), c0(T), c1(T), c0(), and c1()) listed in Tables 1–3 for all local time sectors. These
calculated functions have a validity range of solar wind velocities between 250 km s−1 and 750 km s−1.

N
(

cm−3
)
= 10 c0(N)VSW+c1(N) (6)

T (keV) = c0(T)VSW + c1(T) (7)

 (
keV cm−3

)
= 10 c0()VSW+c1() (8)

For zero delay, the electron number density distribution in the noon sector (Figure 3b) can be explained by
scatter about a linear trend, since the gradient of the upper and lower bound, as well as the predicted value,
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Figure 6. (a) The solar wind velocity during May 2012; (b) the electron
number density at geosynchronous orbit measured by GOES-13 (red), the
prediction as calculated 24 h in advance (dark blue), and the upper and
lower bounds to 90% confidence limits (blue shading); (c) the electron
temperature at geosynchronous orbit measured by GOES-13 (red), the pre-
diction as calculated 24 h in advance (dark blue), and the upper and lower
bounds to ∼90% confidence limits (blue shading); and (d) the electron
energy density at geosynchronous orbit measured by GOES-13 (red), the
prediction as calculated 24 h in advance (dark blue), and the upper and
lower bounds to ∼ 90% confidence limits (blue shading).

are approximately equal. However,
with the addition of a time delay
(Figures 3c–3f ), a velocity-dependent
lower limit becomes increasingly
apparent. This leads to the conclu-
sion that for any given time, knowing
the instantaneous solar wind velocity
allows for a prediction of the min-
imum electron number density at
GEO at some time in the future. With
regards to a velocity-dependent
upper limit, as larger time delays are
applied the calculated gradient of this
limit decreases. This indicates that the
upper limit is not dependent upon
the solar wind velocity.

With no time delay, the electron
temperature (Figure 4b) appears to
have little relationship to solar wind
velocity, with both elevated and
decreased temperatures occurring
across a broad range of solar wind
velocities. The median line (pink)
is relatively flat, varying very little
with solar wind velocity. As the time
delay is increased (Figures 4c–4f ),
a velocity-dependent lower limit of
the electron temperature becomes
increasingly apparent (24 h delay,
36 h delay, and 48 h delay). Thus,
elevated temperatures only occur
some time after fast solar wind. The
gradient of the velocity-dependent
lower bound is steepest when a time
delay of 24 h is applied although
remains relatively well defined up to
48 h delay.

The energy density of electrons at
GEO appears similar in structure to
the electron number density. With
zero delay, the energy density distri-

bution in the noon sector (Figure 5b) could be explained by scatter about a linear trend, since there is little
difference between the gradient of the upper bound, lower bound, and the predicted quantity. However, as
with the electron number density, with the addition of a time delay, the distribution becomes more like the
“triangle distributions” observed for electron fluxes by Reeves et al. [2011].

This method is then repeated for the dawn, dusk, and midnight local time sectors with calculated coeffi-
cients c0(N), c1(N), c0(T), c1(T), c0(), and c1() listed in Tables 1–3. The calculated gradient coefficients for
the predicted quantities are generally larger in the noon sector than in the midnight sector for all quantities,
with the intercept coefficients also larger in the noon sector than in the midnight sector for the majority of
time delays. This is consistent with the results of Borovsky and Denton [2010] who concluded that the outer
electron radiation belt at local noon at GEO is hotter than the outer electron radiation belt at local midnight
at GEO.
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Figure 7. (top to bottom) Figure showing the percentage error (mag-
nitude of the residual divided by the observed quantity) for the same
time period and delay shown in Figure 6 (May 2012, 24 h delay). The
figure also contains a color indicator at the bottom of each panel
in order to show the magnitude of the percentage error; less than
10% (green), between 10% and 25% (yellow), between 25% and 50%
(orange), and greater than 50% (red). Also, listed on the figure is the
percentage of the time period whereby the percentage error falls in the
bounds defined above.

3.4. Testing the Prediction
Having used data from GOES-13
throughout the duration of 2011 to cal-
culate coefficients to a linear function
that relates the solar wind velocity to
the electron number density, tempera-
ture, and energy density at GEO in four
local time sectors, we now test this rela-
tionship using GOES-13 moments data
from 2012 and a time delay of 24 h. The
24 h lag was chosen since Denton and
Borovsky [2009] showed that the time
between observed solar wind velocity
variations and associated variations in
the plasma sheet density was between 8
and 18 h (depending on LT). Given that
the plasma sheet is the seed population
for the electron radiation belt, it followed
to use a solar wind velocity delay greater
than 18 h; hence, 24 h was selected.
Figure 6 displays the solar wind velocity
for May 2012, the electron number den-
sity, temperature, and energy density as
measured by GOES-13 at GEO (red) dur-
ing the same period, in addition to the
predicted value (dark blue) and the 90%
confidence bounds (pale blue shading)
for electron number density, tempera-
ture, and energy density as calculated in
this study. Having calculated these coef-
ficients for 4 h local time sectors centered
around dawn/noon/dusk/midnight,
these coefficients are then applied to
larger, 6 h local time sectors. Due to the

method used in this study, the calculated coefficients change as the spacecraft crosses between local time
sectors. This results in discontinuities or “stepping” (apparent in Figure 6) of the predicted values between
local time sectors. While this behavior is not physical and merely an artifact of binning the data, it does
capture the trends of the general local time variations.

For the electron number density (Figure 6b), the calculated values appear to quite closely follow the
overarching trend throughout the month. There are some large discrepancies although these do occur
during highly dynamic periods in the measured number density which are likely caused by electron
dropouts at GEO or substorm injections. During the most extreme of these cases (i.e., on 9, 20, and 23 May),
the measured quantity does fall outside of our shaded 90% confidence bounds; however, these do not
occur frequently.

Considering the electron temperature (Figure 6c), the predicted values again follow the general trend of
the measured temperature from GOES-13. There are again periods where large discrepancies do occur, pri-
marily between 27 and 29 May. The discrepancy during this period is likely due to the passing of the two
high-speed solar wind streams resulting in elevated fluxes in the 350–600 keV energy range, thus elevat-
ing the temperature considerably. It is also noted that during this period there are few substorm injections;
hence, the temperature remains elevated and does not decrease around midnight. The measured tempera-
ture does occasionally fall outside of the shaded pale blue 90% confidence bounds, however, not frequently.
Although given the large range encapsulated by the pale blue bounds, this result is not surprising.

For the energy density, (Figure 6d), the predicted values closely follow the general trend of the observed
quantity. Outside of the large reductions in energy density observed on 9 and 23 May, the observed value
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rarely falls outside of the calculated pale blue limits. The variability in energy density appears to be more
easily predicted than the electron temperature when using the methodology implemented in this study.
This is due to the higher correlation of electron energy density at GEO with solar wind velocity compared to
electron temperature.

Figure 7 displays a quantitative analysis of the residuals between the predicted (median) and observed
parameters for the same time period (May 2012) and delay (24 h) as in Figure 6. The percentage error (mag-
nitude of the residual divided by the observed quantity) is shown for number density (top), temperature
(middle), and energy density (bottom). At the bottom of each figure panel is a color indicator showing the
magnitude of the percentage error at each time interval; less than 10% (green), between 10% and 25%
(yellow), between 25% and 50% (orange), and greater than 50% (red). Also, listed next to each figure panel
is the percentage of the time period whereby the percentage error falls in the defined bounds. That is, for
number density (top), this method yields values that are accurate to within 50%, 71% of the time (sum of
green yellow and orange), and accurate to within 25% (sum of green and yellow), 39% of the time. For tem-
perature (middle), this method yields values that are accurate to within 50%, 95% of the time, and accurate
to within 25%, 81% of the time. For energy density (bottom), this method yields values that are accurate to
within 50%, 77% of the time, and accurate to within 25%, 41% of the time.

It is apparent that the solar wind velocity plays a large role in driving the electron number density, temper-
ature, and energy density at GEO, with a coarse predictive capability acquired using solely this quantity as
input. This study provides a simple method of predicting the electron number density, temperature, and
energy density at GEO for different time scales in the future that has shown to produce results that follow
the general trend of observations.

4. Discussion and Conclusions

This study provides insight into the driving of electron number density, temperature, and energy density
in four local time sectors at GEO by the solar wind. Both solar wind velocity and density exhibit a relation-
ship with the variation of the electron number density, temperature, and energy density calculated from
GOES-13, with the relationship to solar wind velocity more well defined than that of the solar wind den-
sity. Elevated electron temperatures and number densities in the outer electron radiation belt can occur
during slow solar wind, however, for both elevated electron temperature and elevated electron number
density to occur simultaneously, elevated solar wind speed is required, either instantaneous or some time
in the previous 48 h. Solar wind velocity-dependent lower limits are visible in electron temperature, num-
ber density, and energy density at GEO, similar to the triangle shape uncovered by Reeves et al. [2011] for
electron flux, with the limits becoming clearer with the addition of a time delay. A function describing this
velocity-dependent lower limit is calculated, in addition to an upper limit and a predicted value. These func-
tions are shown in equations (6)–(8) with coefficients listed in Tables 1–3 for all four local time sectors. This
result allows for a coarse prediction for the electron number density, temperature, and energy density at
GEO for intervals of 12 h in the future (within given confidence levels), given an instantaneous solar wind
velocity. These functions and corresponding coefficients are then tested on GOES-13 data from 2012 and are
shown to follow the overarching trend of the observed values.

The temperature distributions, when observed over the range of time delays applied in this study, are
consistent with the heating of a low-energy population by elevated solar wind velocity. This is appar-
ent in Figure 4 as an increasing gradient of the calculated velocity-dependent lower limit once a time
delay is applied (i.e., several hours following an observation of elevated solar wind velocity, it is unlikely
that the temperature of electrons at GEO will be low). This is consistent with the results of Borovsky and
Denton [2010].

From testing the calculated prediction functions (Figure 6), it appears that the calculated electron number
density, N, and energy density,  , follow the general trend of observations more cleanly than the electron
temperature, T , via the methodology used in this study. Given that electron number density and temper-
ature are the fundamental physical parameters of a plasma, the result is a testable model that addresses
elementary plasma properties. Hence, for a Maxwellian plasma, it is possible to infer the flux at any energy,
not just energy channels tied to a particular instrument. The electron energy density at GEO is not a quantity
that has been widely considered in recent publications. Perhaps with the direct relationship to solar wind
velocity highlighted in this study, it is a quantity that could be further examined in research of radiation belt

HARTLEY ET AL. ©2014. The Authors. 4568



Journal of Geophysical Research: Space Physics 10.1002/2014JA019779

dynamics. Additionally, it may be beneficial for future studies to consider other candidate solar wind drivers
in addition to the solar wind velocity. While using solely this parameter has been shown to be capable of
obtaining a coarse prediction of the partial moments from GOES-13, obviously it does not capture all of the
short time scale variability.

In conclusion,

1. The electron temperature, electron number density, and electron energy density variations at GEO display
a dependence on the solar wind proton density; however, the relationship with solar wind velocity is more
well defined.

2. Both elevated electron temperature and elevated electron number density in the outer electron radiation
belt can occur over a broad range of solar wind velocities. For both elevated electron temperature and ele-
vated electron number density to occur simultaneously, fast solar wind is usually observed approximately
24 h previous.

3. The electron number density at GEO displays similar characteristics to the structure observed in the fluxes
described by Paulikas and Blake [1979] and more recently by Reeves et al. [2011] (triangle distribution). The
electron number density at GEO is subject to a solar wind velocity-dependent lower limit.

4. The electron temperature at GEO does not display a velocity-dependent lower limit when compared with
the instantaneous solar wind velocity. However, with increasing time lag, a velocity-dependent lower limit
does become more apparent (i.e., the temperature of the electron distribution at GEO increases during
the fast solar wind following the passing of a corotating interaction region).

5. Considering the electron energy density instead of the electron temperature improves the correlation of
this moment with solar wind velocity (due to the removal of the number density term in the denominator
of the temperature integrals). The electron energy density is subject to a solar wind velocity-dependent
lower limit.

6. It is possible, given a solar wind velocity, to obtain a coarse prediction of the electron number density,
temperature, and energy density at GEO (within given confidence limits) at some time in the future.
These predictions, and 90% confidence limits, are defined using equations (6)–(8) with coefficients listed
in Tables 1–3 for electron number density, temperature, and energy density, respectively, for all local
time sectors.
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