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Abstract—A content-centric network is one which supports
host-to-content routing, rather than the host-to-host routing of
the existing Internet. This paper investigates the potential of
caching data at the router-level in content-centric networks.
To achieve this, two measurement sets are combined to gain
an understanding of the potential caching benefits of deploying
content-centric protocols over the current Internet topology. The
first set of measurements is a study of the BitTorrent network,
which provides detailed traces of content request patterns.
This is then combined with CAIDA’s ITDK Internet traces to
replay the content requests over a real-world topology. Using
this data, simulations are performed to measure how effective
content-centric networking would have been if it were available
to these consumers/providers. We find that larger cache sizes
(10,000 packets) can create significant reductions in packet path
lengths. On average, 2.02 hops are saved through caching (a
20% reduction), whilst also allowing 11% of data requests to
be maintained within the requester’s AS. Importantly, we also
show that these benefits extend significantly beyond that of edge
caching by allowing transit ASes to also reduce traffic.

I. INTRODUCTION

Traditionally, the Internet has been a host-centric environ-
ment in which hosts generate packets that are subsequently
routed to other hosts. Throughout the majority of its evolution,
this has been viewed as its primary function due to the
requirements of prominent higher-level applications such as
telnet, e-mail and FTP. However, as bandwidth availability
has improved and Internet access has become ubiquitous,
content delivery has overtaken such applications to become
the predominant traffic generator within the Internet [1].

In response to this, researchers have proposed re-
architecting the Internet to be content-centric [2]. This involves
replacing or augmenting the existing host-to-host routing in-
frastructure with a host-to-content routing substrate. Thus, ap-
plications generate content ‘Interest’ packets, which are routed
to content sources that reply with ‘Data’ packets using globally
unique content identifiers. This exploits the observation that
applications rarely have a vested interest in where the content
comes from as long as it is verifiable and conducive with their
underlying delivery requirements. Potential benefits include
superior resource utilisation through in-network caching, better
mobility support and more reliable data security.

As of yet, many designs have been proposed, however,
little in-depth evaluative work has been performed validating
the real-world applicability of the above benefits. This paper
therefore seeks to perform an evaluative study of one of the

above benefits: content-centric caching. By uniquely identi-
fying each content chunk at the network-layer, it becomes
possible to cache content within routers, thus scalably enabling
the potential of redundant traffic removal. To study this topic,
we have utilised two measurement sets to explore how real-
world request patterns would perform in a content-centric
Internet.

To acquire these request patterns, we chose to measure one
of the most significant content traffic generators [1] in the
Internet: BitTorrent. This is because BitTorrent’s open nature
allows us to follow the request patterns of a large number of
hosts (~35k) across the entire Internet. This is in contrast to
prior studies that either use synthetic workloads (e.g. [3][4])
or solely use HTTP traces taken from individual observation
points (e.g. [5]). Unfortunately, the former does not offer real-
world insights, whilst the latter can generally result in biased
traces (e.g. a university campus will generally have more
skewed content request patterns than typical).

Using these real request patterns, we constructed NS2
simulations using router and Autonomous System (AS) level
Internet topology traces, provided by CAIDA [6]. This allowed
us to replay the monitored content requests over a real-world
topology, whilst introducing content-centric caching in the
routers. We find that content-centric caching can, indeed,
significantly reduce path lengths for retrieving content. This is
manifested in two ways. At the router-level, we show that three
or more hops can be saved for 30% of packets, using feasible
caches sizes, with 2.02 hops being saved on average. On an
intra-domain level, we also find that a significant proportion
of Interest packets can be maintained within a requester’s AS
(11%) through caching. More importantly, however, in-line
with some of the key research questions' raised in [7], we
show that the benefits of content-centric caching extend well
beyond that of traditional edge caching. Specifically, we find
that a further 21% of Interest packets can be served within only
a single AS hop by enabling caching. Through this, we also
explore some of the potential financial incentives for content-
centric deployment, highlighting that many benefits may be
available for transit networks as well as stub ISPs.

The rest of the paper is structured as follows. First, the
background to the topic of content-centric networking is
presented alongside related work. Next, the methodology of

IThe authors questioned whether ubiquitous router caching would create
much improvement over edge caching.



our evaluation is discussed before presenting the results of
our simulations. Finally, the paper presents conclusions and
future work.

II. BACKGROUND AND RELATED WORK
A. Content-Centric Networking

Within a content-centric network, nodes can both publish
and consume a content packet to/from the network using a
globally unique content identifier. Publication results in routing
information being propagated within the network to allow
subsequent requests to be routed towards a source. Importantly,
the same content can be published at multiple locations (e.g.
content mirrors, caches etc.) whilst leaving the necessary
source selection to the underlying routing substrate.

Prominent examples of these systems are DONA [8],
LIPSIN [9] and CCNx [2]. CCNx is probably the most
well known; it performs content-centric routing using similar
algorithms to current IP infrastructure (e.g. OSPF, BGP),
utilising longest prefix matching with hierarchical aggregation
to ensure scalability. In CCNx, a content request is issued
by sending an Interest packet, which is routed through the
network to the ‘closest’ instance of the content. Subsequently,
if available, the source responds with a Data packet, which
then follows the reverse path back to the requester (using
breadcrumbs). Alternatively, approaches such as [10], continue
to use location-oriented routing but with layer 4 packet la-
belling for identifiers. Importantly, as content is immutable,
a given Data packet will always be able to serve an Interest
packet with a matching identifier. Due to its prominence, we
will use CCNx terminology in the rest of the paper.

B. Packet Caching

Recent measurements have observed the redundant nature
of many data transmissions over the Internet [11]. This is
best highlighted by studies showing that caching efficiencies
of up to 90% can be achieved for certain traffic types, e.g.
distributing software updates [12]. Consider, for instance,
the transmission of the Google logo, which will happen
millions of time per-day. Currently, routers simply see this
as a packet, which must be forwarded to a host, regardless
of the packet’s payload. Due to this, identical payloads will
frequently pass through the same router, consuming unnec-
essary resources. Systems such as CacheCast [13] exploit
this observation to enable scalable multicast by stripping
the payload from redundant packets and reconstructing them
downstream. Alternatively, other systems [14] try to optimise
bandwidth usage by stripping payloads from any packets that
are cached downstream. These approaches can be contrasted
with traditional edge caching as recently discussed in [12] and
forward caching, which involves placing caches strategically
throughout the entire network [15]. Similarly, peer-to-peer
alternatives such as Corelli [16] are also available.

The above approaches, however, are built using the existing
network infrastructure with its host-to-host routing substrate.
Consequently, redundant packet/content identification must be
performed using techniques such as layer 3/4 fingerprinting
or layer 7 content identifiers. In contrast, content-centric

networks make each packet identifiable as a unique item of
content. Through this, in-router caching becomes a trivial task
that can easily be performed because a cached packet will be
immutable, i.e. any other packets containing the same identifier
will be identical (unlike in [14]). Therefore, whenever a router
receives an Interest packet, before forwarding, it can check
its cache to see if a corresponding Data packet is locally
stored. This can not only reduce the load on end host providers
but also can minimise resource utilisation and remove the
need to use costly inter-AS links. As of yet, however, we
have a poor understanding of how effective content-centric
caching would be in the wild; in fact, some have suggested
it might not even be worthwhile [7]. Up until now, most
studies (e.g. [3][4]) have used synthetic workloads to study
performance. Although, this allows a number of insights to be
gained, it does not allow a real-world study to be performed.
Similarly, early trace-based studies [5] utilise HTTP traces
taken from individual vantage points, preventing an Internet-
wide macroscopic understanding being gained. The purpose
of this paper is therefore to build upon this previous work to
measure how caching would perform in a more realistic setup
(in terms of both topology and request patterns). The work is
therefore presented as a form of ‘case-study’ in this domain.

C. Traffic Localisation

An alternative to the above forms of caching is the concept
of traffic localisation, in which consumers attempt to utilise
content sources within their own domain (e.g. AS). In-line with
the traces used in this paper, BitTorrent has been under par-
ticular focus due to its heavy traffic profile. Approaches such
as [17][18] have proposed effective mechanisms to localise a
large proportion of content requests with only a limited impact
on system performance. These approaches, however, clearly
differ greatly from the packet-level approach of content-centric
networking, and take on many protocol-specific characteristics
of BitTorrent. They also do not support the extension of
localisation beyond the requester’s AS. Similarly, traffic local-
isation does not utilise router-level caching; instead, relying
on content replicas being available on peers. This work does,
however, highlight the strong (topological) overlap of content
requests in the Internet today, offering strong motivation for
pursuing a content-centric approach.

III. METHODOLOGY

To evaluate the potential of content-centric router caching,
it is necessary to utilise two data sets: () realistic router-level
and AS-level traces, and (i%) realistic content request patterns.
Assuming that a content-centric topology would be similar to
the existing Internet topology, these data sets would allow us to
measure the real performance benefits of using content-centric
networking. To acquire the former, we have utilised CAIDA
Internet traces [6] to generate the real-world router-level and
AS-level topology. To model content request patterns, we have
then used a set of BitTorrent traces that we have gathered to
replay requests consisting of 35,240 nodes. Using these, we
have performed NS2 simulations to calculate the potential of
content-centric caching in this ‘case-study’ environment.



A. Topology Traces

To perform a detailed analysis, we use both router-level
and AS-level Internet traces. We have chosen this because the
router-level topology allows us to study resource consumption
on an intra-domain level by indicating how many resources
(routers and links) are used by content-centric and location-
oriented networking. The AS-level traces then allow us to
study routing on an inter-domain level, which, consequently,
offers many insights into the financial incentives that might
be available for transit and stub networks when deploying
content-centric routing (e.g. relating to peering agreements).

In the simulations, CAIDA’s ITDK [6] traces are used,
which provide a router-level and AS-level topology of the
Internet. The ITDK traces were performed by executing tracer-
outes from 54 monitor nodes (in 29 countries) to randomly
chosen destinations in each /24 BGP prefix (between 11/07/10
- 26/07/10). Bandwidth capacities were then allocated to end
nodes by performing longest-match lookups on the iPlane
service [19]. These traces therefore allow us to compute the
path length and arrival times of any Data packets on a router-
level and AS-level granularity.

B. Content Request Traces

To be able to accurately model request patterns, we chose
to perform BitTorrent measurements. Importantly, this allowed
us to gain large-scale macroscopic traces across many dif-
ferent ASes and not just single vantage point. To achieve
this, we implemented a BitTorrent crawler that connected to
Mininova.org for 38 days. This crawler periodically requested,
from multiple sites in Europe, tracker information regarding
each torrent’s number of seeders and leechers alongside the
members’ IP addresses. This study allowed us to gain a large
number of measurements regarding details such as peer arrival
patterns, seeder:leecher ratios and torrent sizes. Importantly, it
also allowed us to trace all requests for a given content item,
alongside the IP address of requesters. Each monitored torrent
was contacted every 10 minutes to refresh this information
(more frequent requests resulting in our IP addresses being
blocked); further information can be found in [20]. From this,
35,240 nodes were taken, by randomly selecting 71 items of
content. These files ranged from 1 MB to 1.7 GB with an
average swarm population of 391 nodes.

It is important to also note that we only utilise the request
patterns from these traces; we do not take on other aspects
of BitTorrent, e.g. the protocol, tit-for-tat, source selection,
naming etc. The only information taken from the traces is
therefore content size, request arrival rates and topological
location of requests. By removing the more BitTorrent-specific
aspects, it thus becomes possible to generalise these request
patterns for any application downloading stored content.

C. Simulations and Analysis

The above data sets allow us to replay a number of real-
world content requests over a real-world Internet topology.
Importantly, this is on a macroscopic level, unlike studies that
have solely looked at the traffic observed at a single point

in the network (e.g. the edge of a university network). To
achieve this, both sets of traces were parsed to generate a set
of NS2 simulation scripts. Packet-level traces were then post-
processed to calculate the effects of introducing router-level
caching.

1) NS2 Simulations: The simulated torrents consisted of
a variety of node populations and were distributing content
of a range of sizes. Each peer in the torrent was attached
to the ITDK trace topology by performing a longest prefix
lookup on all IP addresses within the topology. If multiple
potential candidates were found, a random one was selected.
To make the simulations tractable, the ITDK traces were then
reduced by computing the shortest path between all nodes
in each torrent. Consequently, routing was solely based on
the shortest path as the traces did not contain any record of
any actual (possibly fluctuating) routing decisions made in the
Internet. One limitation of this is that BGP information cannot
be taken into account (which is further based on a number of
characteristics, e.g. monetary costs, Quality of Service (QoS),
load balancing). We do not believe this, however, to be a
significant problem as routing in a content-centric network
is likely to differ significantly from existing location-oriented
BGP [21]. Therefore, shortest path routing is an appropriate
assumption in this setting.

Once the shortest paths had been computed, each peer in
the torrent was allocated as either a provider or consumer,
based on the seeder:leecher ratio recorded. Subsequently, as
consumers arrived in the torrent, a random provider was
selected to connect to. This is representative of a content-
centric network implementation as described in [10]. Data
transfers were performed from consumers to providers using
a TCP stream. This then allowed us to trace the paths taken
by Interest packets in the network (Data packets always take
the reverse path [2]).

2) Post-Processing: The above simulations produced
packet-level traces for all content exchanges. No content-
centric caching was built into these simulations and, con-
sequently, the traces represent the traditional location-based
networking paradigm. To augment this data, the packet-level
traces were therefore post-processed to calculate the potential
of introducing global content-centric caching. This was done
by parsing the packet-level traces to elicit the arrival times of
each packet at each router. As each torrent (and therefore each
content item) was simulated independently, the TCP sequence
number was used as the content identifier. Following this, we
calculated a number of statistics based on introducing caching
at each router; the replacement policy used was FIFO. We
selected a number of per-router cache sizes: 10, 100, 1000
and 10,000 packets (default packet size is 1000 bytes). We
also performed simulations with a 100,000 packet cache size;
this, however, yielded near identical results to 10,000. This is
because the benefits of increasing cache sizes exponentially
decrease due to the skewed nature of content demand. Impor-
tantly, these cache sizes represent the proportion of a router’s
cache allocated to storing a given item of content. Such a
scenario would be likely if QoS contracts had been negotiated
between content providers and network infrastructure.



IV. RESULTS

This section presents the results of the simulation studies.
First, we investigate the impact that caching has on Internet
path distances before inspecting how content and popularity
characteristics can affect this. As our core metric, we use the
number of network hops. This is because it offers a range of
insights that are extensible for modelling such things as delay
and performance. Importantly, it also allows the number of
inter-domain interactions to be monitored (this is particularly
important when considering financial peering agreements).

A. Reductions in Path Distance

The aim of this section is to quantify the change, if any, in
path length that content packets have to traverse using content-
centric caching.

1) Router-Level Savings: An important benefit of using
content-centric networking is the ability to reduce the number
of router-level hops taken by packets through the network.
This means that packets have less distance to travel, reducing
network loading as well as optimising protocols that are
heavily dependent on delay. Fig. 1 presents a cumulative
distribution function (CDF) of the number of hops a packet
takes through the network using various cache sizes. The
benefits when using small cache sizes (e.g. 100, 1000 packets)
are insignificant. When using a cache of 1000 packets, 90%
of packets have no reduction in the number of hops. In
contrast, when increasing the cache size to 10,000 packets,
large reductions can be gained (up to 10 hops for 2% of
packets, with at least 3 hops being saved for 30% of packets).
Despite this, 61% of packets have no reduction whatsoever,
even when using this large cache size, as shown in Fig. 2. As
shown in Table I, this leads to an average reduction of 2.02
hops per Interest packet (with a high standard deviation of
3.2). This high deviation indicates that relatively high caching
hit rates will be achieved for some data, whilst other data will
benefit little, if at all. We also find that, probabilistically, most
savings will occur within a few hops of the provider. Despite
these low numbers, significant quantifiable benefits can be
observed: when calculating the aggregated amount of per-hop
data that traverses the network, we find that 294 GB of data
is removed (from an original total of 1462 GB) when using
caches of 10,000 packets, representing a significant reduction.

Cache Size H 0 \ 10 \ 100 \ 1k \ 10k
Router-level || 10.03 | 9.82 | 9.72 | 9.48 | 8.01
AS-level || 3.38 3.37 | 3.36 | 3.31 | 2.98

TABLE I: Mean Number of Hops

2) AS-Level Savings: The above analysis has looked at the
savings on a per-router granularity. This, however, focusses on
resource utilisation; of more importance to most ASes is the
amount of inter-AS traffic that can be reduced. This is due to
the high cost of transporting data across domain boundaries;
for example, it is predicted that prices will reach ~$2.34 per
Mbps in 2012 [22]. Transit reduction, from the perspective
of stub networks, is therefore highly beneficial. In contrast,
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transit networks, which make their money from transporting
data, have a direct incentive to oppose using content-centric
networking. It is therefore important to understand the possible
reductions in inter-AS traffic. Fig. 3 presents a CDF of the
number of ASes traversed for each packet with various cache
sizes. For small cache sizes (e.g. 100 and 1000 packets), there
is almost no performance advantage: caching 1000 packets
per-router maintains only 3% of Interest packets within the
requester’s AS. Consequently, the use of smaller sized router
buffers [23] would have little effect on reducing inter-AS
traffic. Even when using caches of 10,000 packets, 74% of
all packets achieve no reduction in AS traversals, as shown in
Fig. 4. Despite this, in the traces, up to 6 AS-level hops can
be reduced, with 13% of packets achieving at least a reduc-
tion of 2 AS traversals. Consequently, we discern significant
deployment incentives from the results. This is highlighted in
Fig. 5, which presents the aggregated inter-AS per-hop data
transferred over the network: it can be seen that 19% of data
can actually be removed from the network through caching,
creating a notable reduction in traffic.

An important question is therefore who would benefit
from content-centric deployment? Intuitively, networks with-
out settlement-free agreements would benefit most due to the
expensive cost of transiting data through other ASes. However,
despite the large overall reduction in data transferred, it can
be seen in Fig. 4 that relatively few packets are actually
maintained within the requester’s AS (11% for 10,000 packet
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cache). Consequently, benefits are likely to be greatest for
Tier-2 ASes that can utilise cached data from many depen-
dent ASes, rather than stub ASes containing smaller sets of
consumers. Similarly, in-line with the previous results, we find
that the greatest hit rates occur closer to the provider than the
consumer due to the increased probability of route overlap.

B. Content Characteristics

The above sections have studied the amount of redundant
traffic that can be removed from a content-centric network
using caching. However, it is also important to study how
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different properties of the content and consumers can impact
this. This section looks at how items of different sizes and
popularities will affect performance.

1) Content Size: A variety of content items are transported
over the Internet on a daily basis; these range from high
definition films to small music files. It is therefore important
to understand how content size will impact the performance of
content-centric networking. To study this, we split the results
into two groups, (7) small items (less than or equal to 5 MB),
and (47) large items (greater than 5 MB). This is to differentiate
web sites and small media files from larger files (e.g. films,
software). Fig. 6 and Fig. 7 present CDFs of the number of
router-level hops for both small and large items.

It is evident that small content items achieve a far greater
reduction in hops than larger items. This is due to the finite
nature of the cache; for instance a 1 MB file could be
entirely cached in a 1 MB cache, whilst a 10 MB file clearly
could not. In contrast, large files gain marginally lower cache
performance than the overall averages presented in Fig. 1.
For instance, with a 10,000 packet cache, the overall average
of hops taken is 8.01, compared to 5.12 for small files and
8.41 for large files. It is important to note that this will
therefore vary heavily based on the link’s traffic profile and
caching policy; clearly, if a high capacity link frequently
flushes content out of the cache, performance will degrade.

2) Content Popularity: A content item’s popularity can be
defined by the number of consumers who request it in a given
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period. Clearly, content-centric networks are more suited to
highly popular content with short peak periods as this creates
a greater probability of route overlap. To study this, we split
the results into two groups, (¢) unpopular content (less than
50 nodes), and popular content (between 51 and 2952 nodes).
Fig. 8 and Fig. 9 present CDFs of the number of router-level
hops for these content types.

Broadly speaking, varying content popularity does not have
a significant effect on the caching performance. This is because
of the nature of BitTorrent-like traffic, which is usually based
on relatively small consumer groups. We categorise unpopular
content as having fewer than 50 consumers. Consequently, the
difference between that and the most popular content (2952
nodes) is not significant considering the scale of the topology
traces (=3 million routers). Despite this, popular content gains
a marginally better performance (i.e. fewer hops) than unpop-
ular content due to the increased probability of route overlap.
It is therefore evident that very high caching performance will
be limited to either extremely popular content (e.g. the Google
logo) or content that is popular in a topological locality.
Consequently, performance will vary greatly between different
content request patterns (occurring in different domains, e.g.
video streaming, software update deployment etc.).

C. Content-Centric vs Edge Caching

In Ghodsi et. al. [7], the authors suggest that the benefits of
content-centric caching might not exceed far beyond that of

traditional edge caching. Consequently, it is vitally important
to answer this question at this early stage in the research field.
A typical form of edge caching involves utilising a proxy that
also caches data. Through the simulations, we can therefore
place an edge cache at every Tier-3 AS and compare the
performance against that of global content-centric caching.

Our simulations show that using a simple edge cache of
10,000 packets would allow 11% of Interest packets to be
served from within the requester’s AS. This results in a 10%
reduction in egree link utilisation of edge ASes. Assuming
that an edge cache could be placed in each stub AS, this
means that such benefits could immediately be gained without
using content-centric networking. At first, it might seem that
edge caching could therefore negate the need for content-
centric caching. However, it can also be observed that global
content-centric caching can offer benefits far beyond 11% by
allowing caching across multiple ASes; for instance, ~16%
more requests can be limited to 1 AS traversal, whilst ~10%
more can be limited to 2 AS traversals through CCN (i.e.
through caching in transit ASes). Specifically, overall, with a
cache of 10,000 packets, 32% of requests can be limited to a
maximum of 1 AS traversal, whilst 34% more can be limited
to 2 AS traversals. Interestingly, this means that content-
centric caching benefits are not restricted to stub ASes wishing
to maintain traffic within their own domain. In fact, direct
benefits can be gained by these intermediate Tier-2 transit
ASes by reducing their need to utilise (non settlement-free)
egress links whilst still serving the needs of their dependent
stub networks. This suggests that many Tier-2 networks may
want to locally implement content-centric caching but deter
any dependent Tier-3 networks from doing so, to maintain
their income stream. Importantly, this also shows that global
content-centric caching offers benefits well beyond simple
edge caching in stub networks.

D. Discussion and Limitations

It has been shown that introducing larger caches can, indeed,
offer significant benefits when faced with ‘BitTorrent-like’
request patterns. These benefits, however, require caches in the
order of at least 10,000 packets per content stream; although,
this is a feasible value, it will grow dramatically as the number
of data streams scale up. Importantly, these benefits have also
been shown to extend well beyond that of traditional edge
caching by also reducing Tier-2 AS traffic. A number of key
points can be derived; specifically, these are:

o Caching traffic in a content-centric network can lead to
significant router-level path length reductions. Up to 10
hops can be reduced for 2% of packet, with 2.02 hops
being saved on average. Probabilistically, however, these
hops are likely to be saved nearer to the provider, rather
than the consumer.

o Caching traffic can lead to a noticeable reduction in inter-
domain traffic. Up to 11% of Interest packets can be
maintained within requesters’ ASes.

« Notable benefits can be gained by placing caching solely
at the edge of ASes. However, content-centric networking
offers improved performance well beyond this by allow-



ing caching to take place globally (e.g. 32% of Interest
packets can be maintained within one AS traversal).

o Caching traffic for small items of content will lead to far
higher performance levels than large content on links that
do not have their caches frequently flushed by rival data,
e.g. in the traces, requests had an average of 5.12 hops
for small files compared to 8.01 overall.

It is now, however, vital to detail some key limitations
of the study. One limitation is the lack of realistic routing
information for content-centric networking; this is because
routing is usually based on a range of characteristics includ-
ing load balancing, QoS issues and inter-domain business
arrangements. However, as content-centric networking has
not been deployed, there is no information regarding this
available (as it will change significantly from BGP [21]).
Consequently, routing has been based on fixed shortest paths,
thereby removing the presence of unpredictable multi-path
routing and route variations. Another limitation is the lack of
‘rival’ data streams that might fill a cache; instead, currently,
a proportion of each router cache is dedicated to the content
being studied. This allows a better understanding of caching
without an explosion in the number of parameters (thereby
improving casual traceability). However, on the other hand, it
does not represent a true deployment. Despite this, we believe
the results to offer a valuable insight into how a content-centric
network might perform under realistic macroscopic traces.

V. CONCLUSION AND FUTURE WORK

This paper has presented a performance study of the po-
tential of content-centric caching. To achieve this, two data
sets have been combined: a detailed Internet router-level
topology trace and a BitTorrent content request pattern trace.
We chose the use of BitTorrent request patterns due to its
significance in current traffic studies [1], but also because
all prior studies have utilised either synthetic workloads or
HTTP traces, which portray different characteristics. Using
these data sets, simulations have been performed to replay
real content requests in a content-centric environment. This
paper constitutes the first step in a long-term research scheme,
looking at the effectiveness of content-centric caching. We
feel it is therefore vital to extend this study to include many
different set-ups, e.g. looking at content requests that have
greater geographic correlation. It is also important to contrast
these results against alternate forms of request patterns that
exhibit different behaviour. Web delivery, for instance, often
displays a more skewed popularity distribution than peer-
to-peer traffic, leading to superior cache performance [24].
Clearly, an important future step is therefore applying alternate
macroscopic request traces to our content-centric setup. Simi-
larly, different content types (e.g. videos), which have different
viewing characteristics, such as skipping, are important to
study. Further, a wider range of metrics should be investigated
(e.g. delay, bandwidth) to gain a true understanding of content-
centric caching. Last, novel replacement strategies should also
be explored to discover optimal mechanisms for different
scenarios.
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