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In this response to Ellis’s target article on frequency in language pro-
cessing, language use, and language acquisition, we argue in favor
of a role for frequency in several areas of second language acquisi-
tion, including interactional input and output and speech processing.
We also discuss areas where second language acquisition appears
to proceed along its own route and at its own pace regardless of the
frequency of the input, as well as areas where input is infrequent but
acquisition appears to be unimpeded. Our response is intended to
highlight the complexity of the task of deciphering the role and im-
portance of frequency.

The field of second language acquisition (SLA) has seen an increased empha-
sis on psycholinguistic issues in recent years. This can be observed both in
the content of articles (e.g., Ellis & Schmidt, 1998, on connectionism; Schmidt,
2001, on attention) and in the methodologies that have been used of late (e.g.,
Gass, 2001; Juffs & Harrington, 1995; Mackey, Philp, Egi, Fujii, & Tatsumi, in
press). Nick Ellis continues this trend, tackling the vexed topic of frequency
effects in language processing, language use, and language acquisition.
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As Ellis points out, the concept of frequency has been discussed by lin-
guists and L2 researchers for quite some time. As long ago as the 19th cen-
tury, Baudoin de Courtenay (1895) took a position reminiscent of the one
taken by Ellis. In talking about alternations in language, he stated that ...
every member of a given speech community is bound to acquire by his own
mental effort through accumulating and generalizing individual associations”
(p. 203). Bloomfield (1933) attributed at least some part of language change to
frequency: “Fluctuation in the frequency of speech-forms is a factor in all non-
phonetic changes” (p. 392, emphasis in original).

Introductory SLA texts are cautious about the role of frequency. Larsen-
Freeman and Long (1991) suggested that preliminary data are generally sup-
portive of a role for frequency but that causal claims should not be made. R.
Ellis (1994) claimed that:

Overall there is very little evidence to support the claim that input fre-
quency affects L2 acquisition but there is very little evidence to refute it.
Perhaps the safest conclusion is that input frequency serves as one of the
factors influencing development, often in association with other factors
such as L1 transfer and communicative need. (p. 273, emphasis in original)

Gass and Selinker (2001, from Gass, 1988) underscored the complexity of the
issue:

Something which is very frequent in the input is likely to be noticed. On the
other hand, particularly at more advanced stages of learning, stages at
which expectations of language data are well-established, something that
is unusual because of its infrequency may stand out for a learner. (p. 402,
emphasis in original)

Discussions of learners’ sensitivity to input features have been a common
theme in the field of SLA. Early research by Wagner-Gough and Hatch (1975),
Larsen-Freeman (1976), Hamayan and Tucker (1980), and Lightbown (1983)
presented findings on input frequency and learning, a general line of inquiry
that has continued with interesting results. For example, Bardovi-Harlig (1987)
claimed that input frequency can override the assumed difficulty of learning
marked features, and Gass and Lakshmanan (1991) found a correlation be-
tween (ungrammatical) input and output data. However, until recently, the
issue of frequency of patterns in the input has not been systematically investi-
gated. Nick Ellis’s target article takes us on a tour of research into frequency
effects in language processing and acquisition. He argues that frequency is a
fundamental cognitive mechanism in every domain of language processing:
phonology, phonotactics, reading, spelling, lexis, morphosyntax, pragmatics,
sentence production, and comprehension. Ellis’s comprehensive article is a
welcome addition to the field of SLA, suggesting ways in which work on fre-
quency may link relatively disparate areas and providing a clearer articulation
of the construct.
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We approach our response in two ways. First, in relation to several aspects
of the SLA process, we provide further argumentation and possible evidence
in favor of Ellis’s frequency-based account. Second, we discuss areas of sec-
ond language learning that we believe are not adequately accounted for on
the basis of frequency, or where frequency explanations might be considered
a “stretch.” We conclude by raising issues that we hope will stimulate addi-
tional debate on frequency effects in language processing and language learn-
ing. Much of the work that Ellis discusses is based on research in native
language acquisition and performance. Our remarks, although addressing
some general issues of language, depart from this emphasis and switch the
focus to SLA.

ARGUMENTS IN FAVOR OF A FREQUENCY-BASED ACCOUNT
Input and Interaction

In Ellis’s view, “communicative [teaching] approaches give input, time-on-task,
and opportunity for relating form and function. All of this is necessary for de-
veloping the associations required for language learning” (p. 175). How these
associations are developed clearly requires further specification. We suggest
that research examining the role of input and interaction in SLA may benefit
from a consideration of the role of input frequency in converting patterns in
the input to intake (Gass, 1997).

In his Interaction Hypothesis, Long (1996) proposed that conversational
interaction promotes L2 development because interaction “connects input,
internal learner capacities, particularly selective attention, and output in pro-
ductive ways” (pp. 451-452). Much of the current line of interactionist re-
search in SLA addresses the question of how interaction works to bring about
L2 development, focusing on issues such as the relative developmental contri-
butions of positive and negative evidence and enhanced salience (Leeman,
2000), together with explorations of the specific nature and contribution of
different interactional features to L2 learning.

A consideration of frequency of patterns in the input may be useful for cur-
rent formulations of questions and explanations about how interaction facili-
tates L2 learning. As Ellis points out, opportunities for relating form and
function are important for developing strong targetlike associations. Interac-
tional modifications during conversation can present ideal opportunities for
relating form and function. For example, through interaction, forms in the in-
put are often repeated, rephrased, and segmented (Pica, 1994), thereby pro-
viding learners with a greater likelihood of making appropriate form-function
connections. Furthermore, interactional modifications may present or provide
recasted forms in semantically transparent contexts, which some researchers
have argued frees up cognitive resources for attention to be directed toward
form (VanPatten, 1996). A frequency-based explanation of SLA may be consid-
ered compatible with interactionist claims in that interactional modifications
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might be claimed to impact development through facilitating pattern identifi-
cation, recognition (of matches and mismatches), and storage. Further specifi-
cation of this process by researchers working in this area would be helpful in
designing research to test such claims.

Output in the Context of Interaction

Swain (1995, 1998) discussed ways in which output may facilitate learning. She
argued that attempting to produce the target language may direct learners’
attention to relevant input, generating linguistic knowledge that is new, or
consolidating the learner’s existing knowledge. Swain’s claims about output
are also compatible with frequency-based accounts of L2 learning. For exam-
ple, it is possible that output functions as a priming mechanism for future in-
put. As Swain noted, during interaction learners often recognize or notice
what Schmidt and Frota (1986) have described as a “gap.” One of the functions
of interactional input and output may be to provide learners with multiple ex-
emplars of targetlike input (both tokens and types), in a way that allows them,
as active participants in interaction, to connect form and meaning at exactly
the right time (see Samuda, 2001), providing and strengthening more target-
like schemas at exactly the moment when problems arise. In other words, the
process of producing or struggling to produce output may sensitize learners
to patterns and associations in future input, possibly making future input
more salient. Swain (1995) argued that having consistent opportunities to pro-
duce language is crucial for learners and that “their output is the ‘selector’ for
what will be attended to” (p. 131).! The relationship between output frequency
on the one hand, and input saliency and frequency on the other, is clearly an
important one that requires more research, for both human and machine
learning, as discussed in the next section.

Computational Speech Recognition

As Ellis points out, frequency-based explanations and approaches are gaining
recognition in many areas where linguistics is applied. For example, as Juraf-
sky and Martin’s (2000) comprehensive introductory text noted, the earliest
systems in the field of speech recognition were symbolic or rule based and
were derived primarily from the system developers’ intuitions about language.
However, in the last 30 years or so, the speech-recognition field has moved to
an exclusive focus on frequency-based systems. Based on statistical models of
annotated empirical data, these systems have proven to be far more accurate
and adaptable than rule-based systems. One of the most popular approaches
is based on frequency models of three-word sequences called trigrams (Jeli-
nek, 1976). For example, speech recognizers would be much more likely to
accurately perceive the sequence in order to rather than the acoustically simi-
lar in over to based primarily on relative frequency.

Computer memory limitations were the primary reason why the speech-



Frequency Effects: A Complex Picture? 253

recognition field was not usually able to utilize longer sequences. Despite these
limitations to the dominant frequency-based approaches, the recent trend in
speech recognition has not been to abandon frequency methods but rather
to augment them with richer linguistically based representational structures
capable of generalization and sensitive to long-distance linguistic dependen-
cies. By providing speech-recognition systems with enriched representational
frameworks, accuracy can be increased significantly and the number of train-
ing sentences needed to achieve comparable system performance is signifi-
cantly reduced.

In other words, recent work in statistical natural language processing
has found that performance can be improved by employing frequency-based
learning at multiple levels of context granularity and using representational
structures richer than simple surface word sequences. System performance
remains highly dependent on the quantity of training input, but by focusing
on more salient structures, frequency-based learning by computers has be-
come more accurate and efficient. The link between saliency, frequency, and
the perceptions of patterns in the input is clearly also important for human
learning of L2s, as discussed previously.

ARGUMENTS AGAINST A FREQUENCY-BASED ACCOUNT

The preceding sections have described areas where we view the issue of fre-
quency of the input as directly relevant. In the following sections, we discuss
areas where acquisition appears to proceed at its own pace regardless of the
frequency of the input, as well as areas where input is infrequent but acquisi-
tion appears to be unimpeded. The points we make do not rule out a role for
frequency-based accounts; rather, they suggest the complexity of the task of
deciphering the role and importance of frequency.

Developmental Sequences in L2 Learning

One area of SLA where a simple frequency explanation seems questionable is
the developmental sequences, or pathways, that have been proposed to apply
to all learners. For example, in Pienemann and Johnston’s (1986) implicational
scale of morphosyntax in ESL,” third-person singular -s is a late acquired struc-
ture (appearing only at the fifth stage in a six-stage sequence). In their model,
until learners have the processing capacity necessary for forms at the preced-
ing stage of acquisition, they do not acquire third-person singular -s regardless
of instruction, feedback, or any other intervention, and the many exemplars
that appear in the input.

Of course, third-person singular -s is a form with low communicative value.
Ellis has argued that “relations that are not salient or essential for understand-
ing the meaning of an utterance are otherwise only picked up very slowly, if
at all” (p. 175). However, other forms of higher communicative value in Piene-
mann and Johnston’s (1986) model have also been shown to be acquired in a
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particular developmental order, regardless of input frequency. For example,
question formation has been an object of investigation in a number of recent
studies in both classroom (Lightbown & Spada, 1999; Spada & Lightbown,
1993) and laboratory (Mackey, 1999) contexts. Such studies have generally
shown that regardless of the input, higher level question forms are acquired
when learners are developmentally ready—that is, when they reach the cor-
rect level and have “processing space” for the forms.*

However, the existence of developmental sequences does not necessarily
rule out a role for frequency. A number of researchers have argued that, when
learners are not at the correct developmental level to make immediate use of
input, it may be stored and made available at a later time for processing and
use (Gass, 1997; Mackey & Philp, 1998). If frequency is argued to play a role in
such a process, further specification of a frequency-based account would be
helpful. For example, can patterns be derived from the input, stored in long-
term memory, and activated when learners are ready to make (and strengthen)
the connections? If so, what governs the activation of these patterns?

Ungrammaticality

Ellis claims that:

The knowledge underlying fluent use of language is not grammar in the
sense of abstract rules or structure but a huge collection of memories of
previously experienced utterances. These exemplars are linked, with like
kinds being related in such a way that they resonate as abstract linguistic
categories, schema, and prototypes. Linguistic regularities emerge as cen-
tral tendencies in the conspiracy of the database of memories of utter-
ances. (pp. 166-167)

However, we argue that this view of linguistic knowledge does not capture the
totality of linguistic knowledge. Part of what we as humans know about lan-
guage includes knowledge about grammaticality and ungrammaticality. Ellis
deals with the notion of grammatical sentences, arguing that “the acquisition
of grammar is the piecemeal learning of many thousands of constructions and
the frequency-biased abstraction of regularities within them” (p. 144). If learning
is based on frequency in the input, however, how does one learn what is un-
grammatical?*

SLA research on adverb placement raises interesting questions for fre-
quency-based arguments (Trahey, 1996; Trahey & White, 1993; White, 1991).
The major concern was how learners, in this case French children learning
English, know that something is ungrammatical in the L2. French and English
have important differences in adverb placement. English allows adverbs be-
tween subjects and verbs (SAV; e.g., She always runs fasf) but does not allow
adverbs to occur between verbs and objects (SVAO; e.g., *She eats always
chocolate). French, on the other hand, allows SVAO sentences (e.g., Marie joue
quelquefois du piano “Marie plays sometimes the piano”) but not SAV sen-
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tences (e.g., *Marie quelquefois joue du piano “Marie sometimes plays the pi-
ano”). Thus, French learners of English have to learn that English allows SAV
order and that it does not allow SVAO order.

Trahey and White (1993) explored the developmental effects of appear-
ances of the form in the input. Fifth-grade classes of French students studying
English received an input flood of English adverbs (positive evidence only)
over a 2-week period. Trahey and White found that positive evidence in the
input was sulfficient for learners to notice that SAV order is possible in English
but was insufficient to detect the ungrammaticality of SVAO sentences. Thus,
frequency of occurrence in the input provided information about grammatical-
ity but not about ungrammaticality.” Their research showed that positive
evidence can reveal to learners the presence of information in the L2 that
is different from their native language, but negative evidence may be neces-
sary to show what is not possible in the L2 in those instances in which it is
possible in the native language (White, 1991; see also counterarguments by
Schwartz & Gubala-Ryzak, 1992, and White’s [1992] response). Thus, it was ar-
gued that positive evidence alone, which can be related to frequency of input,
appears not to be sufficient to acquire full information about the target lan-
guage.

Again, such research does not necessarily rule out an explanatory role for
frequency of the input. Generative linguists argue that innate constraints ex-
plain knowledge about grammaticality and ungrammaticality that cannot be
obtained from the input alone and that negative evidence is unreliably pro-
vided. Another type of evidence that has been proposed is indirect negative
evidence (see Chomsky, 1981, and descriptions by Gass, 1997; Pinker, 1989;
Plough, 1995; White, 1989). Arguments for indirect negative evidence suggest
that an absence of structures or forms in expected environments can result in
forms being excluded from the grammar (Chomsky, 1981, p. 9). Thus, in this
view, lack of input (the extreme negative end of frequency) provides crucial
information for grammatical construction.

Abstract Syntax

The UG approach to SLA begins from the perspective of learnability, assuming
innateness as a mechanism necessary to account for the complexities of ac-
quisition. This, of course, is in direct opposition to Ellis’s view that “all linguis-
tic units are abstracted from language use” (p. 144). As discussed, generative
linguists claim that frequency of the input is insufficient for children to attain
the complexities of adult grammars. Innate linguistic properties fill in where
the input (i.e., frequency effects) fails. Fluent L1 speakers learn properties of
grammar that are not learnable from input as illustrated by the use of wanna
(from want to) in English discussed by White (1989). To account for those in-
stances in which the sequence want to cannot be replaced by the informal
wanna, White proposed that there are principles of UG involving question for-
mation that account for the distribution of these English forms (e.g., *Who do
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you wanna win the race? vs. Who do you want to win the race?). In particular,
following movement of the wh-word, a trace is left behind that effectively
blocks contraction of want to to wanna. Frequency effects in the absence of
some innately specified linguistic properties do not reveal the abstraction nec-
essary to rule out ungrammaticality, as it is not clear how abstractions of this
sort can come from language use. Ellis claims that learners are able to ab-
stract linguistic units and patterns through frequent exposure. In other words,
no mechanism is presented to show how learners make abstractions of the
sort necessary to account for the complexity of language.

Native Language Effects

Research on the role of the native language in SLA has shown that it can im-
pact learning in both positive and negative ways. It is possible that frequency
effects are intertwined with native language effects in relation to some aspects
of learning. The fact that frequency effects cannot be considered in isolation is
made clear by Ellis himself; he cites perceptual salience, semantic complexity,
morphophonological regularity, and other factors that interact with frequency.
We add the concept of transfer to this list.

In early work, Zobl (1982) discussed research by Henkes (1974), who pre-
sented observational data from three children (French, Arabic, and Spanish
speakers) learning English. The analysis was based on the acquisition of the
English copula—a form present in French, Spanish, and English but absent in
Arabic. Despite similarities in the English input, the three children failed to
use the copula in the same way in English.” Although similar patterns of cop-
ula use were observed in the initial stages for all three children, the Arabic-
speaking child used the copula variably, even at a fairly advanced state of syn-
tactic acquisition, whereas the other two children employed the copula con-
sistently at advanced levels. The explanation provided for the different uses of
the copula related to the absence versus presence of the copula in the native
languages of the children. Thus, input frequency was insufficient to account
for L2 ability without considering the children’s L1 background in relation to
the target language.

A second example presented by Zobl (1982) relates to paths of acquisition.
He compared the acquisition of the English definite article by a Chinese-speak-
ing child and a Spanish-speaking child. In specific reference to articles, Ellis
acknowledges the insufficiency of a frequency-based account: “frequency is
not a sufficient explanation; otherwise we would never get beyond the definite
article in our speech” (p. 178). Although articles are always frequent in the
input, other factors intervene. In particular, Zobl argued that in instances
where there is zero contrast between the native and target languages (i.e.,
there is a category in one that does not exist in the other), learners may cre-
ate “a developmental structure to bridge the gap between zero representa-
tion” (p. 174) and the target form. In the case of the Chinese-speaking child,
whose native language has no articles, the use of a demonstrative pronoun,
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usually this, provided early evidence of a form that appeared to serve the
function of marking definiteness. The use of this marking definiteness develop-
mentally preceded the article the. On the other hand, for the Spanish-speaking
child, both this and the were frequently used from the beginning of data collec-
tion in accordance with English norms. Again, the developmental differences
between the two children suggest that their native languages led them down
two different paths—the Chinese-speaking child through a bridge stage in
which this occurred before the definite article and the Spanish-speaking child
from a starting point in which the definite article and the demonstrative this
co-occurred. These case studies suggest that it might be worthwhile to further
investigate the interaction between frequency of input and the role of the L1.

CONCLUSION

Although we have found ourselves generally in agreement with Ellis’s charac-
terization of the important role of frequency in SLA, we suggest that a complex
task lies ahead. Ellis has presented a convincing picture of the role of fre-
quency in many facets of language. However, an issue of central importance
that remains to be addressed relates to exactly how frequency effects interact
with other aspects of the SLA process. We are optimistic that Ellis’s article
will eventually drive more empirical studies of the role of frequency in SLA.
We believe that longitudinal studies of the effects of input frequency and L2
learning outcomes, involving learners at different stages of learning and consid-
ering the role of the L1, are crucial next steps in the ongoing debate and inves-
tigation of frequency effects. Another area worthy of research attention is the
relationship between maturational constraints and frequency effects. It is pos-
sible that age differences relate to sensitivity to frequency of input and stor-
age, and that this may also help to explain differences between L1 and L2
acquisition. The role of individual differences in SLA, including the importance
of working-memory capacity in frequency-based accounts, together with
learner strategies, also seems worthy of empirical work. Finally, a better un-
derstanding of the role of noticing of the input (in particular, of different levels
and types of noticing), and especially in relation to the salience of input,
seems crucially important in our ongoing investigations of SLA processes in
the context of a frequency-based explanation. It is our hope that this debate
will continue.

NOTES

1. Mackey (2000) reported some empirical support for this claim. She described an episode in
which, after trying to figure out the word bumblebee during interaction, a learner’s retrospective
verbal report can be interpreted as suggesting that she thought she might be more attentive to sub-
sequent input:

I know I hear this word before. In my host family, they er we try er capture many
[insek] in bottle. Wasp and hornet and bumblebee. But I have not XX catch this exact
pronounce. Now | remember this (laughs). Not [bundul] I see now. Next time our bot-
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tle is empt-er empty, I can know er understand what he say inside [insek]. So, I feel
glad about this talk.

2. Although not universally accepted, various empirical studies have provided support for the
developmental features of Pienemann and Johnston’s (1986) model in an interesting range of experi-
mental and classroom contexts (see Pienemann, 1998).

3. Tarone and Liu (1995) pointed to the need for further studies of putative universal acquisi-
tional orders and referred to frequency in the context of one learner’s acquisition of forms suppos-
edly beyond his current level. They explained this phenomenon by discussing “the researcher’s
intensive use of stage 4 and 5 forms in the input, together with increased opportunity for Bob to
produce such forms” (p. 122).

4. Ellis raises the issue of language use and preference in reference to grammatical knowledge.
For example, he discusses the syntactic priming effects represented by the work of Bock and her
colleagues as tending to “produce the most probable utterance for a given meaning on the basis of
the frequencies and recencies of utterance representations” (p. 162). Although this may be represen-
tative of what is preferred, it says little or nothing about what is grammatical or what is ungrammati-
cal; it only says that X is preferred. Y may be grammatical or ungrammatical; non-use tells us nothing
about its grammatical status. Additionally, of course, immediate use cannot be equated automati-
cally with learning.

5. Trahey (1996) showed that an abundance of positive evidence a year after exposure yielded
knowledge of grammatical sentences, but again did not succeed in eradicating the ungrammatical
sentences.

6. Zobl (1982) did not specify exact amounts of input, but based on his description, it seems a
reasonable assumption that the children were in comparable ESL situations and exposed to generally
comparable input. Thus, all things being equal, the frequency effects of input could be expected to
be comparable for all three children.
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