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Maotivation

Corpusbasedexaminationsof the modal load (i.e. extent of

modal marking) in if-conditionals in the written BNC

(Gabrielatos 2007, 2010 have revealed that they have a

significantlynighermodalloadthan

A average

A concessiveonditionalswith evenif andwhether,

A indirectinterrogativeswith if andwhether,

A non-conditionalconstructionswith whenandwhenever

A conditionalswith other subordinators(assumingjn case,on
condition,provided,supposingunless.

Isthis dueto ...

A the semanticpreferenceof the lexicalitem if? (LG)
A the semanticmakeup of if-conditionalconstructionsZCxG




Why the particutan theores?

A Bothtakeinto account...
é meaning(semanticand pragmatic)
é lexicaland grammaticaklements

A Main difference...
é LGgivesclearprominenceto lexisovergrammar

é CxGaccountsfor both in a balancedway
-- In fact, it positsno distinction



Data: rrantoms samples

Source: written BNC; approx 1000Qsits each.
A Sunits

I Estimation of the average frequency of modal marking in written British
English (baseline);

A Non-conditional constructions, taken collectively;

A Conditional constructions witassuming, if, in case, provided,
supposing, unless

A Conditionalconcessive constructions witven ifandwhether:

A Indirect interrogative (norconditional) constructions witif and
whether,

A Constructions wittwhenandwhenever(used as conjunctions)

I They have been presented as synonymous with unmodalised if
conditionals(e.g. Athanasiadou& Dirven 1996 617, 1997 62; Palmer,
1990 174-175).



Data: rrantdoms saumiples

Source: written BNC; approx 1000Qsits each.
A Sunits

I Estimation of the average frequency of modal marking in written British
English (basglias

| am grateful to

Stefan Evert University ofOsnabrlckand i
Neil Millar University of Birminghain |
for help with the regular expressions

A CondifiC dwhether

A Indirect interrogative (norconditional) constructions witif and
whether,

A Constructions wittwhenandwhenever(used as conjunctions)

I They have been presented as synonymous with unmodalised if
conditionals(e.g. Athanasiadou& Dirven 1996 617, 1997 62; Palmer,
1990 174-175).




Modal L.oad
The interactionoof twa complementary anetsics

Modal Density
Modalisationsspread



Modal Density

Definition |Averagenumberof modalmarkingsper clause

ExpressiorfNumberof modalmarkingsper 100clauses(%)

Helps comparisons between samples by
Utility normalising for the complexity of the
constructionsn each

(Gabrielatos, 2008, 2010)

Lexical Density

A The average number of content words per clause
(Halliday 2004: 654655).

A The percentage of the tokens in a text that are content words
(Ure, 1971).



Modal dlensitynmay nobdereneugh

A A high MD may be the result of a number of heavily
modalisetconstructionsn the sample

I If you live in the Wallingfordarea and have a railway
Interest perhapsyou might like to join this enthusiastic
group and give them a few hours of your time.
[CY 109

A In such a case, a sample might show a high MD
(relative to another sample) despite a large
proportion of constructions in it being modally
unmarked



Modalisation Spread

Proportionof constructionsthat carry at least

Definition .
one modalmarking

Expression| Proportion(%9) of modalisedconstructions

Correctsfor heavily modalisedconstructions

] In the sample

(Gabrielatos, 2010)

Spread

A The proportion of corpus speakerswho use a particular
languageitem (Gabrielatos& Torgersen 2009 Gabrielatoset
al., 2010.



WK &on' R Mis€blcul@esS 2 dza

modal imatrkings
per Xrmumbeb Ofvwords?



Words ws oopparidnities

Modals Words Clause:

If we could keep to a blue theme for
(1) leotardsit would make a lovely contrast 2 19 2
with the scarves[KAF/2]

If you are worried or have gquestions
(2) aboutthe iliness,try to find someoneyou 2 22 4
camtrust to talk to aboutit. [C® 227]]

A Words: (1) and (2) are fairly equally modalised
(10.5% and 9.1% respectively)

A Clauses (MD): (1) hastwice the MD of (2)
(100 and 50 respectively)



Relevantguantitativei findings
(written BNG estimations)

A On average (writteBrEh) = ¢S Ol y O |

¢ aboutthree modal markings peten clauses| stk
(MD=27.7). heavily modalised

A \\ o

to start with

e about40%of s-unitsto be modalised
(MS=40.9).

A About85%of if tokensare subordinators The wordif
of condiitional constiuctionsThe rest are AE y2ih b

subordinators ofndirect interrogatives

A If-conditionalsaccount for abouB0% They are excellent

of all conditional construction tokens.

candidates for a
case study




Modal L.oad
cComparisons
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Constructions: ML Clustering

10 15 20

0 25
| | | | |
assuming | —
provided 9
Sven if]; Most conditionals cluster together
(irrespective of subordinator) ...
unless 1] ——

supposing 10

if _cnd }

noncond 7

w hen 12

baseline 2

on_condition & I

w henever 13 J
if qb _I_I

Constructions withf
do not cluster together

in_case 6

w hether_q 16—

... though not all

Indirect interrogatives cluster togethe
(irrespective of subordinator)

w hether_cc 14




Constructions: ML Clustering
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assuming 1 —

provided 9

even_if ]3

unless 11 ——

supposing 10

Conditional
constructions withf
do cluster together

if _cnd }

noncond 7

w hen 12

baseline 2

on_condition 8

w henever 13 —

if qb

in_case 6

w hether_q 15

w hether_cc 14




The ML of whole constructions may
not reflect the SP af within the usual
short collocation span of-8 words

)

Examinatiorof ML In the
subordinate part only



Modal Density
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Subordinate part

When we look at the immediate eext of if,
the ML ofif-cndandif-q is comparable.

An indication that ML is
explained byth SP off --
not constructional nature.
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Modal Density
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Subordinate part

When we look at the immediate eext of if,
the ML ofif-cndandif-q is comparable.

dzi G KAa R2

why evenif should have

ML significantly lower

thanif-q andif-cnd...

An indication that ML is
explained by the SP df --
not constructional nature.

whenever
assuming L/
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Modal Density
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When we look at the immediate eext of if,
the ML ofif-cndandif-q is compcrable.

dzi G KA a

R 2

why evenif should have
ML significantly lower
thanif-q andif-cnd...

An indication that ML is
explained by the SP df --

not constructional nature.

More importantly, this cdext
LdhsltoMo defined mmmatically.
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Subordinate parts: ML clustering

L

provided 9 —

whenever 13

n_case i—

assuring 1

uniess 11—
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g

supposing 10
w hether_q 15

bagebne 2

w han 12
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Overall, the ML clustering of
subordinate parts seems to

support neither a lexisnly
nor a constructiorfamily-only
explanation.




Matrix part

The matrix parts of
constructions withif show
significant differences
in their ML



