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Tuning the properties of exciton complexes in self-assembled GaSb/GaAs quantum rings
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Type-II self-assembled GaSb/GaAs nanostructures have been grown by molecular-beam epitaxy and studied by
atomic-force microscopy, transmission electron microscopy, and power-dependent magnetophotoluminescence.
Nanostructures on the sample surface are found to be entirely dotlike, while capped nanostructures are
predominantly ringlike. Moreover, an in situ anneal process applied after thinly capping the dots is shown
to enhance the severity of the rings and relax the strain in the matrix in the proximity of the GaSb, resulting in a
change to the spatial configuration of the exciton complexes and their optical properties.

DOI: 10.1103/PhysRevB.83.115311 PACS number(s): 81.07.Ta, 78.67.Hc, 78.55.Cr, 68.37.Lp

I. INTRODUCTION

Type-II self-assembled nanostructures, which confine
either electrons or holes, are fundamentally different from
their type-I counterparts. The excitonic properties of type-I
quantum dots are determined by the confinement of carriers,
whereas for type-II dots it is the Coulomb interaction between
confined and free carriers that dominates the physics. The
result is that type-II dots exhibit phenomena that are absent
in type-I dots, such as Mott transitions1 and the formation
of excitonic helium.2 In particular, the strongly staggered
band alignment of GaSb/(Al)GaAs type-II nanostructures has
attracted much interest for its potential to extend the absorption
spectrum of GaAs solar cells beyond 1 μm,3 and provide
deep confining potentials capable of room-temperature charge
storage for memory applications.4,5 Intriguingly, Timm et al.
have recently demonstrated that, in stark contrast to GaSb
quantum dots grown by metal-organic chemical vapor de-
position (MOCVD),6 capped GaSb nanostructures grown
by molecular-beam epitaxy (MBE) tend to form quantum
rings (QR’s).7,8 Here, we report results that not only verify
these observations, but also show that the morphological
properties of the QR’s can be modified by changes in the
growth procedure, and that these can have strong effects
on the associated properties of the excitons and exciton
complexes they confine. This dramatically improves the
prospects for tailoring the electronic properties of GaSb/GaAs
self-assembled nanostructures for the observation of particular
phenomena, e.g., Aharonov-Bohm (AB) oscillations,9 and
for device applications.3–5 The remainder of the paper is
organized as follows. In Sec. II, we briefly outline the growth
procedure of the samples. Section III describes microscopy
measurements using atomic-force microscopy (AFM) and
transmission electron microscopy (TEM). Section IV de-
scribes power-dependent magnetophotoluminescence (PL)
data, while Sec. IV discusses the interpretation of the results
in terms of the spatial configurations of the excitons in the
two samples and the relative strengths of the electron-electron
and electron-hole interactions. Finally, Sec. VI contains the
conclusions.

II. SAMPLE GROWTH

The samples were grown using solid-source MBE by
deposition of a GaAs buffer layer at a pyrometer-measured
temperature of 580 ◦C, followed by the deposition of
nominally 2.1 monolayers (ML’s) of GaSb at 490 ◦C,
at a rate of 0.3 ML s−1 and with a V/III ratio of 2.
This was followed by the growth of an ∼9-nm cold-cap
of GaAs at 430 ◦C.10 The first sample, A (no anneal),
was then capped further with 100 nm of GaAs grown at
1 ML s−1 at a temperature of 500 ◦C,11 while a second sample,
B (anneal), was subjected to a 2-min growth interruption under
As2 flux at 580 ◦C before being capped with 100 nm of GaAs
at the same temperature and a growth rate of 1 ML s−1. A
second layer of GaSb was deposited on the surfaces of both
samples under the same conditions as the first layer; this was
left uncapped to facilitate AFM measurements.

III. MICROSCOPY

Figure 1 shows AFM images taken in tapping mode, using
a crystalline Si cantilever and tip. It can be seen that the surface
dot morphology is quite different for the two samples. Sample
A has larger dots of lower density than sample B (see Table I),
most likely a result of the difference in the GaAs grown at
different temperatures.12 However, the point to emphasize here
is that in both cases, the surface GaSb nanostructures appear
entirely dotlike.

The samples were then studied by cross-sectional TEM in
a JEOL 1200EX transmission electron microscope, and high-
resolution TEM (HRTEM) and high-angle annular dark field
scanning transmission electron microscopy (HAADF-STEM)
in a 2010F transmission electron microscope. Figures 2(a) and
2(b) show dark-field TEM images of both samples. HRTEM
images of the two types of embedded nanostructures, with
single and double lobes, are shown in Figs. 3(a) and 3(b),
respectively. Several interesting features are observed. First,
the volume of the capped nanostructures is substantially
reduced compared to the surface dots;13 a result of the
dissolution effect of capping the nanostructures.10 Secondly, in
both samples, double-lobe features can be seen, indicative of
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FIG. 1. (Color online) 1 μm × 1 μm atomic-force-microscopy
images of the surfaces of the two samples. Sample A (no anneal) is
on the left, and sample B (anneal) is on the right. In both cases, the
observed surface nanostructures are entirely dotlike.

the formation of QR’s. Remember, no such features were found
on the surfaces of these samples (Fig. 1). This is consistent
with the report of Timm et al., who presented a statistical
analysis of 140 buried GaSb/GaAs nanostructures measured
using cross-sectional scanning tunneling microscopy.6 Even
though 69 of them appeared “compact” (single lobe) and
71 as “paired features” (double lobe), they concluded that
all the nanostructures were probably QR’s. Let us assume a
toroidal shape for the QR’s with the overall size of the ring
defined by radius rM and the thickness of the ring described
by radius rm. In the case in which rm/rM = 0.5, taking
random cross sections through the rings will generate both
paired and compact features with equal probability. Images
containing more than 200 nanostructures in the two samples
have been analyzed using HAADF-STEM. This revealed that
approximately half of the nanostructures in sample A (no
anneal) showed a double-lobe cross section, while in sample B
(anneal) 75% were doubled-lobed and only 25% single-lobed.
It can be inferred from these observations that the growth
of a high-temperature GaAs layer subsequent to the initial
cold-cap acts to increase the number and/or the severity of
the rings, i.e., it reduces the ratio rm/rM . The third point of
note in Fig. 2 is the presence of shadows that emanate from
the GaSb nanostructures in sample A, but are absent in the
image of sample B, suggesting enhanced strain in the matrix

TABLE I. Sizes and areal densities of the GaSb QD’s on the
surfaces of the two samples.

Sample Lateral size (nm) Height (nm) Density (cm−2)

A (no anneal) 43 ± 7 2.6 ± 0.8 2.0 × 1010

B (anneal) 27 ± 6 2.9 ± 0.8 3.2 × 1010

surrounding the nanostructures in sample A compared with
sample B.

IV. LOW-TEMPERATURE
MAGNETOPHOTOLUMINESCENCE

Finally, low-temperature (�4.2 K) magneto-PL measure-
ments were performed to probe the properties of the excitons
confined to the QR’s. A frequency-doubled diode-pumped
solid-state laser emitting at 532 nm was used to excite the
sample, and a 30-cm focal length spectrometer was combined
with a Peltier-cooled InGaAs diode array to analyze the
luminescence. Optical fibers were used to transmit the light
to and from the sample, which was placed in the bore of
a superconducting magnet. The laser spot diameter on the
sample was ∼2 mm, leading to an estimated laser power
density of 1 W cm−2 with a launch power, P, of 50 mW.

A. Zero-field photoluminescence

Figure 4(a) shows typical zero-field spectra for both
samples. They contain features that are characteristic of
GaSb/GaAs QD/QR samples (see, for example, Refs. 8,10,14,
and 15): narrow peaks at about 1.5 eV correspond to emission
from the GaAs matrix, a wetting layer peak at 1.3–1.4 eV,
and a peak from the GaSb nanostructures (QR’s in this case)
at 1.06 eV for sample A and 1.02 eV for sample B. Note
that there seems to be no obvious difference in the zero-field
PL of GaSb/GaAs QD samples grown by MOVCD14 and
GaSb/GaAs QR samples grown by MBE.8 There are several
potential explanations for the difference in emission energy
of the QR’s in the two samples: (i) a reduction in QR
charging in sample B due to lower unintentional p-doping
compared with sample A, (ii) an increase in the size of the

FIG. 2. TEM images of (a) sample A (no anneal) and (b) sample B (anneal) taken in dark-field 002 imaging conditions. In both cases,
double-lobed structures can be seen in the images. In sample A, the dark region above the GaSb nanostructures indicates the presence of
strain.
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FIG. 3. HRTEM images of a buried single-lobe nanostructure in
sample A (a), and a double-lobe nanostructure in sample B (b).

nanostructures in sample B when compared to sample A (thus
reducing the quantization energy), or (iii) a change in the
composition induced by the different capping conditions for
the two samples. Since MBE rather than MOCVD growth
was used in this study, strong unintentional doping16 is not
likely. This argument is supported by Fig. 4(b), which plots
the change in zero-field energy for the two samples over
four orders of magnitude of incident laser power. In both
cases, a strong blueshift is seen, a feature that is characteristic
of type-II systems and has been observed, for example, in
GaSb/GaAs quantum wells,17 GaSb/GaAs QD’s,1,15,16,18 and
InP/GaAs QD’s.2 In the case of type-II quantum wells, it
is believed that the shift is the result of band bending at
the heterointerface due to charge separation.17 The same
explanation has also been invoked to explain the blueshift
in the PL from type-II QD’s.15 However, since QD’s exhibit
three-dimensional charge confinement, capacitive charging
and state-filling effects may also play a role.18 For MOCVD-
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FIG. 4. (Color online) Low-temperature photoluminescence (PL)
data at zero magnetic field: sample A (no anneal) is in blue and sample
B (anneal) is in red. (a) Spectra: the quantum ring (QR), wetting layer,
and GaAs peaks are labeled. (b) Laser-power, P, induced blueshift of
the QR peak.

grown GaSb/GaAs QD’s, it was shown that for sufficiently
low laser powers, the blueshift is preceded by a redshift,
such that the PL energy traces a U-shaped curve as the laser
power is increased.16 This was attributed to the presence of
carbon acceptors that dope the samples such that the dots are
fully occupied with holes in the absence of any illumination.
A small amount of illumination actually initially discharges
the dots in a process known as optically induced density
depletion,19 making the redshift a signature of (unintentional)
p-doping. Since there is no evidence of a redshift of the QR
PL from either sample in Fig. 4(b), we conclude that different
levels of unintentional doping cannot explain the difference
in PL energy between the two samples. Having said that, it
is extremely unlikely that the background carbon doping is
zero, and given the deep confining potential of GaSb/GaAs
nanostructures,14 the possibility that the dots are partially
occupied (charged) in the absence of illumination cannot be
excluded. For this reason, the use of the term “exciton” in
this paper should not necessarily be taken to imply single
electron-hole pairs, but should be more broadly interpreted
to include charged excitons and other exciton complexes. It
is important to note that because of the spatial separation of
electrons and holes, such exciton complexes in these samples
will be fundamentally different from those in type-I systems
and are analogous to atoms and ions with electrons bound to a
positively charged “nucleus.”2,14

The second possible reason for the difference in zero-field
PL energy is a change in the hole confinement energies due to
a difference in the size of the nanostructures between the two
samples. However, confinement energies for holes are much
less sensitive to size effects than for electrons, and the TEM
data indicate no systematic change in QR base length or height
between samples A and B. This leaves only composition
as a potential explanation for the observed difference. It
is believed that MOCVD-grown GaSb/GaAs QD’s have an
average composition that is close to GaAs0.4Sb0.6,4 so it could
be that the nanostructures in sample B are more pure, leading
to a deeper hole localization potential and a correspondingly
lower QR PL energy. This is, however, inconsistent with the
sample growth; it is sample B that was annealed, and therefore
would be expected to have greater intermixing. Instead, we
suggest that the lower QR PL energy seen in sample B is
associated with lower electron energy due to reduced strain in
the GaAs close to the QR’s, as evidenced by the TEM images
in Fig. 2, combined with an increase in the strength of the
excitonic binding, which shall be discussed below.

B. Magnetophotoluminescence

Figure 5 plots the magnetic field, B, dependence of the
QR PL peak energy for a variety of different laser excitation
powers. In addition to the lower PL energy for sample B,
some rather striking differences between the two samples now
emerge. The first is that the size of the field-induced shift of
the PL energy is substantially smaller for sample A than for
sample B. This is shown more explicitly in Fig. 6, which plots
the total size of shift in the QR PL peak energy from 0 to 15 T
as a function of laser power for both samples. To understand
the origin of this observation, we compare our data to a model
of the field dependence of the PL energy, E, in which there
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FIG. 5. (Color online) Quantum-ring PL peak position as a
function of magnetic field. Sample A (no anneal) is in blue (left-
hand panels): (a) high laser power, (b) low laser power, (c) laser
power dependence. The right-hand panel (d) shows the laser power
dependence for sample B (anneal). The lines are fits to Eqs. (1) and
(2). Note that (c) and (d) have the same vertical scale in terms of
meV per unit length on the page. It can be seen that the field-induced
shift of the PL is much larger for sample B than sample A, and that
for sample A the field dependence is highly parabolic at low laser
power (b) and more linear at high laser power (a). For sample B, the
opposite trend is observed (d).

are two regimes: a low-field regime where the increase in PL
energy is proportional to B2, Ref. 20 and a high-field regime in
which the PL energy increases linearly with field.21 Requiring
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FIG. 6. (Color online) Variation of the magnetic-field, B, induced
shift of the QR PL vs laser excitation power, P. Note that an increasing
B-shift with increasing laser power indicates increasing excitonic
binding with increasing laser power. The lines are guides to the eye.
The inset shows the exciton Bohr radius vs P. For sample B (no
anneal) and P < 10 mW, the Bohr radius is too small to be measured
with the magnetic fields available.

a smooth transition between the low- and high-field limits at a
critical field, Bc, results in the following expressions:22,23

E = E0 + e2a2
BB2

8μ
for B � Bc (1)

and

E = E0 − h̄2

2μa2
B

+ h̄eB

2μ
for B � Bc, (2)

where

Bc = 2h̄

ea2
B

, (3)

E0 is the zero-field PL energy, h̄ is the reduced Planck constant,
e is the electron charge, aB is the exciton Bohr radius, and
μ is the reduced exciton mass.24 Equations (1) and (2) may
be used to determine the useful parameters aB and μ by
fitting the PL peak energy data over the whole field range
in a single operation, as can be seen for the data in Fig. 5(d)
for sample B. Note that the same analysis was also applied
to sample A, but the result cannot easily be seen in Fig. 5
due to the very small size of the shift, even in the enlarged
view of the data in Fig. 5(a). An examination of Eqs. (1)
and (2) reveals that in both the low- and high-field regimes,
the size of the field-induced shift is inversely proportional to
μ. Thus, the systematically larger field-induced shift of the
PL from sample B implies that μ is lower in this sample,
an inference that is consistent with the reduced strain25

in sample B observed in the TEM images in Fig. 2. The
shift of the QR PL for sample A is very small indeed at
low laser power, but for powers >10 mW it shows a clear
linear field dependence at high fields, giving μ = 0.30 ±
0.02m0 (m0 is the free-electron mass), while, in contrast,
0.096 ± 0.005m0 is measured for sample B over the entire
power range.

However, the most striking feature of Figs. 5 and 6 is that
for sample A, the total size of the field-induced shift of the
PL energy increases with increasing laser power, whereas for
sample B it decreases with increasing laser power. Moreover,
a close examination of Fig. 5 reveals that the dependence of
the PL energy on magnetic field for sample A is parabolic to
the highest available fields at low power [Fig. 5(b)], but very
quickly becomes linear with field at high power [Fig 5(a)].
For sample B, the opposite trend is observed [Fig. 5(d)].
According to Eq. (3), the transition from parabolic to linear
field dependence occurs when the magnetic length is 1/

√
2

times the exciton Bohr radius, aB , and is therefore a measure
of the strength of the excitonic binding. Note that stronger
excitonic binding (smaller aB) not only decreases the size of
the field-induced shift according to Eq. (1), but it also increases
the field at which the linear field dependence is observed. The
inset to Fig. 6 shows the Bohr radius derived from the analysis
of the data as a function of laser power for the two samples. For
sample B, the Bohr radius gradually decreases with increasing
power, indicating an increase in excitonic binding, while for
sample A, a strong increase in the Bohr radius is observed for
laser powers >10 mW, indicating a weakening of the excitonic
binding. Given that the Bohr radius is inversely proportional
to μ, and that μ for sample A is three times that of sample
B, it is quite striking that the Bohr radius for sample B is
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larger at high laser power. For excitation powers <10 mW, aB

is so small (<10 nm) that insufficient fields are available to
determine its value: the data are characterized by a parabolic
field dependence up to the highest fields [Fig. 5(b)].

V. DISCUSSION

In the previous section, we showed that two MBE-grown
GaSb QR samples with slightly different growth conditions
show opposite dependencies of the excitonic binding on
incident laser power. Very similar observations have previously
been reported from two different experiments on MOVCD-
grown GaSb/GaAs QD’s. In one case a decrease in the
exciton binding was observed with increasing laser power and
attributed to screening of the electrons, ultimately resulting
in an insulator-to-metal Mott transition.1 In the other, exciton
binding was found to increase with increasing laser power
as a result of charging the dots with additional holes.14

No explanation for this difference in behavior between the
two experiments has been suggested so far. In the present
case, well-defined changes in growth conditions and the
use of TEM have given insight into subtle changes in the
nanostructure morphology, allowing the proposition of an
explanation for observed differences in excitonic properties
as a result of a change in the spatial configuration of the
excitons.

First, we should be reminded of the fundamental difference
between type-I and type-II nanostructures. In a type-II QD/QR,
only one carrier-type (e.g., hole) can be confined to the volume
of the nanostructure; the other (e.g., electron) is free, except
for the action of the Coulomb interaction. Hence substantial
changes in the spatial configuration of the exciton due to
changes in the position and/or wave-function extent of the
unconfined carrier are quite likely, and these will be manifested
in the optical properties.1,2 This is not the case in a type-I
nanostructure. Given the large valence-band offsets in this
system,14 it can be assumed that in both cases the holes are
strongly confined to the GaSb of the QR’s. All of the observed
excitonic properties can then be explained in terms of the
unconfined electrons. Sample A (no anneal) has a smaller
opening in the center of the QR than sample B, with a higher
Sb content. This exerts tensile strain on the GaAs above the
dot, repelling the electron,14 which is thus weakly bound to
the hole. The strained GaAs in sample A also increases the
electron effective mass,25 resulting in a very compact electron
wave function, as evidenced by the parabolic form of the field
dependence of the QR PL at low laser power. Since the electron
is weakly bound to the hole in the QR, when laser power is
increased, electron-electron interactions (screening) dominate
over electron-hole interactions, resulting in a smearing out of
the electron wave function, which increases the B-field shift
and Bohr radius.1 Sample B (anneal) has a larger opening in
the QR with a lower Sb content. The strain in the GaAs is much
lower, reducing the electron effective mass and allowing the
electron much closer to the hole: it is possible that it may even
sit inside the caldera of the nanovolcano formed by the QR.
The lack of strain and the proximity to the hole reduce the PL
energy compared to sample A. In this situation, increasing the
laser power has quite a different effect; the close proximity of
the electron to the QR means that the electron-hole interaction

dominates, and as the photoexcited holes charge the QR with
increasing laser power, the excitonic binding is increased, not
reduced. This decreases the size of the B-field shift and the
Bohr radius.14

Next, we comment on the relative strength of the blueshift
of the (B = 0) PL energy with increasing laser power, P,
for the two samples. In particular, when comparing Figs. 4
and 6, we notice a substantially larger blueshift of the PL
energy with increasing laser power for the sample where
excitonic binding increases with laser power (sample B). The
same trend is observed for MOCVD-grown QD’s.1,14 It was
argued in Sec. IV that, given the comparable dimensions of the
nanostructures and the heavy mass of the hole, it is unlikely
that there is a substantial difference in the confined hole states
for the two samples, and that the above difference in PL
energy is a result in a change in the electron configuration.
Similarly, although state filling could contribute to the blueshift
for both samples, it is an improbable explanation for the
factor-of-4 difference in the total blueshift between the two
samples. If we model a type-II QD as a simple parallel plate
capacitor, the capacitive charging energy is proportional to the
distance between the plates, i.e., the electron-hole separation.
Since the large blueshift is observed in the sample where the
electron-hole interaction is dominant, i.e., the electron-hole
separation is reduced, this implies that band bending, not
capacitive charging, is responsible. Unfortunately, a simple
model of capacitive charging gives a P 1/2 dependence, making
it very difficult to distinguish it experimentally from band
bending, which gives P 1/3. This is presently the subject of
further investigation.

Finally, we make some brief remarks about the observation
of AB oscillations in (self-assembled) semiconductor QR’s.
Although appealing, observation of the effect in magneto-PL
appears to be very difficult. In type-I InGaAs/GaAs QR’s, it
was shown that the effect is suppressed due to confinement
of both electron and hole and the Coulomb interaction
between them,26 i.e., neutral excitons with a ringlike ge-
ometry do not undergo AB oscillations. It has, however,
been observed in charged type-I rings using magneto-PL
(Ref. 27) and magnetization experiments.28 Any manifestation
of the effect seems to be absent from the data reported
here. AB oscillations in semiconductor nanostructures can be
regarded as transitions to higher angular momentum states,
making it a subtle effect in hole-confining rings where the
separation between quantum states is very small. This problem
will be accentuated by the dominant role that the electron
seems to play in determining the excitonic properties. On
the other hand, we have shown that it is possible to tune
these properties by changing the growth conditions and also
the laser excitation power. We therefore hope that this will
stimulate further theoretical and experimental work, leading
to the observation of AB oscillations in GaSb QR’s in the
future.

VI. CONCLUSIONS

The properties of MBE-grown GaSb/GaAs nanostructures
were investigated. Two samples were grown under the same
conditions, except for the higher-temperature growth and
anneal of the second sample after the initial cold-cap. In
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both cases, only GaSb quantum dots are observed on the
surface, whereas the capped nanostructures are predominantly
quantum rings, confirming the results of Timm et al.7 In situ
annealing of the second sample resulted in changes in the
ring morphology that effect the spatial configuration of the
excitons, leading to quite different optical properties in the two
samples: in the no-anneal sample (A), electron-electron inter-
actions dominate, while in the annealed sample (B), electron-
hole interactions dominate. This opens up the prospect for con-
trol of the electronic properties of GaSb/GaAs self-assembled
nanostructures, which will be crucial for the observation of
new physics and the development of new devices.
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