Measurement of ambient radon progeny decay rates and energy spectra in liquid
argon using the MicroBooNE detector
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We report measurements of radon progeny in liquid argon within the MicroBooNE time projection
chamber (LArTPC). The presence of specific radon daughters in MicroBooNE’s 85 metric tons of
active liquid argon bulk is probed with newly developed charge-based low-energy reconstruction tools
and analysis techniques to detect correlated 2'4Bi-214Po radioactive decays. Special datasets taken
during periods of active radon doping enable new demonstrations of the calorimetric capabilities
of single-phase neutrino LArTPCs for § and « particles with electron-equivalent energies ranging
from 0.1 to 3.0 MeV. By applying 2**Bi-2'4Po detection algorithms to data recorded over a 46-day
period, no statistically significant presence of radioactive *'Bi is detected, corresponding to a limit
of < 0.35 mBq/kg at the 95% confidence level. The plating-out of progeny onto the cathode is then
considered in order to estimate a corresponding limit for ambient 2**Rn of < 0.81 mBq/kg at the
95% confidence level. The obtained radiopurity limit — the first ever reported for a liquid argon
detector incorporating liquid-phase purification — is within the ??2Rn target value of 1 mBq/kg for

the future DUNE neutrino detector.

I. INTRODUCTION

Liquid argon (LAr) detectors are excellent devices for
performing nuclear and particle physics measurements
where the deposited energy is at the MeV scale or be-
low [1]. The ArgoNeuT [2] and MicroBooNE [3] single-
phase time projection chambers (LArTPCs) have used
sub-MeV detection capabilities to observe final-state neu-
trons from GeV-scale neutrino-nucleus interactions [4],
to set new limits on the existence of millicharged par-
ticles [5], and to demonstrate calibration and recon-
struction techniques using MeV-scale signatures [6, 7].
The MicroBooNE, ICARUS [8], and LArIAT [9] collab-
orations have also measured O(10 MeV) Michel elec-
trons [10-12]. Far lower in energy, the DarkSide-50 dual-
phase LArTPC and DEAP single-phase scintillation de-
tector used O(1-100 keV) ionization signatures from elec-
tron and nuclear recoils in argon to place new limits on
dark matter [13-16]. While sub-MeV scale reconstruc-
tion techniques and tools are mature for dark matter LAr
experiments using dual-phase LArTPC or scintillation
detector technology, similar tools are in an early stage
of development for single-phase LAr neutrino detectors
relying primarily on charge readout technologies [17-19].

At the end of this decade, the ~10 kT underground
single-phase LArTPCs of the DUNE experiment will
be sensitive to neutrinos produced in nearby super-
novae [20], and may ultimately serve as a probe of solar
neutrinos [21, 22|, neutrinoless double-3 decay [23], and
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dark sector particle interactions [18, 24]. Other impend-
ing or proposed future efforts also plan to realize multi-
ton-scale LAr detectors, such as the LEGEND neutrino-
less double-f decay detector [25] and the DarkSide-20k
and Argo dark matter detectors [26, 27].

Many of the physics goals of these future large LAr
detectors require high radiopurities to minimize back-
grounds to low-energy signals. Radon, specifically 222Rn,
is a significant source of background, as its progeny gen-
erate MeV-scale v rays, 8 particles, and « particles that
can produce neutrons or < rays in secondary interac-
tions. In large LAr detectors, these decay products can
be generated by radon diffused throughout the LAr bulk,
compromising background reduction benefits offered by
detector fiducialization. LAr and liquid xenon (LXe) de-
tectors sensitive to low-energy signals have reduced radon
contamination by implementing rigorous detector mate-
rial and outgassing assay campaigns [28-33]. These ex-
periments have also installed specialized systems capa-
ble of removing radon directly from LXe through dis-
tillation [34], as well as from gaseous argon [30, 35—
37] and gaseous xenon [38, 39]. Using these methods,
the DarkSide-50 and DEAP-3600 dark matter experi-
ments have achieved radon levels of ~ 2.1 yBq/kg [14]
and 0.15 uBq/kg [40] in their bulk LAr volumes, respec-
tively.

Existing methods of active radio-purification may not
be suitable for large next-generation experiments with
LAr or LXe. Gas-phase impurity filtration technologies
relying on evaporation and subsequent re-condensing of
the bulk LAr may not be able to achieve the throughput
required for timely full-volume purification. In addition,



as has been demonstrated for the case of electronegative
impurities [41, 42], liquid-phase argon may be less sus-
ceptible to radon contamination than the gaseous phase,
indicating potential benefits in minimizing evaporation
of the bulk LAr.

Stringent radiopurity requirements for massive next-
generation LAr and LXe detectors highlight the need
for more dedicated liquid-phase purification R&D. The
DUNE collaboration aims to achieve a bulk radon con-
tamination of < 1 mBq/kg in its baseline 10 kT LArTPC
modules in service to its diverse MeV-scale physics pro-
gram [24, 43]. The DarkSide-20k and Argo dark mat-
ter experiments aim for < 2 uBq/kg, about three orders
of magnitude lower than the nominal DUNE expecta-
tion, and in line with the purity achieved in the smaller
DarkSide-50 detector [26, 27].

The MicroBooNE collaboration has shown that its
electronegative impurity filtration system also removed
radon intended to be actively doped into its LAr
bulk [44]. After introducing a gaseous radon source
into its circulation system and bypassing the LAr fil-
tration stage, the rate of MeV-scale signatures in the
wire readout data consistent with time-correlated 2'4Bi-
214Po decays increased. When LAr filtration was re-
enabled, this rate gradually returned to its steady-state
baseline level. Subsequent Geiger counting surveys re-
vealed elevated radioactivity levels in oxygen-removing
filter skids containing high-area copper-impregnated alu-
minum pellets [45, 46]. This unexpected demonstration
refutes previous conjectures in the literature that large-
throughput liquid-phase electronegative impurity filters
introduce large amounts of radon into LAr detectors [26].
It also stresses the importance of studying the absolute
bulk radon purity of detectors that incorporate liquid-
phase filters of this type.

In this paper, we indirectly probe the presence of radon
in the MicroBooNE LArTPC by measuring the rate of
one of its progeny, 2'“Bi. This measurement expands
upon the results of the earlier study demonstrating radon
filtration [44] with newly developed charge-based low-
energy LArTPC reconstruction tools and a more refined
analysis. New background subtraction techniques allow
for accurate measurements of 2! Bi-2'Po decays and en-
able the calorimetric reconstruction of their MeV-scale
decay products. We use our results to set an upper limit
on 2“Bi levels in the MicroBooNE bulk LAr, and con-
vert this into a corresponding upper limit estimate for
222Rn by factoring in effects from charged isotope ions
attaching to the cathode.

We begin with a description of the MicroBooNE de-
tector and datasets used in Sec. II. Sections III and IV
then describe the MeV-scale reconstruction framework
and analysis procedures used to perform the measure-
ment of correlated 2!4Bi-2!4Po decays. Section V de-
scribes Monte Carlo simulations and data-MC compar-
isons used to validate reported 21*Bi-2'*Po detection effi-
ciencies and reconstructed energy spectra. Specific activ-
ity results are then reported in Sec. VI, and conclusions

are given in Sec. VII.

II. MICROBOONE DETECTOR AND
DATASETS

MicroBooNE was a single-phase LArTPC detector lo-
cated in the Booster Neutrino Beamline at Fermi Na-
tional Accelerator Laboratory that operated from 2015
to 2021. The primary component was a 2.56 x 2.33 X
10.37 m® TPC containing 85 metric tons of purified LAr.
The TPC and an accompanying light collection system
were contained within a cylindrical cryostat containing
170 metric tons of purified LAr. Supporting components,
including readout and triggering electronics, high- and
low-voltage supplies, and liquid argon filtration and mon-
itoring systems, were inside the Liquid Argon Test Facil-
ity building housing the cryostat. Details of the Micro-
BooNE detector and support systems are presented in
Ref. [3].

In the MicroBooNE LArTPC, an electric field of
274 V /cm causes ionization electrons generated by parti-
cle interactions in the active volume to drift at a rate
of 1.1 mm/us. A maximum drift time of 2.3 ms is
experienced for ionization deposited near the cathode.
The drift charge arrives at an anode consisting of three
planes of conducting sense wires with 3 mm pitch be-
tween wires and 3 mm spacing between planes. Inward-
facing and middle “induction” planes each contain 2,400
wires oriented at £60° with respect to the 3,456 vertical
“collection” plane wires. Induction plane wires, voltage-
biased to have minimal impact on the electric field, ex-
perience bipolar currents induced by passing ionization
clouds. These ionization electrons then terminate their
drift on collection plane wires, generating unipolar cur-
rents. Wire signals are digitized by readout electronics
with a sampling period of 500 ns per ADC time-tick.

In normal data-taking conditions, readout of the
MicroBooNE detector is triggered by an external beam
signal. For each triggered readout, 6400 samples (3.2 ms)
are saved for each wire, ensuring ample time for collection
of all ionization charge present inside the TPC regard-
less of drift distance. Ionization charge created after the
time of triggering is also collected and recorded as par-
ticle interactions continue to occur in the spatial vicin-
ity of existing drifting electrons. Digitized waveforms
are then filtered and processed to perform the analysis
described in this paper. The residual equivalent noise
charge (ENC) on wires post-filtering is around 400 e~
and 300 e~ for the longest wires on the induction and col-
lection planes, respectively [47]. While scintillation light
has played a central role in prior LAr-based radiological
measurements [14, 48], MicroBooNE’s light collection ef-
ficiency of O(1-10) photoelectrons per MeV is too low to
provide meaningful information for isolated MeV-scale
events, so data from the light-sensitive photomultiplier
tubes are not used in this analysis.

MicroBooNE’s LAr purification system was designed



to remove electronegative impurities, enabling the
achievement of drift electron lifetimes of several tens of
milliseconds during physics data-taking [49, 50]. A mix-
ture of recirculated liquid argon and re-condensed boil-
off argon gas from the cryostat ullage was fed in series
through two filters at approximately 0.6 L/s [44]. The
first filter contained 4A molecular sieve material [45],
while the second contained copper-impregnated alu-
minum pellets [46].

For a set of data-taking runs in 2021, a 500 kBq ra-
dium source (?2°Ra) [51] was inserted into the gas circu-
lation line upstream from the condensers. This radium-
containing argon gas was condensed and combined with
recirculated argon prior to liquid filtration. Radium de-
cays directly to 222Rn, gradually enriching the argon cir-
culating through the system with radon. During a subset
of these special runs, the re-condensed 2??Rn-containing
LAr was routed directly into the TPC, bypassing the
recirculating LAr entering the filtration system (“filter
bypass” radon doping data). Figure 1 shows a visual
schematic of this special run configuration, with a more
detailed description given in Ref. [44]. The filter bypass
data were used to validate the MC-reported capability of
MeV-scale analysis tools by identifying and reconstruct-
ing correlated 2!4Bi-214Po decays in MicroBooNE. From
this dataset, ~ 81,000 events recorded over two days us-
ing the standard filtration/circulation configurations and
~ 76,000 events recorded over two days using the filter
bypass configuration were used. Due to the lack of filtra-
tion of LAr entering the cryostat, the concentration of
impurities rose dramatically during this period, reducing
the drift electron lifetime.

To measure radon activity in liquid-filtered LAr, data
from a 46-day period during a MicroBooNE physics data-
taking campaign were used, recorded between June 9 and
July 24, 2018. The ~ 654,000 event readouts used for the
analysis, representing a cumulative recorded exposure of
about 35 minutes, were collected during periods when
the BNB beam was not delivering neutrinos to Micro-
BooNE (“beam-external” data). Instead, each readout
was triggered by a low-frequency pulse delivered to the
trigger system by a function generator (“unbiased” beam-
external data). This dataset is used to estimate cosmic
backgrounds in MicroBooNE’s beam neutrino physics
analyses.

III. LOW-ENERGY RECONSTRUCTION

Here we review the novel reconstruction of MeV-scale
features using MicroBooNE’s charge collection system.
These newly-developed techniques utilize lowered thresh-
olds to enhance sensitivity to the low-energy signals
sought in this analysis. Data processing is carried out
in LArSoft, a common software framework used for all
Fermilab LArTPCs [52].
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FIG. 1. The MicroBooNE cryogenic circulation system, in-
cluding the modifications made to include a ?2°Ra source in-
line with the flow of new liquid argon for special R&D periods
described in this analysis. Gaseous and liquid argon flow is
represented by green and blue lines, respectively, with arrows
indicating the direction of flow. A filter bypass switch enables
a special flow configuration in which re-condensed argon flows
directly into the cryostat without first passing through the
filters. A second switch following the LAr pump determines
whether circulating LAr flows through the full-sized filter skid
or the smaller 30%-sized filter skid [44].

A. Geometric reconstruction

Filtering and deconvolution algorithms are first applied
to each digitized TPC waveform to suppress noise and
account for the expected signal shape from the readout
electronics. The end result of this deconvolution process
for each readout channel, visualized in Fig. 2, is a series
of charge pulses corresponding to groups of drifted elec-
trons sensed over 3.2 ms of readout time [47, 53, 54]. An
algorithm scans selected regions and fits each pulse to a
Gaussian function, creating reconstructed “hits.” Prop-
erties like amplitude, mean time, and RMS width for each
hit are extracted directly from the fit [55]. Plane-specific
timing offsets are applied to account for the time it takes
ionization electrons to drift across each 3 mm gap be-
tween adjacent readout planes. The pattern-recognition
algorithm Pandora [56] evaluates relative orientation of
reconstructed hits from each of the wire planes and iden-
tifies contiguous line-like patterns. Features that corre-
late across multiple planes are reconstructed by Pandora
into 3D particle tracks.

Unlike tracks, MeV-scale activity creates charge depo-
sitions spanning only a few wires. To reconstruct these
features, we first exclude all wire hits associated with 3D
tracks longer than 5 cm. Remaining same- or adjacent-
wire hits are grouped into clusters based on their relative
proximity in time, with a maximum allowable separation
that scales with their RMS widths. Each cluster’s overall
charge-weighted mean time and RMS are computed. Fi-
nally, the Gaussian integral of each hit is added up and
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FIG. 2. A section of a MicroBooNE LArTPC event display
from data. Each vertical column of pixels represents a single
wire. The rainbow color spectrum denotes charge collected
per 500 ns ADC time-tick, with redder colors indicating higher
charge densities. A grouping of hits across 10 wires from a
randomly-selected area of interest spanning about 3 cm is
represented in the zoomed inset as a set of pink boxes, where
the extent of each box along the vertical (time) axis conveys
the hit’s RMS width. A cosmic muon track can be seen to
the right.

converted from ADC counts to electrons using a plane-
specific electronics calibration scale factor.

For each hit cluster on the collection plane wires, we
search for matching candidate clusters on the two induc-
tion planes. Only matches between intersecting wires
are considered. If at least one matching induction plane
cluster is found, a 3D “blip” is reconstructed. To achieve
the best reconstruction efficiency, a minimum of only two
matched planes is required to form a blip for the analy-
sis presented in this paper, though three-plane matches
are common and significantly less likely to be induced by
noise.

Several criteria are evaluated to determine if potential
matched clusters coincide in time. The fractional over-
lap of the clusters’ time spans must exceed 50%. The
clusters’ start or end times must also coincide to within
1 ps (2 time-ticks). Finally, the clusters’ charge-weighted
mean times must differ by less than 80% of the quadra-
ture sum of the clusters” RMS values.

The relative integrated charge of the candidate clus-
ters is evaluated to reject false matches. This is illus-
trated in Fig. 3, which shows the relation between charge
values on the collection plane and one of the induction
planes for cluster pairs satisfying the time-based crite-
ria described above. Many matches are found with large
charge discrepancies, where a cluster with relatively high
charge on one plane is matched with a low-charge clus-
ter on the other. When a subset of blips is selected
that produce a match on all three planes, this popula-
tion of charge-disparate matches disappears, suggesting
that false hits are induced by electronics noise. To reject
these false matches, for clusters with absolute charge dif-

-3 planes matched
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MicroBooNE Data
ow-threshold reconstruction
By ] = S

Middle induction plane charge [x10% e-]

0 20 40 60 80 100

Collection plane charge [*x10° e-]

FIG. 3. Distribution of integrated hit cluster charge on the
collection plane and the middle induction plane for poten-
tial match candidates, for cases requiring matches in only 2-3
planes (top) and all 3 planes (bottom). Matches falling within
the red regions in the top plot are rejected.

ferences > 10,000 electrons, we require the ratio of the
larger cluster to the smaller cluster be < 4.

The geometric coordinate system in the MicroBooNE
volume is defined such that & is parallel to the electron
drift direction, spanning the 2.56 m distance between the
wire planes and the cathode. The y and Z directions
relate to positions along the detector’s height (2.32 m)
and length (10.36 m), respectively. Each blip’s y and z
coordinates are defined by the common point of inter-
section of the central-most wires in the plane-matched
clusters. For reconstruction of the z coordinate, the true
interaction time (¢p) of the particle producing the blip
must be assumed in order to convert the raw time along
the wire readout signal to a physical drift time, which
is then multiplied by the ionization drift velocity in the
LAr volume. In LArTPCs, tg is usually determined by an
external beam signal and/or a flash of scintillation light
detected by a photon detection system. For non-beam
physics, scintillation light alone must be used for tagging
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FIG. 4. Reconstruction efficiency as a function of energy de-
posited by electrons in Monte Carlo simulations. Both stan-
dard MicroBooNE settings (blue) and low-threshold settings
(red) are shown. The solid markers represent hit-finding per-
formance for wire signals on the collection plane, while the
unfilled markers represent 3D blips that were plane-matched
on at least two planes. The presence of nonfunctional wires
on each plane limits the maximum achievable efficiencies.

to, requiring the matching of a light flash to features in
the charge readout. In MicroBooNE, most radiological
decays do not produce enough light for flash-matching.
This lack of t; tagging means the z coordinate assign-
ment is ambiguous for the analysis presented in this pa-
per, and is therefore not used.

A Monte Carlo (MC) simulation of the MicroBooNE
detector, described in greater detail and validated using
MeV-scale electrons from 2'4Bi decays in Sec. V, is used
to characterize reconstruction performance. Samples of
low-energy electrons distributed uniformly throughout
the LArTPC active volume are simulated to measure
blip reconstruction efficiency. The efficiency is influ-
enced by settings related to the formation of “regions
of interest” (ROIs) in the raw signal deconvolution, and
by the absolute ADC signal threshold used in the hit-
finding algorithm. Figure 4 shows the efficiency as a func-
tion of electron-deposited energy for MicroBooNE’s stan-
dard reconstruction configuration and for a special “low-
threshold” configuration (first used in Ref. [44]) where
the deconvolution ROI and hit-finding thresholds were
lowered. Unresponsive or nonfunctional wires on each
plane limit the maximum achievable efficiency to ~ 85%
and =~ 95% for the two induction planes, and ~ 90% for
the collection plane. This effect is compounded for 3D
plane-matching, which is limited to ~ 89% for matches
across 2-3 planes (collection + at least one induction)
and ~ 73% for 3-plane matches.

Table I shows the energies at which the rising edge of
the efficiency curves for these two configurations reach
50% of the maximum achievable efficiency after account-
ing for nonfunctional wires. The criteria needed for form-

50% Eff. Threshold [keV]

. Standard  Low-threshold
Configuration . .
settings settings

1st induction plane 730 530
2nd induction plane 750 540
Collection plane 620 210
3D-matched blip, 2-3 planes 670 450
3D-matched blip, 3 planes 770 600

TABLE 1. True electron-deposited energy at which the recon-
struction efficiency reaches 50% of its maximum achievable
value for the standard and low-threshold settings.

ing ROIs during signal deconvolution loosened signifi-
cantly in the low-threshold reconstruction, particularly
for the collection plane. The result is enhanced sensi-
tivity to lower-energy deposits on the collection plane,
coupled with smaller improvements in the two induction
planes. Further lowering thresholds leads to an increase
in noise-induced hits being reconstructed on each plane.
This not only reduces the ability to find non-ambiguous
matches for hits between planes, but also impacts the
reconstruction of tracks.

B. Energy reconstruction

Visible energy is reconstructed using charge from the
collection plane. If ¢g is known, the collected charge
is scaled up to account for the electrons absorbed by
electronegative impurities during the drift. This cor-
rection uses the calibrated lifetime of drifting electrons,
Te, found from anode-to-cathode piercing cosmic muon
tracks [49, 50]. For reconstruction of ambient radiologi-
cal signals presented in this analysis, the 7. correction is
not applied. In standard MicroBooNE operating condi-
tions, 7. is effectively infinite, as measured charge atten-
uation across the drift volume is negligible. Corrections
based on each 3D blip’s y and z coordinate are applied to
account for known non-uniformities in charge collection
across the collection plane [49].

A significant fraction of ionization electrons recombine
with Ar] before they drift to the wire planes. This effect
must be accounted for to reconstruct the total charge
deposited by a particle. The probability R of an electron
surviving recombination depends on the local density of
electrons, d@/dx, and the electric field, £. The energy
can therefore be reconstructed using

@
R(dQ/d.’E, glocal)

where @ is the reconstructed charge in units of electrons,
and Wi,, = 23.6 eV [57] is the mean energy required to
produce an electron-ion pair in LAr.

While determining d@/dx along tracks is straight-
forward, it is nearly impossible for MeV-scale deposi-
tions, since dxr cannot be reliably measured when the
collected charge is concentrated on only a few readout

Ereco = X Wiom (1)
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energy deposition for electrons distributed uniformly in the
MicroBooNE active volume. FError bars show the average
variations due to non-uniformities in the electric field from
accumulated space charge.

channels [12]. Calorimetry at the MeV-scale is further
complicated by accumulated space charge effects [58] that
modify the local electric field, and since electronic stop-
ping power for electrons (and therefore recombination)
increases substantially and non-linearly for kinetic en-
ergy <1 MeV [4, 59].

Simplifying assumptions are therefore made in Eq. 1.
Figure 5 shows the relationship between the deposited
energy and free ionization charge for the sample of sim-
ulated low-energy electrons described previously. The
Modified Box model [60] is used to calculate recombina-
tion using the local electric field. The error bars give a
sense for the mean deviations caused by non-uniformity
of the field due to space charge effects. Despite a small
deviation from linearity at low energies, the relationship
is approximately linear overall, with an average charge
yield of & 24,700 electrons per MeV of deposited energy.
At MicroBooNE’s nominal electric field, & = 274 V/cm,
this corresponds to an equivalent electron recombination
survival fraction of R = 0.584, and a mean stopping
power of (dE/dzx) ~ 2.8 MeV /cm, consistent with values
calculated from the the NIST table of electronic stopping
for electrons below a few MeV [59]. Eq. 1 thus simplifies
to an ‘electron-equivalent’ energy,

Q

Ereco [MeVee] = 058l

X Wion. (2)

For electron energy deposits between about 1.5 MeV and
3.5 MeV, this linearized reconstruction yields an energy
scale bias within the range of intrinsic variations from
&-field non-uniformities. For energies in the range of 0.1-
1 MeV, the energy bias ranges between about 10% and
20%. The result presented in this paper is not partic-
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FIG. 6. Energy resolution from simulated electrons in the
MicroBooNE TPC using low-threshold reconstruction set-
tings. For the fit, defined in Eq. 3, deposited energy E is
in units of MeV.

ularly sensitive to this reconstructed energy scale bias
since it is well-understood and accurately replicated in
the Monte Carlo reconstruction.

Using this linear conversion of reconstructed charge
into energy, the energy resolution according to the MC
simulation is presented in Fig. 6. The resolution and
its error-bar in each bin of deposited energy (Fqep) is
evaluated by taking the fitted Gaussian width of the dis-
tribution of 0FE = (Eyeco — Fdep)/Edep- A function that
parameterizes the resolution of calorimetric detectors [61]
is fit to the plotted MC results,

o

E ~ E [MeV] D VE [MeV] Do ®)

The terms in this function represent contributions from
electronic noise (ag = 3.1%), counting statistics (a; =
6.4%), and reconstruction-related systematic effects (b =
7.30%). This best fit corresponds to an electron en-
ergy resolution of 10% at 1 MeV and 8% at 5 MeV.
This is well below the 10-20% resolution needed in the
DUNE detector for studying supernova neutrinos [20],
and roughly consistent with the resolution (7% for elec-
trons over 5 MeV) needed for DUNE to study solar neu-
trinos [21].

IV. ANALYSIS PROCEDURE
A. Bi-Po decay topology

The presence of 222Rn in the TPC can be inferred by
detecting decays of its progeny and correcting their mea-
sured rates to account for efficiency losses related to the



plating-out of isotopes onto surfaces (as described later in
Sec. VI). A technique to identify 2!4Bi decaying to 2'4Po
was successfully employed in the recent demonstration of
filtration of radon by MicroBooNE’s liquid argon purifi-
cation system [44]. The isotope ?'Bi (Qz = 3.27 MeV)
decays with a half-life of 19.7 minutes, emitting an elec-
tron (or “B particle”) with an energy spectrum extend-
ing to the decay endpoint. The daughter 2'4Po then de-
cays from the same point in the TPC with a half-life of
164.3 us, emitting a mono-energetic 7.7 MeV « parti-
cle. Due to the electron drift velocity of 1.1 mm/us [62],
the temporally-separated (g; and ap, emissions mani-
fest as two spatially-separated signals occurring on the
same readout wire(s) with an average apparent sepa-
ration of 18 c¢cm. Since the densely-ionizing « signal is
highly quenched in LAr due to recombination and other
effects [63, 64], its charge signal appears much fainter
than that of the [p;j, depositing only a few thousand
electrons compared to the PBp; which deposits on aver-
age ~ 15,000 and a maximum of ~ 80,000 electrons.

The 8 decay of the 2'*Bi can also produce several low-
energy v rays [65] which interact primarily via Compton
scattering in the surrounding LAr, creating additional
blips in the vicinity of the fp; signal. Since the radia-
tion length at these energies is O(10 cm), these displaced
~v-induced blips can be mistaken for the ap, signal if
they occur on the same readout channel. This also im-
plies that any other g-decaying radioisotope that emits
~ rays can mimic the 2'4Bi-2'4Po signal, such as 2'4Pb
(Qp = 1.02 MeV) in the ?2?Rn decay chain. Fig. 7 illus-
trates the 21Bi-214Po (‘BiPo’) topology as it appears in a
MicroBooNE event, including several potential v signals
near the candidate [g; deposition.

B. Signal selection

Here we outline the selection of BiPo decay candidates.
As described in Sec. 1I, we use data collected in 2021
when a ?26Ra source was used to introduce ??2Rn into
the MicroBooNE TPC. Our procedure is similar to that
used in the study that demonstrated the removal of radon
by the filtration system [44], with several modifications
to improve the signal-to-background ratio.

To maximize sensitivity at lower energies, TPC data
are reconstructed using the low-threshold configuration
described in Sec. III. To avoid low-energy activity in-
duced by cosmic ray muons passing through the detec-
tor, such as § rays, we veto all hits within 15 cm of tracks
resembling through-going cosmic muons. This proximity
is evaluated per-plane, in a 2D space in which each hit’s
drift time and wire number are converted into distance-
equivalent coordinates. Remaining hits are clustered,
plane-matched, and reconstructed into 3D blips. Read-
out channels that are identified by the upstream sig-
nal deconvolution algorithm as particularly noisy are ex-
cluded from consideration. Additional requirements are
enforced to reject hit clusters that are not sufficiently iso-
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FIG. 7. A ?"Bi-*"Po decay signal candidate in an event
display, including backgrounds from potential de-excitation
rays emitted following the decay.

lated, as well as those coinciding in time with other hits
across nearby wires, a topology consistent with coherent
noise. To ensure none of the deposited energy is missed,
collection plane hit clusters adjacent to non-functional
wires are vetoed.

Blips are evaluated to identify candidate Bp; de-
posits, requiring a match in at least two planes. A
fiducial requirement in the yz-plane (—80 < y < 80 cm,
50 < z < 985 cm) excludes energy deposits near the
edges of the active volume where space-charge distor-
tion effects and radiological backgrounds from support
struts are more prominent [7]. To reject noise and blips
from 39Ar B decays (Qp = 0.57 MeV), as well as high-
energy blips not consistent with the Qg of ?'Bi decay,
we select only [p; candidates with an integrated charge
corresponding to energies between 0.5 MeV and 3.5 MeV.

After a fp; candidate blip is identified, which typically
spans one to four wires, we search for associated ap, can-
didates. As illustrated in Fig. 8, the outer-most wires of
the B cluster on the collection plane are searched, one of
which is assumed to correspond physically to the origin
of the §’s trajectory and thus the location of the at-rest
214Pg isotope. Clusters occurring on these wires within
a “signal region” time window of 20-500 ps following the
[ candidate are evaluated as potential candidates. The
minimum of 20 us is imposed to ensure the a produces
a distinct and well-separated signal on the readout wire.
Only clusters with < 6,000 electrons are selected as candi-
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FIG. 8. Schematic illustrating the selection regions on the
collection plane for a BiPo decay candidate. Dashed lines
represent readout channels, and hits are represented as circles.
Drawing is not to scale.

dates for the highly-quenched ap, signal, corresponding
to an electron-equivalent energy < 0.24 MeVee.

C. Background subtraction

The time separation AT is stored for each BiPo can-
didate. Such a distribution can be fit to an exponential
function, with mean decay time fixed to the known 2!4Po
lifetime, 7 = T 2/ In(2) = 237.0 ps. This fit can then be
used to infer the true signal content in the sample. How-
ever, our sample will be contaminated by several sources
of background outlined below.

1. Random electronics noise resulting in a time-
independent contribution to AT.

2. Unrelated radiological or cosmic activity, such as
from v rays or neutrons. Such topologies create
groups of closely spaced blips with separations on
the order of several centimeters, leading to a AT
contribution with a characteristic time of ~ 10—
30 ps.

3. Low-energy - rays emitted in the § decay of radio-
logical isotopes, including but not limited to 2'4Bi.
This background is particularly problematic since
the spatial distribution of these ~ interactions rel-
ative to the fBg; candidate translates to a time dis-
tribution with a characteristic time constant resem-
bling that of true BiPo decays.

To account for these backgrounds, we repeat the se-
lection procedure on the same wires but in a time win-
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FIG. 9. Distributions of AT for 2“Bi->'4Po candidates in the
signal and background selection regions for a period during
which 2**Rn was actively being added to the LAr.

dow preceding each fOp; candidate, illustrated by the red-
shaded box in Fig. 8. Spatial symmetry with respect to
the signal region ensures that the distribution of false arp,
candidates, due to noise or 7y activity, will be identical to
that in the forward signal region.

Figure 9 shows the distribution of candidate decay
times for the forward signal region and time-reversed
background region for data taken during the Rn-doping
period. Fitting the background region’s distribution to
a function modeling the three background categories dis-
cussed above suggests the approximate relative contribu-
tions of each are about 50% (1), 20% (2), and 30% (3),
respectively.

We also consider additional detector effects that may
influence the quantity and spatial distributions of candi-
dates in the signal and background regions. The accumu-
lation of slowly-drifting positive Ar ions from cosmic rays
distorts the electric field within the active volume, lead-
ing to a slightly higher field strength in regions nearer to
the cathode and a lower field strength nearer to the an-
ode [58]. Since recombination depends on the local elec-
tric field, energy deposited nearer to the cathode (i.e., in
the signal region) will produce more free charge relative
to deposits nearer to the anode (i.e., in our time-reversed
background region). Electron drift attenuation and diffu-
sion will have an opposite effect, decreasing the detection
efficiency for ionization in the signal region relative to the
background region. We employ a data-driven method to
account for the confluence of these two effects by run-
ning the selection in a “control region” of the collection
plane separated from the Sg; candidate by at least several
wires. Here, we expect symmetrically-distributed con-
tributions from 7g; production in both the forward and
backward regions, so any differences can be attributed
to the aforementioned detector effects. We fit a linear
function to the forward-to-backward candidate ratio per
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FIG. 10. Background-subtracted and fitted AT distributions
for the Rn-doping data for a period when the filter was by-
passed (blue) and the preceding period where the full filtra-
tion system was employed (black). The lifetime 7 in both fits
is fixed to the known ?'*Po mean lifetime of 237 us.

time bin and apply this as a bin-by-bin correction factor
on the background region distribution. The end result is
a downward scaling in the range of 2%-3% on the back-
ground distribution for normal data-taking conditions,
with bins at higher AT requiring a larger correction as
expected.

D. Extracting the decay rate

The background-subtracted distribution of BiPo can-
didates’ AT is shown in Fig. 10 for the filter bypass pe-
riod and the equal-length period preceding it in which
the full filter was employed. Both subtracted distribu-
tions are well-described by a fitted function of the form
po+p1-¢=2T/7) where 7 is fixed! to the known 2'4Po life-
time of 237 us. The fit to the filter bypass data exhibits a
prominent exponential component compared to the full-
filter data, indicating the presence of a population of
BiPo decays among the selected candidates. Integrating
the exponential component of the fit function allows us to
extrapolate the rate of reconstructed BiPo decays present
in the data regardless of the length of the time window
used to select candidates. In the nominal fit, the con-
stant background term pq is treated as a free parameter
to account for the possibility of a background subtraction
imperfection. To account for this uncertainty, we repeat
the fit with pg fixed to zero and treat the difference in

1 When all three parameters are allowed to vary freely, the filter
bypass data yields a best-fit lifetime of 7 ~ 200 £ 15 us, roughly
consistent with the known 2MPo lifetime.
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FIG. 11. Measured rate of BiPo decays per readout within the
fiducial volume, plotted against the time of the event relative
to the start of each Rn-doping data-taking period. Statistical
errors are represented by solid lines, while systematic errors
from uncertainties in the fit methodology as described in the
text are represented by shaded regions.

outcome between this and our nominal fit as a system-
atic uncertainty. This procedure yields an average rate of
0.73 +0.05 BiPo decay candidates per 3.2 ms TPC read-
out period within the reduced fiducialized volume for the
filter bypass data, compared to (446) x 1073 per readout
when the full filter was in use.

To visualize the time evolution of these measurements,
we divide the data into 2-hour periods and perform this
technique in each of them separately. The resulting rates
as a function of are shown in Fig. 11. Vertical error bars
include contributions from both the returned fit uncer-
tainty and the systematic uncertainty from fixing the fit
parameter pg.

V. MONTE CARLO SIMULATION
A. Generated samples

To translate a measured BiPo rate per TPC readout
window into a measurement of the specific activity of
222Rn in MicroBooNE’s liquid argon, the efficiency of the
BiPo selection described in Sec. IV must be corrected for.
Monte Carlo simulations are used to characterize this effi-
ciency. With the aid of the Decay0 radioactive decay gen-
erator [66], a list of v and S rays are generated matching
the kinematic and time distributions expected from indi-
vidual correlated 21*Bi-2'*Po decay pairs. These particle
lists are used to generate simulated MicroBooNE events,
each containing 40 decays distributed randomly through-
out the active volume within a time of 2.8 ms relative to
the start of the main drift window. Particle propagation
and detector readout are simulated using an integration



Simulation Parameter Setting
Average electric field 274 V/cm
Recombination model (e*) Modified Box [60]
Electron drift speed 1.1 mm/pus [62]
Longitudinal diffusion, D, 3.74 cm? /s [68]
Transverse diffusion, Dr 5.85 cm? /s [68]

TABLE II. Selected parameters used in the Monte Carlo sim-
ulations that are most impactful on MeV-scale reconstruction
capabilities.

of the LArSoft [52] the Geant4 [67] software packages re-
ferred to as “LArG4.” To realistically account for cosmic
backgrounds and for electronics noise present in data,
which are challenging to accurately model in simulation,
wire signals from each simulated event are overlaid onto
an unbiased beam-external data event. Each overlaid
event is then processed by the reconstruction and signal
selection.

Table II summarizes the crucial detector physics pa-
rameters used to generate this Monte Carlo dataset.
In the LArG4 framework, electron-ion recombination is
simulated with the Modified Box model mentioned in
Sec. IITB. Since the ArgoNeuT collaboration used data
from stopping protons and deuterons to parameterize this
model, it is applicable for dE/dx < 35 MeV /cm [60]. For
« particles and nuclear recoils, which are more highly-
ionizing, additional charge quenching effects must be con-
sidered [69-71]. In this analysis, the charge deposited
by « particles comes from an empirical field-dependent
model based on fits to existing data, crafted by the No-
ble Element Simulation Technique (NEST) collaboration
[72, 73]. A random Poisson-like smearing is then applied
to the ionization yield (¢ = v/N,) to mimic binomial fluc-
tuations. This approach predicts a mean « charge-yield
(QY) of about 390 e~ /MeV compared to the Modified
Box model’s prediction of 530 e~ /MeV.

Sources of physics-related systematic uncertainty are
studied using additional samples with key simulation pa-
rameters varied accordingly. The dominant source of sys-
tematic uncertainty is the o QY. Since the few existing
« data in LAr do not report measurement errors, NEST
assigns a +10% uncertainty on its empirical model. We
assume an uncertainty of +20% for this analysis.

Electron drift diffusion is particularly impactful for
low-energy deposits in LAr. Since these features typi-
cally span only a few wires, any charge within the main
electron cloud that diffuses far enough to be collected on
neighboring wires is less likely to produce signals above
threshold. The value for the longitudinal diffusion simu-
lated in this analysis comes from a recent MicroBooNE
measurement of Dy, = 3.7470:2% cm? /s [68]. This analy-
sis also predicts the associated transverse diffusion, Dy,
though no direct measurement of Dp exists at Micro-
BooNE’s electric field. Systematic samples are generated
with correlated variations in Dy and Dt of £lo and
+30%, respectively.

Systematic effects from MicroBooNE’s calibrated en-
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ergy scale (e~ per ADC) are addressed through samples
in which all charge deposits are scaled up or down by 5%.
Recombination modeling uncertainties are addressed by
using an alternative parameterized model [74] and by en-
hancing recombination fluctuations by a factor of 10 as
some data suggest [75].

B. Calorimetric validation

While precise calorimetry is not essential for 2!4Bi-
214Pg signal selection, energy spectra are reconstructed
to validate the simulation of low-energy signatures.
These validations further extend the demonstrated
boundaries of charge-based reconstruction capabilities in
large single-phase LArTPCs. Energy reconstruction fol-
lows the procedure laid out in Sec. III B, allowing us to
translate collected charge into “electron-equivalent” en-
ergy using Eq. 2 in which an electron-like recombina-
tion factor is assumed. A similar background subtrac-
tion technique as described in Sec. IV is performed on
the energy distributions of fp; and ap, candidates using
information from the collection plane. The filter bypass
Rn-doping dataset is used for these calorimetric checks.
Data was excluded beyond 35 hours when the measured
drift electron lifetime was found to drop below &~ 7 ms as
LAr purity decreased. A corresponding MC sample was
generated with an electron lifetime of 8 ms to match the
average level of attenuation observed in data events with
tagged BiPo candidates.

The same background subtraction procedure described
in Sec. IV C is now applied to the distribution of recon-
structed [p; energies. Figure 12 shows this background-
subtracted spectrum for data and MC simulation, with
the usual energy-based selection requirement (Eg >
0.5 MeV) dropped to reveal the full spectrum. As
expected, the data exhibit a tail extending out to
~ 3.3 MeV matching the Qs value of 2“Bi. The shape
of the lower end of the spectrum is sculpted by energy
threshold effects discussed in Sec. III A; the efficiency
for reconstructing plane-matched blips drops rapidly for
electron energies below 0.7 MeV, reaching 50% around
0.5 MeV and becoming negligible by =~ 0.1 MeV. A
goodness-of-fit test between data and the MC yields a
x? of 58 over 33 degrees of freedom (ndf). Applying an
energy shift of —5% to the MC (equivalent to the cal-
ibrated energy scale uncertainty) improves the match,
yielding x?/ndf = 42/33.

The reconstructed ap, energy spectrum from the filter-
bypassed Rn-doping R&D run period is shown in Fig. 13.
Since the 7.7 MeV « particle experiences significant
charge quenching in LAr, its reconstructed energy in
electron-equivalent units ranges from only 50 to 200 keV.
Unlike for the (g; signal, the selection of the corre-
lated ap, signal takes place entirely on the collection
plane with no plane-matching requirements imposed. As
shown in Fig. 4 and Table I, the reconstruction effi-
ciency extends far lower in energy on the collection plane
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FIG. 13. Reconstructed ap, energy spectra, in electron-

equivalent units, following the background-subtraction proce-
dure. Due to the uncertainty in the o QY in LAr, additional
samples are generated using NEST’s empirical model [73] with
a +20% scaling applied to the QY. The LArG4 MC, which
by default uses particle dE/dx from Geant4 [67] as input to
the Modified Box model to calculate recombination, is shown
for comparison.

alone compared to when plane-matching requirements
are imposed. Despite this lowered threshold, the recon-
structed ap, spectrum occupies the very lowest extent
of the sensitivity, with an average hit-finding efficiency
of ~ 10% in the 100-150 keV true electron-equivalent
energy range encompassing the ap, signal, and < 2% be-
low 100 keV true energy. The shape of the spectrum
is heavily sculpted by this sudden turn-on in sensitivity,
exhibiting a sharp rising edge from 70-90 keVee. This
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Systematic Uncertainty
Alpha QY +13%
Electron diffusion +26%, -17%
Energy scale +15%
Recombination modeling  +1.9%
Total +52%, -49%

TABLE III. Summary of physics-related systematic effects
considered in this analysis, along with their relative impact
on the MC-derived efficiency (d€/€énom). The bottom row in-
cludes the total quadrature sum of all effects listed.

same thresholding effect is also visible in the MC sam-
ples, though offset from data by slightly less than 10 keV.
With the @ QY scaled up by 20%, the distribution skews
too high, overshooting the high-energy tail of the data
and resulting in a softened rising edge at the lower end.
When the o QY is scaled down by 20%, the high-energy
tail does not extend out as far as the data and the ris-
ing edge sharpens. While there is some broad qualitative
agreement in the ap, spectrum between data and MC,
this comparison highlights the unresolved systematic un-
certainties in modeling this signal.

C. Efficiency

Since we demonstrated the accuracy of the simula-
tion through data-MC calorimetric comparisons, we now
use it to determine the efficiency in measuring the rate
of 214Bi-214Po decays. To best reflect standard Micro-
BooNE operating conditions, the simulated drift electron
lifetime is set sufficiently high such that charge attenua-
tion is negligible. The analysis procedure is carried out
on each MC sample and the underlying cosmic data over-
laid onto the simulated events. The overlay data by itself
yields a measured rate of 0.02+0.02 candidates per read-
out. This is subtracted off the rates obtained from each
MC overlay sample in order to properly isolate the effi-
ciency of the MC contribution in each.

For the nominal MC sample, a rate of 1.18 +0.13 de-
cays per readout is measured compared to the simulated
rate within the limited fiducial region of 14.2 per, re-
sulting in an efficiency of €yom = (8.31 £ 0.92)%. Effects
due to nonfunctional wires, thresholding, vetoing of hits
surrounding cosmic tracks, blip candidate selection cuts,
and the background subtraction procedure are folded into
this efficiency. The uncertainty on €pop, arises primarily
from the systematic uncertainty assigned during the fit-
ting procedure described in Sec. IV. Table III reports the
relative impact on MC efficiency for each physics-related
source of systematic uncertainty. Uncertainties related
to the a QY and electron diffusion dominate the error
budget. Added in quadrature, the total systematic un-
certainty on efficiency is about £50%, yielding a final
efficiency of € = (8.3 +4.2) %.
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FIG. 14. The fitted AT distribution from unbiased non-beam
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ditions in MicroBooNE.

VI. AMBIENT RADON RATE RESULTS AND
DISCUSSION

To measure the ambient 2'4Bi rate in standard Micro-
BooNE operating conditions, rather than during R&D
periods used in previous sections during which 22?Rn
was actively being added to the TPC, we use a sam-
ple of unbiased beam-external events acquired over a
period of nearly 7 weeks during the 2018 physics data-
taking campaign described in Sec. II. Figure 14 shows
the background-subtracted AT distribution for these
data, fitted to the exponential function f = pg +
p1 exp (—AT/7), with 7 fixed to the 214Po lifetime. Inte-
grating the BiPo component of the fit and incorporating
statistical and systematic uncertainties from Sec. IV, a
rate of (0.2 £ 2.3) x 103 candidates per readout is ob-
tained within the fiducial volume. The error on this rate
is dominated by the statistical uncertainty from the fit.

This rate is converted to a measurement of the
specific activity by correcting for the MC efficiency
(¢) found in Sec. VC and dividing by the total
mass of LAr in the limited fiducial volume that was
sampled. This yields a measured radioactive 2!*Bi
activity of (0.013 & 0.155(stat) +0.063(syst)) mBq/kg
= (0.01 £ 0.17) mBq/kg. Given this result is consistent
with zero, a limit of < 0.35 mBq/kg is placed at the 95%
confidence level (C.L.).

The dataset is divided into a series of 48-hour periods,
and the 2™Bi rate measurement procedure is repeated
in each. A lower unbiased trigger rate is used in normal
data-taking compared to the R&D runs used previously,
necessitating a longer time period to achieve sufficient
per-bin statistics. Rates for each period are shown in
Fig. 15. No major trends are observed that would indi-
cate sudden changes in the LAr circulation system’s op-
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FIG. 15. The efficiency-corrected BiPo rate measured in 48-
hour periods throughout the beam-external dataset. Error
bars on each data point are dominated by statistical uncer-
tainties.

erational state or gradual degradation in filter efficiency.

To relate the measured activity of 2'Bi to that of
22Rn in the detector, the “plate-out” of positively
charged radon progeny onto the inner surfaces of the de-
tector must be considered. These charged isotope ions
will either drift toward the cathode under the influence of
the electric field or be brought into contact with the field
cage walls through convective fluid motion, where they
then attach to the material. This reduces the measurable
activity of radon progeny lower in the decay chain, and
has been observed in LXe detectors [76-78] and in LAr
detectors like DEAP-3600 [40].

Since plate-out is not simulated in MicroBooNE, we
estimate the magnitude of this effect with a simple toy
model. We assume an initial homogenous distribution
of 222Rn in the active volume, and neglect the possible
neutralization of ions by drifting electrons from cosmic
ray ionization tracks. While the velocity of the LAr con-
vective flow is similar to the ion drift speed of several
mm per second [58], we assume no net preferred flow
direction for this simulation, and therefore neglect this
effect. For each 2??Rn, the cascade of decays is simu-
lated (?22Rn — 218Po — 214Pb — 214Bi — 24Py —
210PD), and each daughter is randomly assigned a posi-
tive or neutral charge state based on isotope-specific mea-
surements. The measured ion fraction of (374+3)% is used
for 218Po [79]. Corresponding measurements in LAr for
other progeny do not exist, so we assume the same ion
fraction of 37% for 2'4Pb, and estimate 56% for 2'4Bi by
assuming that the ratio of the measured ion fractions for
218Po between LAr and LXe apply as well for the 2'4Bi
isotope, which has been measured only in LXe [80]. If the
decay produces an ion, it is drifted a random distance to-
ward the cathode based on the isotope’s known lifetime,
assuming a drift speed measured in LAr for 2'8Po, equiv-
alent to 0.23 ecm/sec at MicroBooNE’s electric field [79].



If an ion reaches the cathode, it and all its progeny re-
main permanently plated, and the probability of produc-
ing observable « or 8 decay products is reduced. Accord-
ing to this model, approximately 63% of all ?22Rn decay
cascades result in the correlated 2'*Bi and 2'*Po decays
occurring while plated-out at the cathode. Due to the
challenges of accurately simulating isotopes attached or
embedded onto surfaces, it is not known whether the de-
cay products emanating from these plated isotopes pro-
duce observable signals in MicroBooNE. We therefore
consider both the best-case scenario (50% observable)
and worst-case scenario (0% observable) as our limiting
bounds. This leads to a ratio between the activity of
222Rn and the rate of observable 214Bi-2'4Po in Micro-
BooNE of RRn/RBiPo =23+04.

Using this factor, the measured 2'“Bi rate is converted
to an estimate of the ambient 22?Rn activity of 0.030 &
0.357(stat) £0.147(syst) mBg/kg = 0.03 & 0.39 mBq/kg,
equivalent to an upper limit of < 0.81 mBq/kg at the
95% C.L. for 222Rn present in MicroBooNE’s bulk LAr.
This level of contamination is below current radiopu-
rity targets for DUNE’s low-energy physics program [24].
Given the similarity in LAr filtration system design and
components between MicroBooNE and DUNE [81, 82],
we should expect similar radon levels in DUNE’s bulk
LAr if a comparable cryogenic recirculation period can
be achieved. MicroBooNE operated with a LAr turn-
over period of about 2.5 days [3]. DUNE, with its vastly
larger LAr volumes, currently expects an initial turn-over
period of 5.5 days, gradually slowing to 11 days for long-
term operations [82].

The result from this analysis lacks the precision neces-
sary for direct relevance to next-generation dark matter
experiment radiopurity goals. However, when combined
with Ref. [44], this result suggests promising intrinsic ca-
pabilities of liquid-phase filtration systems for achieving
high radiopurities, which should be further investigated
in liquid noble element dark matter R&D efforts. Anal-
yses with higher statistical precision and lower inherent
background contamination should be performed with fu-
ture Fermilab-based LArTPCs such as SBND [83], given
its larger LAr volume and highly capable light collection
system.

VII. CONCLUSION

Using the MicroBooNE charge collection system and
newly developed low-energy reconstruction tools, we have
probed the presence of 22?2Rn in a large LArTPC by
identifying MeV-scale energy depositions produced in
decays of its progeny isotopes 2'4Bi and 2'4Po. Blips
matching the expected appearance of 2'Bi decay § par-
ticles were identified and reconstructed using a multi-
plane scheme. Weaker blips matching the appearance
of subsequent 2'4Po decay « particles were then recon-
structed in a narrow region of spatial/temporal phase
space with respect to the 2'Bi signal. Backgrounds
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to coincident 2'*Bi-2%Po signals arising from randomly-
coincident blips, multi-site + ray interactions, and 3 + -y
radon progeny decays were subtracted using off-window
and time-reversed-window side-band methods. By esti-
mating the efficiency for signal detection using MC sim-
ulations and validating these simulations with special
MicroBooNE R&D datasets, measured 2'4Bi-214Po rates
were reliably converted into measurements of radioactive
bismuth activity. A simplified toy model to estimate the
effect of charged isotopes plating out onto the Micro-
BooNE cathode was used to convert these measurements
to corresponding radon activity levels.

We do not detect any presence of 2'*Bi in steady-state
MicroBooNE physics data-taking conditions. We set a
limit on the 214Bi activity of < 0.35 mBq/kg at the 95%
confidence level, and a corresponding limit on the ambi-
ent 222Rn activity of < 0.81 mBq/kg at the 95% confi-
dence level, with measurement error dominated by statis-
tical uncertainties. This satisfies the targeted upper limit
for the DUNE LArTPC experiment’s baseline low-energy
physics program of < 1 mBq/kg [24], and was achieved
by MicroBooNE in the absence of any direct efforts to-
wards radio-purification. This also represents the first
in-situ measurement of bulk 22?Rn activity in a LAr par-
ticle detector employing liquid filtration.

In performing this measurement, we have extended the
boundaries of charge-based calorimetry and reconstruc-
tion capabilities in large single-phase neutrino LArTPCs.
We accurately reconstruct the energy spectrum of 3 par-
ticles in 2'“Bi decay within an energy range of 0.2
3.0 MeV, and identify and reconstruct 2'*Po decay a par-
ticles with 75-200 keV of electron-equivalent energy. To
our knowledge, these are the lowest energies at which par-
ticle calorimetry and identification capabilities have been
demonstrated so far in a single-phase neutrino LArTPC.
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