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Abstract

Efficient development of Mobile Wireless Sensor Networks (MWSNs) relies heavily on
optimizing two key parameters: Throughput and Energy Consumption. The proposed
work investigates network connectivity issues with MWSN and proposes two routing
algorithms, namely Self-Organizing Maps based-Optimized Link State Routing (SOM-
OLSR) and Deep Reinforcement Learning based-Optimized Link State Routing (DRL-
OLSR) for MWSNSs. The primary objective of the proposed algorithms is to achieve en-
ergy-etficient routing while maximizing throughput. These algorithms take into account
the interplay among sensor node deployment, communication radius, and detection area,
presenting a novel approach to sustaining communication while optimizing energy con-
sumption. Leveraging deep learning techniques, the algorithms facilitate optimal fea-
ture extraction, thereby enhancing overall performance. The proposed algorithms are
evaluated through simulations by considering various performance metrics, including
connection probability, end-to-end delay, overhead, network throughput, and energy
consumption. The simulation analysis is discussed under three scenarios. The first
scenario undertakes 'no optimization’, the second considers SOM-OLSR, and the third
undertakes DRL-OLSR. The simulation results indicate that the SOM-OLSR performs
better than the case with 'no routing’ optimization. A comparison between DRL-OLSR
and SOM-OLSR reveals that the former surpasses the latter in terms of low latency
and prolonged network lifetime. Specifically, DRL-OLSR demonstrates a 47% increase
in throughput, a 67% reduction in energy consumption, and a connection probability
three times higher than SOM-OLSR. Furthermore, when contrasted with the "No op-
timization’ scenario, DRL-OLSR achieves a remarkable 69.7% higher throughput and
nearly 89% lower energy consumption. These findings highlight the effectiveness of the
DRL-OLSR approach in optimizing both network performance and energy efficiency in
wireless sensor networks.
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1. Introduction

Wireless Sensor Networks (WSNs) are a crucial aspect of modern technology that
connects an enormous number of sensors dispersed in the environment to monitor and
manage systems. These networks integrate contemporary technologies such as infor-
mation and communication to combine sensing and processing capabilities. WSNs are
widely used due to their low cost, energy efficiency, vast dissemination, and capacity
for self-organization. In fact, the next-generation Internet cannot be developed with-
out WSNs as they enable sensing and actuation capabilities for future applications.
Wireless Sensor Networks (WSNs) are crucial enablers for evolving applications such as
smart homes [1], smart cities [2], healthcare monitoring [3], surveillance [4], and disaster
management systems [5]. A WSN consists of many sensor nodes spread in the area of
interest for gathering various categories of data as shown in Figure 1 [6], [7]. A typ-
ical sensor node (SN) includes sensing, processing, and communication modules. SNs
transmit the collected data to a Base Station (BS) or a sink node directly or through
multi-hop communication [8]. The motivation of the present work is discussed below:

1.1. Motivation

In many practical applications, sensor nodes often rely on limited energy sources,
such as non-rechargeable batteries (see, for example, [9], and [10]. Consequently, these
nodes frequently operate under energy-constrained conditions. Therefore, it is crucial
to manage energy consumption judiciously to ensure etfective utilization and efficient
performance of essential operations, including sensing, processing, and communication
[11]. The challenges and limitations of MWSN are discussed in the following.

1.2. Challenges

For mobile wireless sensor networks (MWSN), achieving high coverage and connec-
tivity is also challenging [12]. In MWSN;, the sensor nodes can move within the network.
They ditfer from traditional WSNs due to their mobility feature that improves network
coverage, connectivity, scalability, and energy efficiency while prolonging the network’s
lifetime [13]. MWSNs can be used for various applications with enhanced connectivity
and coverage and with limited computational complexity [14, 15, 16]. Nevertheless,
MWSNs face several challenges, including limited energy, memory, and processing ca-
pabilities, as well as communication and coordination issues.

1.3. Possible Solutions and Limitations

To address these challenges, Machine Learning (ML) techniques can be leveraged
in Mobile Wireless Sensor Networks (MWSNs) to enhance their performance and ca-
pabilities [17]. Deep Learning (DL), a subset of ML, offers a powerful approach by
employing multi-layer Artificial Neural Networks (ANNs) to model and solve complex
problems. ANNs mimic the structure of the human brain, comprising interconnected
layers of nodes that process and transform data.

For MWSN, the DL algorithms can be used for ANN network training using the
existing datasets or historical records. The training can be used for the allocating
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Figure 1: Architecture of MWSN (Mobile Wireless Sensor Network)[7].

medium/channel or routing of the data. There are several ways in which ML and DL
can be applied to improve the performance and capabilities of MWSNs. Moreover, the
training and execution of these models often demand significant quantities of data and
computing power, rendering them impractical or unfeasible for certain applications.

Therefore, the researchers are now working in the field of energy-efficient DL algo-
rithms to further extend the network lifetime [18]. By using DL techniques, it is likely
to predict the energy consumption of different routes in the network and determine
the most energy-efficient route for data transmission. This approach can significantly
reduce energy consumption and extend the lifetime of the network. In addition, the
DL algorithms can also be used for optimization of resource allocation in the network.
For example, tasks can be allocated to different nodes based on their available process-
ing power and memory. This ensures that the available resources are used effectively,
maximizing the network’s overall performance [19].

In some applications, sensor nodes face ditficulties in accurately detecting events
within their monitoring area.. For such issues also DL algorithms can be used to detect
anomalies/events in sensor data, e.g., sudden changes in temperature or humidity. This
could cause a potential problem, allowing for appropriate intervention before any major
issue arises [20]. For such applications, in some previous works, DL algorithms have
been developed which can predict when a sensor node is likely to fail and require
maintenance. This enables active maintenance, reduces downtime, and increases the
overall network throughput [21].

Such improvements help MWSNs to meet the needs of various applications, mak-



ing them more useful and reliable. Future research can further improve the accuracy
and effectiveness of these techniques for MWSNs. However, in the present work, the
main focus is to increase the lifetime of the network by introducing ML-based energy-
efficient methods while maintaining coverage and connectivity without compromising
computational complexity [16].

MWSN design and construction, topology selection, and node power allocation all
depend extensively on coverage and network connectivity. A sensor node’s coverage
area is directly impacted by its transmission power. Reduced network connectivity and
node coverage might result from reduced transmit power [22]. However, to increase
the battery life of nodes, it is often necessary to reduce transmit power. In the case of
MWSN, probabilistic modelling is necessary to predict and optimize energy consump-
tion as well as coverage because the location and separation between nodes continually
change. In such cases, it is quite difficult to maintain connectivity and save energy
together. Effective data transfer is the only effective way to maintain coverage and
connectivity with optimal energy saving.

For effective transfer, the routing method plays a critical role in MWSNs that re-
quires careful management to ensure reliable data transmission between sensor nodes
and the base station. Mobile nodes are primarily utilized to enhance coverage range and
connectivity. The moving agent can collect the data from various nodes and transmit
the data to the base station. Nevertheless, the routing process in MWSNs faces several
challenges. Firstly, a global addressing process is impractical due to the deployment
of many sensor nodes. For MWSN networks, conventional IP-based protocols created
for large-scale network infrastructure are often inappropriate. Secondly, most WSNs
require a continuous stream of sensed data from multiple sources to a specific sink node
or base station, which conflicts with typical communication networks. Thirdly, multi-
ple sensors may generate similar data within the vicinity of a phenomenon, resulting
in heavy redundancy traffic across the network [23]. This redundancy consumes more
energy and bandwidth, causing various issues such as delay, packet loss, and band-
width degradation. In the existing OLSR method, the throughput degradation is not
addressed [24]. Therefore, the variants of OLSR are proposed, i.e., SOM-OLSR, and
DRL-OLSR to deal with above addressed issues.

In this paper, intelligent routing algorithms are developed to address the above
challenges. The proposed methods dynamically adjust the data routing paths based on
the network congestion status and bandwidth availability. Such algorithms can help
to optimize network performance and reduce energy consumption by minimizing data
transmission over congested routes. The contributions of this paper are listed in the
following.

e The two routing algorithms, namely Self-Organizing Maps based-Optimized Link
State Routing (SOM-OLSR) and Deep Reinforcement Learning based-Optimized
Link State Routing (DRL-OLSR) are proposed for energy-efficient data trans-
mission. Both algorithms utilize deep learning techniques to enhance the routing



performance in MWSNs. The two methods are compared due to their practical
importance in terms of computational complexity, and deployment scenario.

e The proposed methods dynamically adjust the data routing paths based on the
network congestion status and bandwidth availability. The most suitable route is
selected for data transmission while considering factors such as energy consump-
tion, network congestion, and link quality.

e The main objective of both algorithms is to optimize the ideal balance between
various parameters such as connection probability (CP), end-to-end (E2E) delay,
overhead, throughput, and energy consumption.

e The SOM-OLSR is an unsupervised artificial neural network-based energy-efficient
routing protocol that aims to find the optimal path from the sensor node to the
sink node. SOM ensures reliable communication by handling noisy and incom-
plete data, which makes it useful for real-time applications.

e The DRL-OSLR algorithm is a fault-tolerant routing technique designed to main-
tain robust connectivity in dynamic network topology. By utilizing multiple paths
between nodes, the algorithm ensures that data can still be successfully delivered
even if one of the paths is disrupted.

e The performance of both algorithms is evaluated and analyzed in terms of various
performance metrics through extensive simulations.

e The performance of the proposed methods is also compared with the traditional
routing method indicating their significant performance improvement.

The remainder of the paper is organized as follows. Section 2 presents related work
on MWSNs, covering recent research in the field. Section 3 outlines the background
of the proposed research work. Section 4 outlines the system network architecture and
proposes an energy-efficient connectivity technique. In Section 5, the simulation results
are presented considering various scenarios and evaluating metrics including connection
probability, E2E delay, routing overhead, and network throughput. Section 6 compares
the performance of the proposed methods with the existing methods. Finally, Section 7
concludes the paper, summarizing the main findings and discussing future research
directions.

2. Related Work

Routing presents a significant challenge in MSNs, given constraints such as limited
power supply, low transmission bandwidth, reduced memory capacity, and processing
capability. Table 1 summarizes existing works based on DL routing in a nutshell.

Generally, in WSNs, sensor nodes (SNs) that are in close proximity to the base
station (BS) tend to consume more energy as they often serve as relay nodes for distant
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SNs. This increased energy consumption can lead to premature depletion of energy of
the SNs’ and ultimately impact the overall network lifetime. Recently, several rout-
ing protocols [25, 26, 27] have been developed for WSNs using different approaches.
However, very few works were reported on routing protocol using ML techniques. ML
techniques have a wide range of applications in WSNs, such as optimal routing, lower-
ing communication overhead, and delay-aware [28]. This section discusses the current

research on routing protocols based on ML and DL techniques[29, 30, 31, 32, 33].

Table 1: Literature Review
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In [34], a DL-based routing protocol has been introduced with the BS as an infras-

tructure. It means the route is maintained, assigned and recovered by the BS. This
work proposed a DL-based algorithm that adopts dynamic routing in a mobile sensor
network. The BS initially creates a list of virtual routing paths, and from them, it iden-
tifies the optimal route. This algorithm overcomes congestion packet loss and power

management. In [37], a Bayesian learning method-based optimal routing prediction

model has been developed for both decentralized and centralized versions. The de-
scribed approach integrates a scheduling mechanism alongside routing data to achieve
balanced energy consumption. This algorithm is particularly well-suited for decentral-
ized systems, offering advantages over centralized counterparts.

Furthermore, [38] used k-means classification algorithm to find optimal clustering

in WSNs for routing. This algorithm provides a better packet delivery ratio, and
throughput, lowering energy consumption and controlling the traffic overhead. In [39],

authors have proposed energy efficient clustering protocol using a k-means (EECPK-
means) algorithm to find the optimal centre point of the cluster from a random initial
centre point. It selects optimal cluster heads (CH)s based on the Euclidean distance
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Table 2: Comparative Analysis

Protocol Name | Connectivity | Energy Consumption | Throughput | Delay
LEACH [41] Moderate Moderate High High
OLSR Moderate High Moderate High
SOM OLSR Moderate Moderate Moderate Moderate
D-SOM [24] Moderate Optimum Optimum Optimum
GHND [42] Moderate Moderate Low Moderate
IGHND [43] Moderate Moderate Moderate Moderate

and residual energy of the SNs in WSNs. EECPK-means algorithm finds the efficient
multi-hop communication path from the CHs to BSs. This algorithm avoids data loss
and balances the energy consumption of the SNs.

Also in [40], a secure cluster-based routing protocol has been developed to enhance
the network lifetime for WSNs. In this approach, cluster heads are selected based
on their distances and residual energy. This algorithm mainly focuses on the isolated
cluster head and edge node to balance the node energy consumption.

n previous research studies, researchers have explored the effectiveness of the Self-
Organizing Map (SoM) approach for efficient routing.In [24], the Distributed Artifi-
cial Intelligence (DAI) and Self Organizing Map (SOM) Hybridized approach is used
for energy-etficient routing. The performance is compared with the other protocols
[24, 41, 42, 43] as shown in Table 2. While the performance of other D-SoM protocols
is generally optimal, they often fall short in terms of network connectivity. Hence, we
propose a novel Deep Learning-based OLSR routing method to ensure optimal perfor-
mance in our research endeavour.

The literature study indicates that the features of DL can be utilized for the perfor-
mance improvement of the WSN. To deal with the energy hole problem in clustering,
researchers have reported various methods. However, the deep learning approach is one
of the effective methods and can be used[44]. The main advantages of DL include its
ability to extract high-level characteristics from data, work with or without labels, and
be trained to achieve a variety of goals. Many different fields, including bioinformat-
ics, corporate intelligence, medical image processing, social network analysis, speech
recognition, and handwriting identification, can benefit from it.

3. Background

In this section, we briefly present the main concepts used in this work.

3.1. Self-Organizing Maps

Self-organizing maps (SOMs) are a type of unsupervised artificial neural network
(ANN). These networks are inspired by the structure and function of the human
brain’s visual cortex and have been widely used for clustering and visualization tasks.
The main goal of SOM is to reduce the dimensionality of high-dimensional data to a
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low-dimensional representation while preserving the topological structure of the data.
Throughout training, the weights of neurons in a two-dimensional grid are iteratively
fine-tuned to align with the input data.

A competitive learning rule is used to compare each input vector to the weight
vectors of all the neurons, and the neuron with the closest weight vector is selected as
the winner. The winning neuron and its neighbouring neurons are then updated based
on a Gaussian function that decreases with distance from the winner neuron. The SOM
process is shown in Figure 2. SOMs can be used for various real-time applications, e.g.,
network optimization, anomaly detection, fault diagnosis etc.

3.2. Deep Reinforcement Learning

Deep Reinforcement Learning (DRL) is an advanced branch of machine learning that
combines deep learning techniques with reinforcement learning algorithms. It represents
a powerful approach for training agents to make sequential decisions in complex and
dynamic environments. DRL enables machines to learn from interactions with the
environment, receive feedback in the form of rewards, and repeatedly improve their
decision-making abilities.

At its core, DRL employs deep neural networks as function approximations to cap-
ture and model the state-action value function, commonly known as the Q-function.
The Q-function estimates the expected cumulative rewards for taking specific actions in
different states of the environment. By utilizing deep neural networks, DRL algorithms
can effectively handle high-dimensional and raw input data, such as images or sensor
readings, enabling agents to learn directly from raw sensory inputs.

DRL consists of several key components that work together to enable agents to learn
and make sequential decisions in complex environments. The components comprise the
agent, the environment, the action space, the state space, the reward system, and the
learning algorithm. Each component within the DRL framework plays a crucial role and
contributes significantly to the overall significance of DRL in tackling complex tasks,
as illustrated in Figure 3.

As shown in Figure 3, the agent is the entity that interacts with the environment
and learns to make decisions. It can be represented by a neural network or any other
function capable of mapping states to actions. The agent’s objective is to maximize the
cumulative rewards it receives from the environment by selecting optimal actions based
on its current state. The subsequent component is the environment, which represents
the external system with which the agent interacts. It provides the agent with observa-
tions or states, accepts the agent’s actions, and delivers rewards or penalties based on
the agent’s actions.. The environment can range from simulated virtual environments
to physical systems, depending on the application domain. Similarly, action space and
state space define the set of all possible actions and states respectively.

The reward system is used for feedback based on the actions in the environment. For
the actions of the learning algorithm, the Q-value will be responsible for updating the
agent’s decision-making policy based on the feedback received from the environment.
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DRL enables the MWSN to obtain the most energy-efficient routing paths that ex-
tend the lifespan of MWSNs that are constantly changing [47]. For such a complex
routing problem, the goals can be simplified by breaking them into smaller sub-goals.
In each sub-goal, nodes create graph structures by only considering their nearby neigh-
bours, resulting in low-cost, efficient, and real-time routing.

3.3. Routing in MWSN

Routing in MWSNs plays a critical role in ensuring efficient and reliable data trans-
mission in dynamic and resource-constrained environments[48, 49]. Traditional routing
protocols often struggle to adapt to the changing network conditions and dynamic
node mobility inherent in MWSNs. Various routing protocols for MWSN have been
proposed over the last decade, with the most important of them being AODVI[50],
DSRI[51], DSDV[52], and OLSR[53].

The proposed approach outlined in this paper revolves around the Optimized Link
State Routing (OLSR) protocol. OLSR is a proactive and table-driven routing protocol
designed to enhance routing efficiency. It achieves this by constantly updating routing
tables and minimizing the amount of routing overhead required. The primary goal of
OLSR is to establish efficient and reliable routes within the network, thereby improving
overall network performance. The protocol is specifically designed to handle the routing
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of data packets in networks that have a large number of nodes and experience frequent

changes in network topology caused by node mobility.
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adapt to these dynamic conditions and ensure reliable data transmission throughout
of the network. However, there are still several key challenges associated with OLSR
in mobile wireless sensor networks (MWSNs). These challenges include frequent topol-
ogy changes, routing loop inconsistencies, route stability, limited bandwidth, energy
resources, scalability, and control overhead.

To address these challenges, a promising approach is the utilization of deep learning
(DL) techniques for routing in MWSNs. One of the key advantages of DL-based routing
in MWSNs is its ability to handle node mobility effectively. As nodes move within
the network, the topology changes and traditional routing protocols may experience
disruptions and suboptimal paths.

Our proposed approaches involve training a deep learning model to optimize routing
decisions in OLSR networks by leveraging historical network data and performance met-
rics [54, 55]. These approaches can optimize performance metrics including throughput,
energy efficiency, and end-to-end delay in MWSNs. Through continuous learning and
adaptation, these algorithms can therefore identify the most efficient routes that fulfil
both network and application requirements.

Optimized Link State Routing (OLSR)

The OLSR protocol [56] operates by maintaining a topology database that contains
information about the nodes in the network and the links between them. Each node
periodically broadcasts information about its neighbours and the links to those neigh-
bours. This information is used to update the topology database and to calculate the
shortest path between any two nodes in the network. It uses a multipoint relaying
(MPR) technique to reduce the number of broadcast messages and to minimize the
network overhead. Each node selects a set of MPRs, which are responsible for forward-
ing the broadcast messages to their respective destinations. This reduces the number
of duplicate messages and minimizes transmission delays.

The OLSR protocol also includes a mechanism for detecting and repairing broken
links in the network. When a link failure is detected, the affected nodes update their
topology databases and recalculate their routes to avoid the broken link. The OLSR
protocol is crafted to be exceptionally efficient and scalable, rendering it ideal for large-
scale MANETS characterized by high mobility and frequent topology alterations. [53].

The performance of OLSR depends upon the lost link. The packets are not for-
warded to the lost link but packets are forwarded along the fresh shortest way. One
more challenge is scalability as it degrades the performance and efficiency of larger
network sizes. This is because OLSR floods topology information throughout the net-
work, which can lead to excessive overhead and congestion. The primary cause of this
issue stems from the flooding of topology information in OLSR, resulting in significant
overhead and congestion. OLSR’s inability to support Quality of Service (QoS) require-
ments means it cannot differentiate between ditferent types of tratfic. Consequently, the
network may experience congestion and delays due to this limitation.
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4. System Model

In the proposed Mobile Wireless Sensor Network (MWSN), the establishment of
communication and data transmission relies on the Optimized Link State Routing
(OLSR) protocol. Optimized Link State Routing (OLSR) is selected for its efficiency
in managing link states within mobile wireless sensor networks. In the proposed mech-
anisms, OLSR serves as the underlying routing protocol that benefits from the insights
provided by SOM and the adaptability introduced by DRL. OLSR’s ability to dynam-
ically adjust routing decisions based on link-state information makes it relevant to the
integration. While the proposed mechanisms might be adaptable to other link-state
protocols, the choice of OLSR is grounded in its proven performance in the specific
context of wireless networks.

The goal of OLSR is to identify neighbouring nodes within range and utilize OLSR
to determine the most efficient route for data transmission. To achieve this, the nodes in
the network broadcast periodic "Hello” messages to discover neighbouring nodes within
their communication range. By exchanging Link State Packets (LSPs), nodes gather
information about their neighbours and the quality of the links between them, including
metrics like hop count, signal strength, and available bandwidth.

Based on the collected topology information, nodes construct a network topology
map that represents the connectivity between nodes and includes the quality metrics
of the links. This map serves as the basis for calculating the shortest path to reach any
destination node within the network. Common algorithms, such as Dijkstra’s algorithm
can be used to compute these paths efficiently [57].

Using the shortest path calculations, nodes construct their routing tables, which
contain entries specifying the next hop for each destination node. These tables guide the
routing of data packets through the network, ensuring efficient and reliable transmission.

The performance metrics help to characterize the network that is substantially af-
fected by the routing algorithm to achieve the required Quality of Service (QoS). The
most important QoS parameter is End-to-End Delay(EED). EED is the time taken for
an entire message to completely arrive at the destination from the source. Evaluation
of end-to-end delay mostly depends on propagation time (PT), transmission time (TT),
queuing time (QT) and processing delay (PD). The EED also depends upon Control
Overhead. The control overhead is the ratio of the control information sent to the
actual data received at each node.

The second important performance parameter of the OLSR protocol is routing ef-
ficiency (). The routing efficiency measures the ability of the protocol to establish
and maintain communication paths between nodes. It is calculated as the ratio of the
number of successfully delivered packets (Dpacket) to the total number of packets trans-

mitted (Tqckets) in the network. The formula for routing efficiency is expressed as given
in (1).

Daces
B = 2 100 (1)

packets
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The routing efficiency depends upon Connection Probability C,, is:

O, (i) = %YZ@ (2)

where C,(7) is the Connection Probability of i*" node, E(i) is the E2E delay taken by
each node to transmit the packets to the receiver side. T'(i) is throughput of i node.
N is the total number of active nodes, T3, is the total bit per second taken by the node
to transmit the packets.

The energy consumption of the nodes is calculated in terms of the throughput of
the network and is given below in (3),

Econs (Z) = Ovcons(i) X Tp/N (3)

where F,s(i) is the total energy consumption of i node, Ovens(i) is overhead con-
sumption, 7,,/N is the total number of packets sent by the total active nodes within
the network.

4.1. Routing based on SOM in MWSNs

The SOM-OLSR routing algorithm is proposed, which is based on the SOM algo-
rithm. SOMs, along with the OLSR (Optimized Link State Routing) protocol, are
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utilized for energy-efficient routing in sensor networks. The combination of SOMs and
OLSR aims to find the optimal path for transmitting data from the sensors to the sink
node while minimizing energy consumption.

The SOM-based routing algorithm works as follows:

e The SOM-OLSR is trained on the sensor data to learn the topological structure
of the network. Each node in the SOM represents a region in the network where
sensors with similar data are located. The nodes in the SOM are connected to
their neighbouring nodes, forming a two-dimensional grid. Let’s assume that the
distance between neuron 7 and neuron j is denoted as d(i, j). The cost function
C(d) is used to calculate the cost based on the distance. The cost function is
formulated as

Cld) =k *d (4)

where k is a constant representing the cost per unit distance. Once the cost
function is defined, the cost of the connection between neuron ¢ and neuron j can

be estimated as
C(i, j) = C(d(i, j)) (5)

By evaluating the distance between the neurons and applying the cost function,
we obtain a cost value for each connection in the SOM.

We use SOMs and OLSR in energy-efficient routing in sensor networks through a
two-phase approach, as the following;:

e In the first phase of SOM training, the SOM algorithm is employed to learn. Let’s
assume, a sensor node denoted by N = Ny, N, ..., N;, where each sensor node N;
has associated features x;. The features of each sensor node are represented as a
vector: x; = [T1;, X2i, -, Tmi|, where m is the number of features. SOM features
can be trained by presenting the feature vectors x; to the network. The SOM
consists of a set of neurons organized in a grid. Each neuron j in the SOM is
represented by a weight vector w; = [w;, Wyj, ..., Wy,;], where m is the number of
features. Initially, the weights are randomly assigned. During training, the SOM
adjusts its weight vectors based on a learning algorithm.

The transmission dimensions can be represented as a weight matrix W, where
each element W, ; represents the weight (transmission dimension) between node ¢
and node j.
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— Calculate the minimum value (min,,) and maximum value (max,,) from
the weight matrix W, where W is an m X n matrix representing the trans-
mission dimensions between nodes in the MWSN. Then normalize the values
of the weight matrix W using a common normalization technique as

WNOT(i,j) _ (W% — mmwl) (6)

(Maxyq — MiNyy)

After this step, the normalized values in Wy, will be in the range [0, 1]. This
ensures that all weights are proportionally adjusted based on their relative
differences.

— Each node in the SOM has a weight vector W of the same dimension as the
input data vector. Calculate the Euclidean distance between the input data
vector x and the weight vector W of each node in the SOM. Let W;; be the
weight of neuron 4 and j dimension of the input space, and let x; be the ;%
element of the input vector x. The distance between the input vector z and
the weight vector w; is given by:

di = \/> (x5 —w;)? (7)

— Identify the node with the smallest Euclidean distance as the best matching
unit (BMU). Compare the calculated Euclidean distances for each neuron
in the SOM and find the neuron that has the smallest distance to the input
data vector x. This neuron is considered as BMU or the neuron that is clos-
est to the input data vector z.

— Update the weights of neighbouring nodes based on their distance from the
selected node.

Wit + 1) = Wiy (£) +(t) x hiy(X; — Wig(0)) ®)

where ¢ is the iteration number, 7(t) is the learning rate at iteration ¢, and
(X; —W,;(t)) is the error between the input vector and the old weight vector.
The step size of weight updates is determined by the learning rate n(t) which
is usually set to a large value at the beginning and gradually decreased during
the algorithm to ensure that it converges. The neighbourhood function h;;(¢)
is a Gaussian function that decreases with distance from the winning neuron.

(ei(t) = Cj(t))2>

202(1)

hii(t) = exp ( (9)
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where ¢; and ¢; are the locations of neurons i and j, and o(t) is the neigh-
borhood radius at iteration ¢. This process is depicted in Figure 5 and the
associated proposed algorithm is presented in Algorithm 1.

— Repeat steps 3 and 4 iteratively for each transmission in the network to
achieve similar data patterns.

— Analyze the resulting node weights to identify clusters of similar transmission
patterns, thereby reducing redundancy in the network.
During Training, the SOM adapt the weights of the neurons in the output
map based on the input data using a learning algorithm as discussed below
step-wise.

Algorithm 1 SOM-OLSR Algorithm

Initialization of parameters
Deployment of Nodes in Network Area (N,R)
Broadcast Link State Packet (LSP) to all the Neighboring Nodes
Cost Function Estimation for connection
Normalize weight matrix:
initialize random weights()
Calculate Wi, (7,7) = %
for i to Ndo . -

di = /2 ((z; — wy)?

Finding the closest neuron to apply OLSR

CloseStneuron = argmin(distances)

return closest,curon

Update Weights For Selected Node

Wig(t+ 1) = Wiy(8) + n(t) x hiy (X; — Wig(0)
13:  Adjust Weights For Neighboring Node

. . 2
hyi(t) = exp (L2000 )

14: end for

._
@

—_ =
[N

e The second phase performs energy-efficient routing for SOM process. Once the
SOM is trained, it is used for energy-efficient routing in the sensor network. SOM
can be utilized to find the optimal path for data transmission from a source
sensor node to a sink node. Each neuron j in the SOM represents a region in
the network. We can associate each region with a set of sensor nodes within its
vicinity. Neurons in the SOM can be identified for a given source and sink node.
The path between the neurons corresponding to the source and sink nodes can
also be identified by traversing the connections in the SOM grid. This path on the
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Figure 6: The functional block diagram of Deep RL.

SOM grid represents the optimal path in the sensor network for data transmission
from the source to the sink by considering energy efficiency.

The integration of Self-Organizing Maps (SOM) and Optimized Link State Routing
(OLSR) involves a two-step process. Firstly, during the offline phase, historical network
data is utilized to train the SOM. This training captures the topological structure of the
network. Subsequently, during OLSR initialization, the knowledge gained from SOM
training is injected into the routing process. OLSR routing tables are optimized using
the learned topological map, enabling more informed initial routing decisions. This in-
tegration is crucial for enhancing the efficiency and convergence of OLSR, particularly
during network initialization and topology changes.

4.2. Routing based on DRL in MWSNs

The DRL-OLSR algorithm utilizes DRL to optimize routing in MWSN. This pro-
cess is depicted in Figure 6 and the associated proposed algorithm is presented in
Algorithm 2. In the proposed work, the case where Reinforcement Learning (RL) can
be represented as a class of Markov decision problems has been extensively studied.

A Markov Decision Process (MDP) consists of four essential components, i.e., state,
action, reward, and transition probabilities. In each iteration, the present state is
denoted by i, the agent receives an observation of the environmental state s; from the
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set of possible states S. Subsequently, the agent chooses an action a; from the available
actions based on this observation. The set of possible actions for the state s; is denoted
as A(s;). When the agent executes an action, it receives a reward value r; in response.
Finally, the agent transitions to the next state with a certain probability known as
the transition probability. The transition probability from present state s; to the next
state s;11, given that the current state is s; and the action taken is a;, is represented
as P(s;11]8:,a;).as depicted in Figure 4. The basic illustration of MDP is depicted in
Figure 7. An episode in this process forms a limited sequence of states, actions, and
transition functions that return the next state, and rewards in (S, A, d, R) as given in
(10).

50, @0, T1, 51, 01,72, 52, -y Sn—1, An—1,Tn, Sn (10)

Let s; denote the current state, a; denote the action taken, r;,; denote the reward
obtained after performing action a;, and S, A, J, R represent the sets of states, actions,
and rewards, respectively. The episode concludes when the final state transitions reach
Sn. The overall reward can be represented as,

R=ri+ro+rs+..+r, (11)

The ultimate objective of the RL agent is to discover the optimal policy 7* that
maximizes the total expected reward, given a set of actions and states.

™ = arg m(ang [Ri + YRiy1 +7*Rita) (12)

where pi* represents the policy of a state for optimal action. v € (0,1) denotes the
discount factor and shows the importance of immediate and future rewards.

Q (s, a;) =R [Tz+7maE}XQ($i+1,a')] (13)

Q(s;, a;) stands for the expected immediate reward for acting at in state s plus the
sum of the discount factor and the highest possible expected return in the next state.
The definition of this function is based on the intuition that actions should be taken to
maximise the expected return at each time step in order to maximise overall reward.

Q-learning is one of the popular RL methods to solve MDP. In Q-learning, Bellman’s
Equation can be used to determine the optimal Q-value function Q*(s;,a;). The DRL
model addresses this issue by combining RL and deep learning (DL) techniques. The
DRL model uses a deep neural network (DNN) to approximate the Q-values functions.

Q:(Si, CLZ') = (1 — O[)Qifl(é’@', CLZ‘) + OC[TZ‘ + v max Qi,1(51+1, CLZ'+1>] (14)

Qi+1
Here « is the learning rate. The Deep Q-Network (DQN) architecture consists of an
input layer, multiple hidden layers, and an output layer. The input layer takes the state
of the environment as input, and the output layer produces the Q-value for each action.
The hidden layers contain non-linear activation functions that enable the network to
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Figure 7: The Markov Decision Processes (MDP).

learn complex relationships between the input and output. The Q-value can be derived
as follows:

Qr(siy @) = R(siai) +7 > Plsi, i, 5041)Q; (si11, air1) (15)

Si+1 cS

where R(s;,a;) represents the reward of action a; in the state s; , P(s;,a, Sit1)
represents the probability of switching to state s;y; after action a; in the state s;, and
Qi (Si+1, @ir1) = marQr(sit1, a;+1) represents the optimal Q-value of action a;4; in next
state s;11. Then update Q-value by the following formula:

Qr(5i1,i11) = Qr(8i,a5) + a X [R(Sz‘aai)Jr

v Z P(si,a5,5i41)Q; (8i41, aiy1) — Qn(ss,a;)|  (16)

Si+1€s

where a € [0, 1] is the learning rate in(16). The optimal action a; can be obtained as
follows:
a; = argmax Qr(s;, a;) (17)

Therefore, the optimal policy can be derived from the optimal action as given in
(18).

Ly =FE |(Qx(si;a;) — Qx(si, a7, w))2 (18)
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where w is the network parameter and the Q-value to be updated up to target Q-value
Ty. Q is a predicted Q-value.

For the DRL-OLSR, the actions of a node are restricted to a finite number of states,
representing different network conditions. As the node traverses these states, it receives
numerical rewards associated with each state visit. It is worth noting that these rewards
can be positive, indicating desirable outcomes, or negative, serving as penalties.

The main objective of DRL-OLSR is to train the node to make informed decisions
on selecting the most appropriate routes based on the observed network states and the
associated rewards. By learning from the collected rewards, the agent (moving node)
can optimize the routing decisions and improve the overall performance of the MWSN.

By combining the power of DRL and the benefits of the Optimized Link State
Routing (OLSR) protocol, DRL-OLSR aims to enhance the efficiency, reliability, and
adaptability of routing in MWSN scenarios.

In the proposed algorithm, each state is associated with a specific variable value.
Additionally, there exist multiple states that can be reached through various actions
from each state. The value of a particular state is determined by the accumulated
average future reward obtained by selecting actions from that state. The selection of
actions is guided by a policy, which may be subject to modification as the algorithm
progresses.

As mentioned above training the OLSR algorithm in MWSN using DRL encom-
passes several essential steps. The initial step for training the DRL model is state
representation, which captures the current state of each node in the environment. This
entails selecting key network parameters such as node energy levels, connection quality,
network congestion, and other factors that influence the OLSR algorithm’s decision-
making process. These parameters together constitute the state information that the
DRL agent will use during training. After this within the network, nodes engage in
actions such as transmitting packets or refraining from transmitting them to neigh-
boring nodes. These actions are influenced by factors such as the distance and single
strength between two nodes. The distance plays a crucial role in determining the suc-
cess of packet transmission and significantly impacts network routing behaviour. Node
actions directly influence the entire decision-making process of the DRL agent, as they
contribute to shaping the routing strategy and optimizing network performance.

The most important step is to design the right reward function. Positive rewards
are assigned to actions that contribute to improved routing efficiency. These rewards
serve as immediate feedback to the nodes from the environment, indicating the posi-
tive impact of their actions on the current state. Conversely, negative rewards can be
assigned as penalties for actions that lead to routing failures. The reward provides valu-
able feedback to the nodes, encouraging them to make decisions that optimize network
performance and minimize undesirable outcomes.

DRL-OLSR involves a sophisticated interplay between individual node learning and

the collective routing behaviour of the network. Each network node undergoes a Q-
learning algorithm modelled as a Markov Decision Process (MDP) within the DRL
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framework. The learned policies from DRL dynamically influence the parameters and
behaviours of the OLSR routing protocol on an individual node basis. Furthermore,
there is a continuous feedback loop wherein the real-time dynamics detected by OLSR
feed back into the DRL process, ensuring that the collective learning of the network
adapts to changes in topology and environmental conditions. This tight integration
aims to improve the adaptability, reliability, and efficiency of routing in Mobile Wireless
Sensor Network (MWSN) scenarios.

4.83. Training the DRL model

In the proposed model, the main objective of the learning process is to maximize the
agent’s predictable cumulative reward. The estimation problem and the control problem
are two related calculations that deal with reinforcement learning. The estimation
problem deals with the discovery of the value function for the QoS of DRL. At the end
of learning, this value function highlights the cumulative sum of the reward that can be
predictable when initiating actions at each visited conversion state in the network. The
control problem deals with the quality evaluations that maximize reward when moving
through state space by relating to the environment. In the end, the network model
makes an ideal policy that allows both ideal control and action planning.

Enhancing performance by leveraging function approximation and utilizing samples
is crucial for effectively managing large environments in reinforcement learning. These
factors play a significant role in the approach’s effectiveness. These two vital elements
allow the use of reinforcement learning in vast situations/environments for different
purposes. The environment is represented by a simulation model (for simulation-based
optimization). Interacting with the environment is the only way to gather information
about it. Since there is some kind of model accessible, the issues in reinforcement
learning may be classified as planning issues, and some of the issues could be classified
as actual learning issues. However, machine learning alters both planning issues through
reinforcement learning. Deep learning based reinforcement learning is explained below:

The Deep reinforcement is evaluated based on equation(19).

Qi (Si, &i) = (1 — Oé)Qi_l (Si, CZZ') +a|r;+ Y max Qi—l (Si-l—l; ai—i—l) (19)

Gj+1

where « is the learning rate, r; is the reward gained v is the discount factor and
Q(s,a) is the state and actions taken from one transition state to another transition
state to attain QoS.

5. Simulation Results

The MWSN network is simulated using the MATLAB environment, with the simu-
lation parameters listed in TABLE 2 and TABLE 3. The network comprises multiple
nodes that are randomly distributed as depicted in Figure 8. Using the node-to-node
infrastructure, packets are broadcasted to surrounding nodes based on the network’s
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Algorithm 2 DRL-OLSR Algorithm

Step 1: Initialize network specifications such that Net= F'[s].
F[s]= All network specifications related to the network length, network radius,
number of packers, minimum and maximum radius.
Step 2: Initialize L(z) & W {(z) of mobile sensor networks for the deployment of the
network.
L(z) = Length of network in meters
W (z) = Width of network in meters
Step 3: Implement the network deployment D[n] C R[z;] such that R[z] is the itera-
tive nodes locations
Step 4: Implement Node placement process such that ND[z] = Ng,, Ng,,...Ng,
1: forx =1to N do
XLoc(x) = XLoc {NS(JI)}
YLoc(y) = Yoc {NS(y)}
Net(p) = f{Network(Xroc, Yioc}
2: end for
Step 5A: Generate the simulation of the transmission and integration of the nodes
with the neighbour nodes in the network.
Step 5B: Broadcast Link State Packet (LSP) to neighboring nodes
LSP:XLoca YLOC) E($), Econs(x)
Step 6: Evaluate the node-to-node distance to apply OLSR
Dist(n(x) : n(y))
Dist = \/(Z‘Q — $1)2 + (y2 — y1)2
where x&y are the nodes coordinate.
3: forz =1tocdo
4:  if N(M) < Avg(N(M)) then
Call reinforcement learning network training
DRL = (F[s], Qx(si,a;))
5. end if
6: end for

where M belongs to the node-to-node signal strengths, N (M) belongs to the signal
strength, DRL is the deep reinforcement learning, and Tj, is the target Q-value.

Step 7: Evaluate Network Performance such as N (p)=T'(z), Cp(x), E(x), Econs(x), OVcons ()

Step 8: Repeat steps 5 to 7 until all processing gets completed.
Step 9: Stop
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Table 3: Simulation Parameters.

Parameter Value
Nodes 100
Network Length 5000 m
Network Width 5000 m
Bite per Sec 1000
Minimum Communication Probability 0.2
Minimum Radius 10 s
Maximum Radius 60 s
Coverage Distance 150 m
Total Iterations 50
RNN States 8
Maximum Steps per Episode(RNN) 50
Epsilon 0.9
Epsilon Decay 0.9

coverage areas and transmission ranges. The final route for packet transmission is in-
dicated by a green dotted line, which is evaluated to assess the network’s performance.
The simulation utilized artificial neural networks and deep learning-based reinforcement
learning techniques. The whole proposed methodology used in simulation analysis is il-
lustrated in Figure 9.

The simulation parameters for the mobile wireless sensor network encompass critical
factors governing the movement dynamics of sensor nodes. The node speed, initial
direction, and pause time establish fundamental characteristics, with a default speed of
1 m/s and random initial directions. The details are given in TABLE 3.

The evaluation of results illustrates the significance and effectiveness of the proposed
deep learning approach in improving network lifetime and energy efficiency. Further
details on these findings are discussed below.

5.1. OSLR Performance evaluation without training

Figure 10 to Figure 14 shows the performance analysis when no training is consid-
ered. The performance is evaluated in terms of connection probability with different
network coverage as shown in Figure 10. The connection probability is less in this case
as it can be seen that there is a huge effect of dynamic topology change which needs
optimization. As there is less connection probability, the E2E delay also increases as
shown in Figure 11 which is not the desired output. The E2E delay must be as low as
possible to have a high packet delivery rate. The E2E delay can be minimized using
optimization. As shown in Figure 12 routing overhead also increases which should not
be the case. Routing overhead signifies that a lot of packets are at the maintenance
level which can increase the chances of failures and causes high packet drops. In ad-
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Table 4: Simulation Parameters.

Parameter Description Default Value

Node Speed Rate of sensor node movement 1m/s

Node Direction Initial direction of node movement Randomly  deter-
mined

Pause Time Duration for which a node remains sta- 0 seconds

tionary

Random Waypoint Model

Maximum Speed Maximum speed of nodes in the model 1 m/s

Minimum Speed Minimum speed of nodes in the model 0 m/s

Waypoint Pause Time Duration for node pauses at a waypoint 0 seconds

Gauss-Markov Model

Mean Speed Mean speed of nodes in the model 1m/s

Standard Deviation Standard deviation of node speed 0.1 m/s

Correlation Time

100 seconds

Time constant for speed correlation
Random Walk Model

Step Length Length of each step in the model 1 meter

Step Time Duration of each step in the model 1 second

dition, high packet drops directly affect the throughput of the network. Throughput
and energy consumption are shown in Figure 13 and Figure 14, respectively. Both
throughput and energy consumption are not appropriate and it needs enhancement
and improvement which is done using SOM and DRL implementation.

5.2. Performance evaluation using Self-organizing Map

The performance analysis using the self-organizing maps is shown in Figure 15 to
Figure 19. Asillustrated the performance is measured in terms of connection probability
with various network coverage. In this instance, the connection probability is low
as compared to the analysis implemented without optimization which can be seen in
Figure 15. Although the probability is low, the E2E delay is improved as shown in
Figure 16, which shows that overall packet transmission is taking fewer executions to
transmit packets at high data rates.

The E2E delay must be as minimal as possible to have a high packet receiving rate.
There is a significant impact on E2E delay when the chance of connection declines. In
the case of SOM, it can be observed that the E2E delay is decreasing and can be further
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Figure 8: MWSN network simulation setup.

reduced by training the network with more iterations with dense layers. In Figure 17,
the routing overhead also improved, which should be controlled to achieve high control
of packets with high data rates and high mobility.

Routing overhead shows that many packets are at the maintenance level, which
raises the possibility of failures and massive packet dropouts. Additionally, the network
throughput also improved in the case of neural networks and indicates high successful
packet deliveries at the receiver side as shown in Figure 18. The results also show
that the energy consumption is also lower as shown in Figure 19. The higher energy
consumption causes more failure of nodes which causes network failure.

5.8. Training using Reinforcement Learning

Figure 20 shows the training process using deep reinforcement learning (DRL). DRL
executed for the number of episodes to achieve low losses for evaluation of rewards. It
can be seen from Figure 20, the commutative reward is increasing which shows the
quality of learning and efficient decision-making process. It enhances the frequency and
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Figure 9: The functional block diagram of the proposed method.

strength of the actions that lead to reduced energy consumption, fewer path losses, and
low network error rates.

The blue line signifies the episode reward. The episode is used as a functional part
on which the agent performance is evaluated in DRL. Episode reward signifies a single
instance of the agent interacting with the environment, and completing a task or goal.

The orange dark line signifies the average reward received by the agent over a certain
number of episodes. The trend of this line over time can give you an idea of how well
the agent is learning and improving its performance.

The light yellow line signifies the quality of the current episode (Episode @,) being
executed by the agent. The quality of an episode can be measured in terms of the
total reward obtained by the agent during that episode. During each episode, the agent
interacts with the environment, takes actions based on its current policy, and receives
rewards based on the outcome of those actions. The total reward obtained by the agent
during an episode can be used as a measure of how well the agent is performing in
that episode. This line is important in reinforcement learning because the goal of the
agent is to learn to maximize its expected cumulative reward over the long term, which
requires performing well in each individual episode.
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Figure 20: Deep Reinforcement Learning Training Process.

5.4. Performance evaluation using Deep reinforcement learning

Figure 21 to Figure 25 shows the performance analysis by considering reinforcement
learning. The performance is measured in terms of connection probability with different
network coverage, as shown in Figure 21. The connection probability in the case of
reinforcement learning is high as compared earlier two cases. The E2E delay is also
decreased as shown in Figure 22 which signifies that it requires fewer executions to
transmit packets at high data rates. The E2E delay must be as low as possible to have
a high packet receiving rate.

By decreasing the likelihood of connection, as it does in the case of reinforcement
learning with achieving high rewards for the optimized route, there is a considerable
influence on E2E delay. The routing overhead, which should be reduced to reach op-
timal monitoring of packets with high bandwidth rates and high portability, is also
improved and can be seen in Figure 23. There are a lot of packets at the predetermined
levels, according to routing overhead, which increases the risk of breakdowns and major
packet interruptions which is improved in the proposed work. Moreover, in the case of
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reinforcement learning the network’s capacity is high as shown in Figure 24. It indicates
a high percentage of successful packet deliveries at the receiver side.

It is also noticed that the energy consumption of the proposed DRL method is
also low, as shown in Figure 25. Energy consumption is a very critical part of the
sensor networks. The low energy consumption indicates that the resources are efficiently
utilized and there is proper load balancing among nodes in the network as a result
failures of packets are also reduced.

6. Performance Comparison

Figure 26 to Figure 30 shows the performance comparison of our proposed work in a
graphical view. It can be clearly seen that the DRL outperforms with respect to other
routing methods and shows high network throughput. In addition, SOM is performing
well but slightly less than the DRL as DRL is a deep quality-based learning approach
which includes a dense arrangement of the neurons in the network.
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Figure 26: Performance comparison of Routing overhead vs. total number of nodes
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Also the overhead and E2E delay is less in case of DRL which shows that out
proposed approach is able to achieve high QoS. Routing overhead which can be seen in
Figure 26 is increasing up to some extent but it is not increasing up to the deteriorated
condition. If overhead increases then the transmission of the packet failure increases
which will increase high bit error rates which is not the desired output. As per the DRL
structure, the training of the network is very densely evaluated which performs high-
quality service performance in terms of controlled E2E delay as shown in Figure 27,
high network throughput as shown in Figure 28, and low energy consumption as shown
in Figure 29. Also, the connection probability is also compared for all three conditions
as shown in Figure 30. The results confirm that the connection probability of DRL is
significantly high as compared to the SOM and 'No optimization’ methods. Therefore,
it can be concluded that the DRL method outperforms in terms of all QoS parameters.

7. Conclusion

Energy optimization has always been a major challenge in the formation of wireless
sensor networks. The presence of mobile nodes leads to irregular changes in nearby
nodes’ distance and positions, which further complicates the operation of maintaining
network connectivity. As a result, addressing these issues becomes critical for efficient
and sustainable operation. Based on the results obtained, it is evident that network
connectivity in mobile sensor networks can be enhanced up to a certain level while
still maintaining optimal energy usage. The results clearly illustrate that the Deep
Reinforcement Learning (DRL) method outperforms other routing approaches in terms
of network throughput. This proves the superiority of DRL in achieving high-quality
service performance. While the Self-Organizing Map (SOM) method performs well it
falls slightly behind DRL, mainly due to DRL’s dense arrangement of neurons in the
network. Besides, the overhead and end-to-end (E2E) delay are lower in the case of
DRL, indicating that the proposed approach achieves high Quality of Service (QoS).

In the proposed work, we’ve focused on free space propagation. Future endeavours
could broaden the scope by integrating the impacts of multipath fading and interfer-
ence among neighbouring nodes. This expansion would enrich the study’s comprehen-
siveness. These elements can increase the need for higher transmit power to achieve
the appropriate levels. For the necessary levels of signal-to-interference noise ratio,
these factors may lead to a demand for increased transmit power. As we have already
concluded, DRL-OLSR performs better than the SOM-OLSR. The only drawback of
DRL-OLSR is the high computational cost due to the large dataset used for training. In
addition, future energy requirements can also be determined in future work by analyzing
mobility profiles with swarm intelligent optimization tools.
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