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Deepfake video 

generator (e.g. 

face-swap app)
It creates videos where a 

person’s face/voice is 

replaced or altered. The 

output is synthetic because 

it does not reflect reality 

but is generated/

manipulated media.

Used for entertainment 

(parody videos). Not covered 

by exceptions. Transparency 

duties apply to avoid 

misleading the public.

AI image generator 

(e.g. DALL·E, 

Stable Diffusion)
Generates images from text 

prompts. The content is 

synthetic as it is newly 

created and not captured 

directly from reality.

General use (art, design). 

Not covered by Article 

50(2). Requires labelling 

when presented as realistic

AI news text 

generator (e.g. 

automated financial 

news writer)

Produces articles or 

summaries with human-like 

phrasing. Synthetic because 

the text is machine-

generated, not authored by 

a journalist

Used for rapid reporting. 

Not exempt: risk of 

misleading unless disclosed.

Law enforcement 

facial recognition 

(CCTV + AI matching 

system)

The system processes and 

manipulates video/image 

data to compare against 

databases. Synthetic 

elements arise in “matches” 

produced.

In the UK, use may be 

authorised under the 

Protection of Freedoms Act 

2012 and common law policing 

powers, subject to human 

oversight, proportionality, 

and privacy safeguards.

Virtual assistant 

with synthetic 

voice (e.g. Alexa’s 

voice responses)

Produces synthetic audio 

responses in real time. 

Content is clearly 

synthetic as the “voice” is 

machine generated.

Consumer use, not exempt. 

Must be obvious to users, 

though children may 

misinterpret it as human.

Fraud detection AI 

in banking Analyses data but does not 

generate synthetic content; 

outputs are alerts/flags.

Falls under exemptions if 

authorised to detect/prevent 

crime (e.g. UK Proceeds of 

Crime Act 2002). Safeguards 

include regulatory oversight 

and proportionality tests.
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AI facial recognition for 

law enforcement (used in 

public spaces to match 

suspects)

Authorised under Protection of 

Freedoms Act 2012 and common law 

policing powers. Safeguards: oversight 

by ICO, proportionality tests, 

judicial review.

Used by police for detection, 

not by public. Citizens do not 

submit offences via this 

system.

Predictive policing system 

(AI analysing crime data to 

allocate patrols)
Use may be justified under Police and 

Criminal Evidence Act 1984. 

Safeguards: human oversight, local 

police governance, data protection law 

(GDPR/UK DPA 2018).

Supports officers in decision-

making but not available to 

the public for reporting 

crimes

Fraud detection AI in 

financial institutions Authorised under Proceeds of Crime Act 

2002 and Money Laundering Regulations 

2017. Safeguards: reporting 

obligations, human review of 

suspicious activity.

Used by banks to detect 

suspicious transactions, not a 

public-facing crime-reporting 

tool.

Online crime-reporting 

chatbot (e.g. UK police 

“report crime” portals 

enhanced by AI triage)

Authorised under general policing 

powers and Police Reform and Social 

Responsibility Act 2011. Safeguards: 

human follow-up by officers, secure 

handling of reports

Members of the public can 

directly report offences via 

AI-assisted portals (e.g. 

cybercrime reporting 

websites).

Counter-terrorism 

monitoring system (AI 

scanning communications for 

threats)

Authorised under Investigatory Powers 

Act 2016. Safeguards: warrants, 

independent judicial commissioner 

oversight, proportionality

Operates covertly; not 

available for public use.
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On-screen disclosure banner (e.g. 

“You are now chatting with an AI 

system”)
Clear, immediate, and accessible. Helps users 

distinguish AI from human operators. Widely used in 

customer service chatbots (e.g. HMRC chatbot 

explicitly labels itself as automated).

Audio disclosure in synthetic 

voice (e.g. “I am an AI 

assistant”)
Accessible for visually impaired users. Works well for 

voice assistants like Amazon Alexa or Google 

Assistant, which already self-identify when activated.

Icon or watermark displayed (e.g. 

small AI logo during video call 

when AI transcription is active)
Effective if consistently applied, but not always 

clear to vulnerable groups. Example: Zoom live 

transcription displays “AI-generated captions” tag.

Terms & conditions disclosure only 

(buried in documentation) Not accessible or timely. Users often do not read long 

terms. This fails transparency standards under EU 

consumer law.

Colour-coded frames or borders 

(e.g. red frame during AI 

surveillance interaction)
Visually striking and accessible, though must be 

adapted for colour-blind users. Example: experimental 

AI-assisted interview tools highlight active analysis.

Haptic feedback or vibration alert 

(on mobile reporting apps when AI 

system takes over)
Supports users with limited vision/hearing. Example: 

crime-reporting apps could notify through vibration 

when AI categorises the report before human review.
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Computer Vision 

and GANs

Diffusion 

Probabilistic 

Models (DPMs)

Computer Vision and GANs 

are employed to produce a 

variety of ID cards, 

simulate genuine 

examples, introduce 

texture noise, and create 

composite scenarios to 

assist with fraud 

detection network 

training whilst improving 

accuracy of fraudulent 

activities.

DPMs are utilised to 

generate and augment 

document data, 

particularly identity 

documents, that has the 

capability to integrate 

optical character 

recognition, layout 

understanding, face 

detection, and text 

layout generation. 

Synthetic media maybe used to 

translate eyewitness descriptions 

into visual representations of 

potential suspects. This can aid 

law enforcement investigations by 

providing leads and helping to 

identify and locate potential 

suspects. Similarly synthetic 

media helps law enforcement 

capabilities through its roles in 

undercover operations and covert 

surveillance. By using synthetic 

media, undercover officers can 

modify their appearances to 

achieve their objectives. 
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Class Activation 

Mapping (CAM) 

Interpol, ‘Beyond 

Illusions: Unmasking 

the threat of 

synthetic media for 

law enforcement’ 

(2024)

CAM offers a generalised 

approach to enhance 

interpretability of AI 

decisions.

Detection 

Typology 

Interpol, ‘Beyond 

Illusions: Unmasking 

the threat of 

synthetic media for 

law enforcement’ 

(2024)

Detection Typology helps 

identify synthetic media 

models which can provide 

insights into origins or 

creator identity, 

similar to tracing 

cybercriminal trends.

Digital 

Fingerprinting 

Interpol, ‘Beyond 

Illusions: Unmasking 

the threat of 

synthetic media for 

law enforcement’ 

(2024)

Digital Fingerprinting 

traces synthetic media 

to their originating GAN 

through unique digital 

fingerprints.

Biometric 

analysis 

Interpol, ‘Beyond 

Illusions: Unmasking 

the threat of 

synthetic media for 

law enforcement’ 

(2024)

Biometric analysis – 

despite potential for 

spoofing, when applied 

correctly, this method 

can be highly important 

for flagging synthetic 

media. 
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They are all existing, those technologies, but none can accomplish what is aimed for in Article 50.

a. Why would you mandate a technology that is functionally unproven.

b.How could you implement e.g. a watermarking mandate that is not surveillant
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Amazon Rekognition
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Amazon Rekognition

This is an application 

programming interface (API) 

providing users with a 

facial analysis system for 

images and videos.  It can 

estimate emotions such as 

'Happy', 'Sad', 'Angry', 

'Surprised', and others.

Performs biometric 

categorisation by analysing 

faces to estimate an 

apparent age range (e.g., 

25-34) and gender ('Male' or 

'Female').

It does contemplate law 

enforcement use

Microsoft Azure AI 

Vision It can detect and analyse 

human faces. Its 

capabilities include the 

detection of a range of 

emotions, providing a 

confidence score for each 

(e.g., happiness: 98%, 

sadness: 2%).

FaceReader by 

Noldus A specialized software tool 

primarily used in academic 

and commercial research to 

automatically analyse facial 

expressions. 

Is used worldwide at more 

than 1,000 universities, 

research institutes, and 

companies—from consumer and 

psychology research to 

usability studies.  It could 

be used in crime prevention 

and detection.
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iMotions 

(platform) A multimodal biometric 

research platform (facial 

expression, eye tracking, 

GSR, EEG) with a facial 

emotion-analysis 

No evidence of being used in 

law enforcement directly 

but, it is used by academic 

researchers studying how 

police officers behave. In a 

peer-reviewed research 

context, the platform is 

used to analyse officers' 

physiological and emotional 

responses during training 

simulations.

Realeyes — 

“Emotion AI” Facial coding for attention 

and emotion analysis 

No evidence of working with 

law enforcement.

Clarifai

The ‘Demographics’ model 

analyses faces in images or 

videos to predict apparent 

age, gender, and 

‘multicultural appearance’. 

Law enforcement solutions 

include:

Computer vision technology 

for image analysis in 

investigations.

Automated face recognition 

to help identify suspects.

Behavioral analysis and 

pattern recognition by 

merging large quantities of 

data from disparate sources.

Crowd detection to monitor 

crowd density, which can 

trigger real-time alerts for 

public safety.

Privacy protection tools 

(redaction etc)

Live Facial 

Recognition (LFR) 

by the 

Metropolitan 

Police and South 

Wales Police 

Scans faces in a live camera 

feed and compares them 

against a "watchlist" of 

individuals sought by the 

police. 

Combination of sources – 

many legally challenged.  

(i.e. R (Bridges) v Chief 

Constable of South Wales 

Police [2020] EWCA Civ 1058)

Smart Eye 

Analyses facial expressions 

and voice tonality from 

video and audio streams to 

detect complex human 

emotions (e.g., joy, anger, 

surprise), cognitive states 

(e.g., drowsiness, 

distraction), and reactions. 

It is widely used in 

automotive safety systems 

and market research.
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Amazon Rekognition 

Provides guidance on best practice and use.  

Technical limitations are explained.

For law enforcement use, they published a moratorium and 

subsequent guidelines.

Microsoft Azure AI 

Vision 

Transparency Notes are provided for all Microsoft services.

Intended use and limitations are presented.

Microsoft publishes research and documentation on the 

performance of its Face API across different demographic 

subgroups (e.g., by gender and skin tone) and provides guidance 

on how to mitigate fairness-related harms.

Smart Eye 

Operates on a principle of "opt-in" data, meaning they only 

analyse data from individuals who have given explicit consent.

A strong public stance against using emotion AI for 

surveillance or lie detection, clearly defining the intended 

purpose of their technology for improving driver safety
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• Timeliness of the provision of the information.  Should the point at which the information is provided be specified (i.e. 

before use?  Only after informed consent obtained? Etc)

• Guidance as to the detail required in the information provided – technical data etc?

• Information post-use – the ability of the subject to correct or ask for data to be deleted?

DeepSwap / 

Nudify.Online / 

XPicture.ai
They manipulate real photos to 

swap faces or remove clothing, 

producing false but realistic 

portrayals of people. Why? 

These outputs resemble real 

individuals and could easily 

appear authentic.

use is typically 

deceptive or abusive.

Midjourney, 

Stable Diffusion, 

DALL·E
o Is it deepfake? 

Sometimes – when used to 

generate hyper-realistic 

portraits of non-existent 

people or mimic celebrities.

o Why? Images can 

falsely appear as photographs 

of real persons/events.

Yes – often used for 

art, satire, or 

fictional works.

Speechify, 

Play.ht, Resemble 

AI
o Is it deepfake? Yes – 

they enable voice cloning from 

short audio samples.

o Why? Outputs can 

convincingly imitate real 

people’s voices for 

audiobooks, interactive bots, 

or scams.

Sometimes – Resemble 

AI is also used in 

film/creative works, 

with watermarking 

safeguards.

Argil AI / AI 

Studios / 

Synthesia / 

HeyGen

o Is it deepfake? Yes – 

they generate avatars or 

clones of real people for 

presentations, YouTube 

content, or video calls.

o Why? The avatars 

closely resemble real people 

and can appear truthful.

Yes – film production 

increasingly uses them 

to edit or recreate 

scenes.
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Reface.ai, 

Avatarify, 

DeepFaceLive
o Is it deepfake? Yes – 

they allow real-time face 

swapping in videos or calls.

o Why? The manipulated 

content appears authentic in 

social media or streaming 

contexts.

Sometimes – can be 

used for parody, 

satire, or 

entertainment

Vidnoz Face Swap 

/ Deepfakes Web o Is it deepfake? Yes – 

they support synthetic avatars 

and face swapping at scale.

o Why? They produce 

realistic videos without 

requiring technical skills.

Mostly no – often 

marketed for personal/

entertainment use but 

sometimes applied 

creatively.

Clarification sought on whether these qualify as ‘deep fakes’: AI stock photos of non-existent people (Levi’s virtual models); 

virtual influencers not impersonating real people (Noonoouri); celebrity voice-cloning for satire (Sassy Justice); AI retouching 

(Photoshop Generative Fill); film de-aging (Indiana Jones); synthetic data for LLM training; AI music/virtual bands.

Deepfake video generator 

(e.g. faceswapping apps) Fraud Act 2006 (s.1, s.2)

Malicious Communications Act 1988

Communications Act 2003 (s.127)

Protection from Harassment Act 1997

Perverting the Course of Justice 

(common law)

Copyright, Designs and Patents Act 1988
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AI image generator (e.g. 

DALL·E, Stable Diffusion) Copyright, Designs and Patents Act 1988

Malicious Communications Act 1988

Communications Act 2003 (s.127)

Obscene Publications Act 1959

Protection of Children Act 1978 / 

Sexual Offences Act 2003 (indecent 

images)

Public Order Act 1986 (racial hatred)

Terrorism Acts (terrorist publications)

Data Protection Act 2018 / UK GDPR

AI grammar/spell checker 

(e.g. MS Word Editor, 

Grammarly)

AI video enhancement (e.g. 

frame interpolation, noise 

reduction)

Police AI voice cloning for 

undercover ops Investigatory Powers Act 2016

Regulation of Investigatory Powers Act 

2000

Data Protection Act 2018 (Part 3 – Law 

Enforcement Processing)

Human Rights Act 1998 (Article 8 ECHR)
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. Visible 

watermarks 

(image/video)
• Practice: 

Embedding a visible 

symbol or label 

(“AI-generated”) 

directly into the 

image/video.

•

Appropriateness: 

Appropriate – clear, 

immediate, and 

accessible to most 

users.

• Timing: 

Shown at the point 

of exposure.

• Creative 

exemption: If subtle 

and non-intrusive 

(e.g., corner 

label), it does not 

hamper artistic or 

satirical works.

Metadata / 

tagging (all 

modalities)
• Practice: 

Attaching machine-

readable tags 

indicating whether 

content is AI- or 

human-generated.

•

Appropriateness: 

Partially 

appropriate – useful 

for platforms and 

researchers, but not 

always visible to 

end-users unless 

platforms surface 

it.

• Timing: 

Depends on platform 

implementation; risk 

of delayed 

disclosure.

• Creative 

exemption: Neutral – 

invisible to most 

viewers, so no 

impact on enjoyment.

Audio cues or 

disclaimers 

(audio/video)
• Practice: 

Pre-roll audio 

messages (“This 

voice/video has been 

generated by AI”).

•

Appropriateness: 

Appropriate – direct 

and understandable. 

May need adaptation 

for accessibility 

(subtitles for 

hearing-impaired).

• Timing: Best 

placed at start or 

at first exposure.

• Creative 

exemption: Could 

disrupt immersion in 

artistic works 

unless kept brief 

and outside the main 

performance.
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Provenance/

fingerprinting 

tools (image/

audio/video)

• Practice: 

Embedding 

cryptographic 

signatures or 

fingerprints 

traceable via 

blockchain or C2PA 

standards.

•

Appropriateness: 

Appropriate for 

long-term 

verification, but 

not always clear to 

lay users unless 

platforms translate 

signatures into 

simple labels.

• Timing: 

Disclosure occurs 

when the content is 

displayed with 

verified provenance 

info.

• Creative 

exemption: Does not 

hamper enjoyment – 

invisible to end-

users unless 

surfaced.

Platform-level 

labels (all 

modalities)
• Practice: 

Platforms display 

“Generated by AI” 

badges or contextual 

disclaimers when 

users encounter 

synthetic content.

•

Appropriateness: 

Highly appropriate – 

visible, user-

friendly, and 

scalable.

• Timing: 

Should be displayed 

immediately at or 

before exposure.

• Creative 

exemption: If shown 

outside the main 

artwork (e.g., in a 

description box), 

does not interfere 

with enjoyment.
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Judicial or 

prosecutors’ 

offices using AI to 

evaluate 

reliability of 

evidence

For “evaluating reliability 

of evidence” in 

investigations.

Police using AI 

analysers for 

predictive risk of 

reoffending

Even though predictive risk 

is controversial, it's 

covered under “AI systems … 

used by or on behalf of law 

enforcement … to assess risk 

of a natural person re 

offending” in the Act.

Media organisation 

using AI assisted 

writing/translation 

with human editors 

in control

Where a news outlet uses AI 

to draft articles, which are 

ultimately edited by 

journalists and the editor, 

they may not have to clearly 

label each article, although 

the public interest 

requirement is still very 

relevant.
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In cases of pandemics, calamities or e.g. info related to health it is helpful to know from who the information is coming and 

what the aim of the information is. Human review is in case of AI generated content is not really meaningful because humans 

normally lack the capability to critically assess this. In case of editorial control you can say the same but also that then the 

text becomes the resp
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1. Visible Labelling

This entails placing a clear, upfront label at the 

beginning of content indicating whether and to what 

extent AI was involved (e.g., for research, editorial 

assistance, data analysis). As highlighted by 

Wittenberg et al visible content warnings alert users 

to AI origin, helping reduce confusion and over-trust 

in synthetic media . Furthermore, empirical research 

also shows that disclosure of source (AI vs human) 

reduces perceived accuracy of the content

This method ensures visibility, immediate 

awareness, and accessibility. It helps 

reduce user confusion and over-trust in 

synthetic media. Research shows that 

source disclosure (AI vs human) reduces 

perceived accuracy and prompts critical 

reading¹.Example: The Guardian has used 

such labels in experimental AI-generated 

content.

AI Attribution in Byline

Justification: While the byline is a 

familiar way to indicate authorship, 

attributing authorship to AI is 

controversial. As Moffatt et al. argue, AI 

systems and large language models cannot 

take legal or ethical responsibility and 

arguably do not meet authorship standards 

.

Visual Iconography--- Description: Displaying a 

recognisable AI icon (e.g., a robot head) near titles 

or headlines.
Justification: Icons are intuitive and 

work across languages and literacy levels. 

Platforms like YouTube and Meta have 

tested these. When paired with a tooltip, 

they enhance clarity

Watermarking and/or Pop-Up Notification

Description: Embedding imperceptible watermarks or 

using pop-up alerts when users access AI-generated 

content.

Justification: Pop-ups ensure real-time 

visibility. Watermarks can support 

verification and traceability. However, 

designing publicly detectable and robust 

watermarks is technically challenging and 

currently limited in practice . 

Footer Disclosure

Description: Including a note at the end of the 

article about AI involvement.
Justification: Footers are often missed, 

especially on mobile or in reposted 

content. This placement fails to meet 

clarity and accessibility standards.
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Clarity is needed on four points: (1) Editorial responsibility—what qualifies as human oversight and legal accountability, and 

how this varies by sector. (2) Public interest—what types of content count, including niche, social media, or internal 

communications. (3) Human review—whether light editing suffices or deeper evaluation is required. (4) Disclosure detail—whether a 

simple AI-use statement is enough or fuller explanation is needed, ideally via standard templates.

Article 50(5) enhances transparency but key issues need clarification: (1) Timing—what counts as “first interaction” in passive, 

active, or iterative use. (2) Clear and distinguishable—balance between detail and vagueness; model notices would help. (3) 

Accessibility—should standards follow EU law or new AI-specific rules? (4) Overlap—can one notice cover multiple Article 50 

duties? (5) Responsibility—who ensures compliance and how is it enforced?

Transparency rules need clearer links to other AI Act duties: (1) Direct interactions—definition is vague beyond obvious chatbot 

cases; unclear for assistants or recommenders. (2) Reasonably well-informed user test—may be inconsistently applied and 

burdensome. (3) Undisclosed synthetic materials—no removal mechanism for harmful deepfakes or false political content. (4) Rights 

of notified persons—no complaint, redress, or substantive protections, leaving gaps for individuals.

The AI Act overlaps with GDPR and DSA but leaves gaps. GDPR duties may clash with Art. 50 disclosure, e.g. in data retention, 

suggesting a right to opt out could help. Under the DSA, only “illegal material” must be removed; unmarked deepfakes or false 

content fall outside. Arts 50(2) and 50(4) create non-compliance but no removal duty. Platforms face unclear moderation roles, 

highlighting the need for clearer, harmonised rules.
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Key steps: (1) Label all synthetic/AI content under Art. 50(2) with watermarks or similar and disclose clearly per Art. 50(1). 

(2) Interpret “direct human interaction” broadly to ensure robust transparency and future compliance. (3) Provide substantive 

rights (e.g., opt-outs) for those notified of exposure. (4) Align policies with GDPR/DSA, managing undisclosed synthetic content 

proactively to reduce risk. (5) Clarify and strengthen provider duties, using the DSA as a model, so responsibility falls on 

platforms, not end-users.
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