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Abstract

In this work, the design, fabrication and characterisation of scalable ULTRARAM™
aiming at 50 nm gate dimension are reported, in conjunction with simulations of
the interface alloying of the triple-barrier resonant-tunnelling (TBRT), aiming at
the scaling-down of the feature size of the memory devices for commercialisation.

ULTRARAM™ is a non-volatile, ITI-V based compound-semiconductor, charge-
storage memory in which the oxide barrier that separates the floating gate from
the channel in flash is replaced by the TBRT structure that exploits the 2 eV
band offset between InAs and AlSb. This empowers ULTRARAM™ to operate
at low voltage and high speed, with high endurance, low disturbance and ultra-low
switching energy.

Multiple batches of memory devices were fabricated alongside the optimisation
of the self-aligned design. Two key improvements shape the final processing flow.
The introduction of all-dry etching enables the nanometre scalability of the memory
design for the first time and the employment of laser interferometry in end-point
detection allows enhanced accuracy of etching to the 10 nm-thick channel. The
characterisation of the as-fabricated devices demonstrated stable performance with
memory windows of ~ 10 A at room temperature and a minimum pulse duration 5
ms was obtained, indicating the success of improvements made in the refining of the
fabrication flow. A lingering issue with the gate-drain leakage through dielectric due
to the problematic gate metal that arose during the legacy method is solved, and a
synchrotron X-ray nano-probe analysis was conducted in an attempt to understand

the failure mechanism of the devices.

A resistive-gap hypothesis is proposed to explain the poor performance observed
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in as-fabricated devices. A compact device design is then proposed to address the
issue and preliminary validation of the fabrication flow shows promising results where
the resistive gap is substantially reduced from ~ 5 pm to 385 nm, a factor of ten
smaller than the previous design. This is expected to further improve the memory
readout performance.

Simulation by nextnano software using the multi-scattering Biittiker (MSB)
probe formulism was carried out to investigate robustness of TBRT operation against
intermixing after concerns were raised as a result of transmission electron microscopy
(TEM) images. All scenarios, including alloying at both barrier and quantum well
layers, show only slight impact on the memory operation voltage but no undermining
of the TBRT function, evidencing the resilience of the TBRT structure against
the growth imperfections or fluctuations, in strong support for the ULTRARAM™
concept. The interplay of these findings indicates ULTRARAM™’s potential as a
viable emerging universal memory and its way to practical application in the not

too distant future.
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Chapter 1

Introduction

1.1 Motivation

Modern computers are based on von Neumann architecture where data are stored in
memory, separately from and need to be fetched upon request by central processing
unit (CPU). Memory is a fundamental requirement for computation. The $167
billion per annum memory market is dominated by dynamic random-access memory
(DRAM) and flash [1]. DRAM is capable of operating at high speed and is used
as the main memory in computing. Conversely, the low cost and non-volatility
of flash make it highly suitable as a storage memory. However, both DRAM and
flash have significant drawbacks. DRAM’s volatility, need of continuous refreshing
and destructive-read process are inconvenient and inefficient. The penalty paid by
flash for its non-volatility is high-voltage program and erase, making it intrinsically
slow and damaging to its oxide barrier, leading to poor endurance. The trade-
off between non-volatility and operation speed/energy efficiency of conventional
memory hinders it from being capable of meeting the ever-increasing data abundancy
in the information technology era.

For these reasons, the search for a memory technology that combines the speed of
DRAM with the non-volatility of flash has continued unabated for decades, resulting

in the development of so-called ‘emerging memories’ [2]. However, even though
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Chapter 1. Introduction

expected to reach $36 billion in memory market by 2030 [3], emerging memories have
not been able to match DRAM in terms of speed and switching energy. On the other
hand, despite technical superiority to flash, no other memory can compete with its
extremely low cost/bit. Furthermore, this has led to the widely-held perception that
a compromise is required between low switching energy and non-volatility. In such
a scenario, a so-called ‘universal memory’ with a robust state that is nevertheless
easily changed is “not realistic” [4].

ULTRARAM™ is a compound-semiconductor, floating gate memory [5] similar
to flash, where the oxide barrier which isolates the floating gate from the channel
is replaced by a triple-barrier resonant-tunnelling (TBRT) structure formed by the
band offsets between InAs and AlSb. Crucially, the TBRT can be switched from
insulating to highly conductive by the application of a small (~ 2.5 V) voltage. This
allows an extraordinary combination of characteristics for a non-volatile memory,
including intrinsically-fast (sub-ns) switching speeds [6] 7], low disturb [8], high
endurance [9] and ultralow logical-state switching energies |6, 9]. However, realising
its full technical and commercial potential necessitates the scaling of ULTRARAM™
devices. In this work, the scalable fabrication, characterisation and simulation are
studied as a development of ULTRARAM™ towards commercialisation. In this
study, the scaling of the ULTRARAMT™ device was systematically investigated,
covering both device design and fabrication flow. A scalable design with a feature
size of less than 10 um was proposed, representing a significant advancement towards

the practical application of ULTRARAM™ memory.

1.2 Synopsis

An introduction and a concise organisation of the thesis is outlined here in chapter
to define the scope of this work. The thesis is then followed by an introduction
to memory devices in chapter [2[ which covers from the essential building block of

memory to final memory products. Advancements in the memory development are
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also discussed, followed by the introduction and the background of ULTRARAM™.
In chapter [3] all facilities and techniques involved in the study, from wafer growth
through device fabrication and measurement, to characterisation and simulation are
listed and explored.

In the next, experimental sections focusing on ULTRARAM™ fabrication are
laid out in chapter [ with analysis and discussions on three major processing designs.
Then, detailed attention is given to the characterisation of the scaling work in
chapter |5 including the addressing of the issues encountered in the fabrication and
the memory performance, as a verification of the fabrication design. Investigation
of the ULTRARAM™ failure mechanism using X-ray nanoprobe technique is also
analysed. Chapter [6] presents the motivation and results of the simulation study
of critical interfaces of the TBRT using nextnano software. In the end, the thesis
concludes with a brief summary and the discussion of future work in chapter[7] Other
related details including the layout of wafers not listed in experimental chapters,
the lithography pattern, etching and deposition recipes are unfolded in appendix
[Al Simulation basics including the parameters used for the etching modelling and

nextnano simulation are briefly mentioned in appendix



Chapter 2

Memory Devices

2.1 Field-Effect Transistor

The field-effect transistor (FET) is a unipolar transistor that utilises an electric field
to control the current through the channel. The most extensively used FET is the
metal-oxide-semiconductor field-effect transistor (MOSFET).

2.1.1 Metal-Oxide-Semiconductor Field-Effect Transistor

There is no doubt that the MOSFET is one of the most life-altering inventions
of the 20th century, underpinning almost every aspect of modern technology due
to its diverse applications in the microprocessors, microchips and microcircuits
manufactured today. The MOSFET is the fundamental element of the contemporary
semiconductor industry, the basic building block of integrated circuits (ICs). In
terms of memory, it’s an essential component for static random-access memory
(SRAM), DRAM and flash (in a modified form) memory cells, as well as for the
associated driving, controlling and addressing electronics, e.g. multiplexer.

The first MOSFET-like structure was patented by Julius Edgar Lilienfeld in 1925
[10]. However, no practical device was obtained at the time due to poor material
purity. In 1960, John Atalla and Dawon Kahng fabricated and demonstrated the first
working MOSFET [11]. Later in 1964, MOSFETS entered the commercial market.
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2.1. Field-Effect Transistor

It has since then become the basic building block for almost all semiconductor
devices, from transistor switches to advanced chips which can contain up to trillions
of transistors at present. The number of transistors in a 32-GB memory card is
comparable to the number of stars in the Milky Way [12]. Following Gordon Moore’s
prediction (known as Moore’s law) that the number of transistors on a chip will
double about every two years [13], numerous efforts have been centred around scaling
and the solutions to tackle the issues coming with it. On the other hand, it has also
attracted lots of interest in the demonstration of new structure or on the novel

materials in an attempt to search for potential solutions in post-Moore era.

Figure 2.1: (a) Schematic of an n-type MOSFET. V,, V4 and V, stand for the gate
bias, the drain bias and the source bias, respectively. (b) Circuit symbols for NMOS
and PMOS. G, the gate; D, the drain; S, the source.

Figure represents a generic structure of a typical n-type MOSFET (NMOS)
and the circuit symbols for NMOS and p-type MOSFET (PMOS). The example
given here consists of a metal gate, a gate oxide layer sandwiched between gate
and channel for insulation, a channel which is an inversion layer underneath oxide
that can be induced by gate control and two heavily doped contacts called source
and drain which are connected to the channel when appropriate bias is applied on
gate, all of which reside on top of the p-type substrate. As described in figure 2.1,
an n-type MOSFET features two heavily n-doped contacts and a p-type substrate.
Likewise, PMOSs possess exactly opposite doping and polarity where the majority of
carriers in channel are holes. As its name stands for, the common materials exploited

for MOSFET are, metal (or N* poly-Si) for gate electrode, oxide for insulation layer
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Chapter 2. Memory Devices

and semiconductor for substrate which is conventionally Si. The formation of an
inversion layer in the channel connecting source and drain occurs when positive
charges on gate begin to attract thermally-generated electrons and repel thermally-
generated holes at the same time to produce mobile electrons in the channel which

balance the charge on the gate.

Figure 2.2: Illustration of MOSFET (a) band diagram and (b) charge distribution
for different bias conditions. There is opposite band bending near surface for
positive and negative conditions. Flat band, accumulation, depletion and inversion
conditions are depicted. Eg, the conduction band energy; E;, the intrinsic energy
level; E¢, the Fermi level; Ey, the valence band energy; V,, the gate voltage; Vr, the
threshold voltage; Q, the charge; pg, the surface potential; ¢, the bulk potential.

The working principle of MOSFETSs relies on the modulation of charge concen-
tration by a metal-oxide-semiconductor capacitance between substrate and gate. As
explained by the band diagram and charge distribution at various bias conditions
of an n-channel MOSFET in figure [2.2] if a voltage is applied between gate and
substrate, four major scenarios can be expected: flat band, accumulation, depletion
and inversion. Regarding typical conditions, the source is ground and a small fixed
positive bias is applied to the drain while gate can be biased with various values. For
zero gate voltage condition, a flat band is present, as both majority and minority in

semiconductor are in thermal equilibrium. Therefore, there is no current between
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source and drain as a reversed p-n junction. When a negative bias is applied,
bands bends up and the majority carriers will accumulate at the interface, further
enhancing the reversed p-n junction, so no electrons can move between source and
drain. When a small positive voltage is applied, the majority carriers are repelled
from the interface, bending the bands down but still no electrons can move between
source and drain. When further increasing the positive voltage to higher than the
threshold voltage Vr at which the device turns on, the bending continues and the
intrinsic energy level E; will cross the Fermi level, thus the minority carriers will
exceed the majority at the interface, forming an electron-rich inversion layer, also
with a contribution of carriers ejected from heavily doped contact regions, so that
electrons can move from source to drain under the drain bias, creating a channel
current. The practical criteria for inversion are considered to be the strong inversion

condition where the surface potential pg is greater than 2¢p (the bulk potential).

MOSFETs act like voltage-controlled resistors for varying gate voltages, but
this depends on channel bias as well. Output and transfer characteristics of an
n-channel enhancement (normally-off) MOSFET are plotted in figure three
distinct regions for the resistor-like behaviour MOSFET are shown in output curves.
As shown in figure (a), for Vg less than Vp, the MOSFET is in cut-off region
where no current flows through the channel. For the gate-source voltage Vgg >
V1 and the drain-source voltage Vps < Vgs - Vr, i.e. for the linear region as
indicated by the dashed line splitting two regions, the channel current increases
with increasing channel bias, and it is almost linear initially. When Vpg reaches the
value of Vgg-Vr, the channel current goes saturation due to what is called pinch-
off. In terms of transfer characteristics, for normally-off (enhancement), the device
turns on only if the threshold is reached, as shown in figure 2.3(b). For a normally-
on (depletion) n-channel MOSFET, the channel current is non-zero at zero gate
bias which means a negative voltage is required to fully turn off the channel. In a
nutshell, the MOSFET works like an open switch when channel is not turned on

where there is no inversion, and plays the part of resistor once the inversion layer
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Chapter 2. Memory Devices

is formed. For the saturation region, the MOSFET acts like a voltage-controlled

current source where Ipg is independent of Vpg.

(a) (b)

& |Linear Saturation region _8
~ |region Y,
V=4V
V=3V Cut.-off
region
V=2V /
0l v V,
Vis T Gs
Output Transfer

Figure 2.3: (a) Output curves at various gate voltages of an n-channel enhancement
MOSFET. The dashed line denotes the boundary between the linear region and
the saturation region. (b) Transfer characteristics of an n-channel enhancement
MOSFET. Ips, Vps and Vgg represent the source-drain current, the source-drain

voltage and the gate-source voltage, respectively.

2.1.2 Floating Gate Metal-Oxide-Semiconductor Field-Effect

Transistor

The floating gate MOSFET (FGMOSFET) is a variation of MOSFET where an
electronically isolated floating gate is sandwiched in dielectric between control gate
and channel. It prevails in flash memory where the presence or absence of electrons
on the floating gate can be interpreted to binary value zero or one. The first floating
gate MOSFET was reported by Dawon Kahng and Simon Min Sze in 1967 [14] and
has been widely investigated which finally led to the invention of flash. The structure
of an n-channel FGMOSFET is depicted in figure 2.4, FGMOSFETSs show similarity
to MOSFETS, but the existence of a charge storage layer which can store and release
charges creates a difference in threshold voltage of the device. The common choice
for the charge storage layer in floating gate memory is polysilicon.

Figure sketches Fowler-Nordheim (FN) tunnelling process and hot carrier

8



2.1. Field-Effect Transistor

injection (HCI) approach for the operation of FGMOSFETSs. The charge transport
in the vertical direction through the insulator achieved by FN tunnelling process
usually requires a gate voltage of around 20 V. FN tunnelling is commonly used in
NAND flash. Since it takes longer for floating gate to be erased (~ 500 us) than
to be programmed (~ 200 us), in NAND flash memories, erasing usually happens
in blocks which are kilobytes and writing process takes places in pages which are
hundreds of bytes. HCI is an alternative method for injecting electrons into floating
gate, which is faster than FN tunnelling process and can be found in NOR flash

memories.

Figure 2.4: Detailed architecture of a typical FGMOSFET. Vg, the source bias; Vg4,
the drain bias; Vg, the gate bias.

HCI requires a higher channel voltage (around 5 V) to enable electrons in the
pinch-off region gain enough energy to jump over the insulator barrier into floating
gate. For HCI programming, both control gate and channel are biased, electrons
travel through the channel gain sufficient energy from the lateral electric field created
by the channel bias to surmount the gate oxide.

Figure[2.6)depicts the band diagram of FN tunnelling and HCI in an FGMOSFET
structure. FN tunnelling is a field emission process which involves electrons
tunnelling through an inclined thin barrier (triangle shape) in the presence of a
strong electric field, as shown in figure 2.6a). The current density of FN tunnelling

is given by Fowler-Nordheim formula

3 4, /2mg; 3
q " Meyy 2 diel(qP1)
=7 paeap(—
dicl p< 3thdiel

— 2.1
8mmMgiethq®Py (2.1)



Chapter 2. Memory Devices

where q is the elementary charge, mg;e is the effecitve electron mass in the dielectric,
h is the Planck’s constant,®; is the barrier height, Fy.; is the electric field across
the dielectric and A is the reduced Planck’s constant. For the field emission where
electrons tunnelling through the thicker barrier below the triangle region, a direct
tunnelling can be identified by the shape of the barrier. With regard to the HCI
for programming process, it’s more of a thermionic-field emission which is a field
emission but with the assistance of thermal process (for NOR memory cell, electrons
are accelerated by the lateral electric field in the channel) for electrons to gain enough
energy. This lies in the thermo-field regime, and it is a mixture of thermionic
emission and field emission, as shown in figure 2.6(b). The current density for HCI
in a typical MOSFET is generally given as [15]

J=gq / L@, B)fy (v, E)g(E)P(x, E)E . (2.2)

where q is the elementary charge, v, (x, E) is the electron velocity component that
is directed to oxide, f(x,E) is the hemi-distribution of electrons that reach the

interface, g(E) is the density of states, P(x, E) is the injection probability.

Figure 2.5: Illustration of programming and erasing processes for FGMOSFETs. (a)
FN tunnelling programming. (b) FN tunnelling erasing. (¢) HCI programming,.

In terms of the strength of electric field, FN tunnelling typically requires a field
strength to be greater than 108 V/m. For electric field strength lower than 108 V/m,
thermionic emission is dominant in thermionic-field emission. FN tunnelling and
HCI represent the standard approaches for programming and erasing FGMOSFETSs,

which also explains the limited endurance performance (10k - 100k cycles) of flash:
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2.1. Field-Effect Transistor

breakdown can be induced by electrons trapped in cumulatively generated new oxide
traps under high applied field conditions in flash [16].
(@) (b)

Energy

E: Energy gained
from lateral field

T

osition

Semiconductor
Blocking o

FN tunnelling HCI

Figure 2.6: Band diagram of (a) FN tunnelling and (b) HCI in an FGMOSFET
structure. The FN tunnelling is a field emission while HCI involves both field
emission and thermionic emission. Eg, E¢f and Ey correspond to the conduction

band, the Fermi level and the valence band, respectively.

In comparison to MOSFETS, the insertion of a floating gate creates a difference
of threshold voltage for programmed and erased FGMOSFET as shown in figure
The shift of the threshold voltage AVt is given by

AVyp = - 2FG (2.3)

where Qpg is the stored charge inside the floating gate and Cygg is the capacitance
between the control gate and the floating gate, respectively. As a result, the channel
shows different conductivity under erased and programmed condition as shown in the
transfer characteristics curve in figure To read the status of the FGMOSFET, a
reference voltage Vggr halfway between Vi and Vs is applied. If the FGMOSFET
is programmed, no current will flow, and it is erased it will. It’s worth to note that,
generally the floating gate is doped polysilicon in floating-gate flash, but it can also
be an insulator, such as SiN , as a charge-trap layer for charge-trap flash. Charge-
trap cell structure is dominant in 3D NAND flash . By storing charges in the
deep-level traps in the SiN layer , charge-trap flash is immune to the gate leakage

issue caused by the tunnelling oxide wear-out in floating-gate flash memories.
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IDS

Programmed

Figure 2.7: Ips-Vgg characteristics of an FGMOSFET for programmed and erased
status, showing a threshold voltage shift AVy. Ipg, the source-drain current; Vs,
the gate-source voltage; Vggr, the reference voltage; V11, the threshold voltage for

erased status; Vro. the threshold voltage for programmed status.

2.1.3 Logic Gates and Memory Auxiliaries

Both random-access memory (RAM) and flash function with essential auxiliaries
including amplifier and multiplexer circuits which are also based on logic gates
constructed with MOSFETs.

A basic instance is the complementary metal-oxide-semiconductor (CMOS) [21]
inverter which consists of a pair of FETs: NMOS and PMOS. The structure of the
CMOS inverter can also be found in SRAM architecture (see section below).
Five logic gates, including inverter, AND, OR, NOR (NOT OR) and NAND (NOT
AND), are described in figure 2.8(a)-(e). CMOS circuits for either function can be
built from just six transistors, but those circuits have some undesirable features.
More typically, XOR and XNOR logic gates are built from three NAND gates and
two inverters, and so take 16 transistors.

Figure [2.9 shows the transmission gate structure and one example of a 4-to-
1 multiplexer built with transmission gates. Starting from gates, in combination
with various structures, amplifiers and multiplexers can be built. They are two
important tools when it comes to dealing with numerous memory cells/bits within
the chip. Amplifiers are essential for sensing small signals, which is the criteria for
distinguishing binary 0 and 1 values. In order to read the stored data, the wordline

of a selected cell will be raised to turn on the pass transistors, followed by a sensitive
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(a) (b) VDD (c) VDD
VDD
, Vin1<|:{4 + Vout

V|n<E Vout Vin1 Vout

1 Vin2 Vin2
NOT gate/inverter AND gate OR gate
(d)  vDD (e) VDD
Vin1<|:{4 L\Vout

Vin1 Vout

Vin2 Vin2

D o

NAND gate NOR gate

Figure 2.8: Instances of CMOS implementation in several two-input logic gates. (a)
NOT gate. (b) AND gate. (¢) OR gate. (d) NAND gate. (e) NOR gate. Vin, the
input voltage; Vout, the output voltage; VDD, the voltage at the drain.

sense amplifier circuit to compare the voltages on bitline and reference to determine
the stored binary value. Modern memories usually come with capacity of at least
gigabytes or more which necessitates the multiplexers for memory output and the

demultiplexers for addressing memory arrays.

(a) (b) Ol[It
Vout ! ! ! 1
Hod b bRk
ENH —EN SO__[>C F |_| P_| E:j:“j
Vin S1 [>o r‘lzll;j]dl_'[;j]ﬁr'[[}jjkjhtijﬁ
Q In1 In2 In3 In4

Transmission gate 4-to-1 Multiplexer

Figure 2.9: Circuit diagrams of (a) a transmission gate and (b) a 4-to-1 multiplexer.

Vin, the input voltage; Vout, the output voltage; EN, enable; EN, disable.
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2.2 Memory Classifications

2.2.1 The Memory Hierarchy

Since the concept of the stored-program computer was introduced by John von
Neumann in 1945 [22], memory has been a cornerstone of modern computers.
Nowadays, a couple of memories work collectively in mainstream personal computers
(PCs) and mobile devices to complete the data processing and storage task. Figure
depicts the memory hierarchy and their main usage in modern PCs. SRAM
is mainly embedded in logic chips while flash and magnetic memories usually work
as stand-alone storage. DRAM lies in between, it can be stand-alone or embedded
in chips upon request. It’s worth to note that the memory with the largest cost-
effective capacity is actually provided by magnetic tape which is not listed in the

figure as it is very slow and only for long-term data archiving.

SRAM Register, Cache /I
DRAM Main memory | Access Speed
Flash memory Solid state drive Storage Capacity
Magnetic memory Hard disk I
Vv

Figure 2.10: Pyramid of memory hierarchy. SRAM offers the highest speed with
limited capacity while hard disk provides the largest cost-effective capacity in

modern PCs.

Memories are categorized into two types in terms of non-volatility. SRAM
and DRAM are volatile memories while non-volatile memories (NVMs), such as
flash and magnetic memory, hold data in a non-volatile manner which can retain
the stored information when the external power supply is switched off. Although
SRAM and DRAM are volatile, but RAM does not have to be volatile, for instance,
NOR flash is RAM but with non-volatility, and this is the whole point of emerging
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memories. A fundamental difference between RAM and storage memory is that
RAM requires single bit access, i.e. bits connected in parallel, whilst data storage can
get away with them connected in series, which is simpler so cheaper. Although lower
capacity, RAMs are capable of high-speed operations, such as running programs.
Flash memory is prevalent in massive data storage due to its non-volatility and
low cost. Earlier NVMs in the 1960s including read-only memory (ROM), are not
categorized here, which can also hold persistent state without power supply but is
not programmable. Following advanced editions of ROM including programmable
ROM (PROM) [23] and erasable programmable ROM (EPROM) [24] [25], ROM
made progress in ability to be programmable but still required special equipment
such as ultraviolet (UV) to erase. The final evolution of ROM is electrically erasable
programmable ROM (EEPROM) in the 1970s [26] which has the ability to be erased
and programmed electrically, but was still restricted to low speed on byte basis
and small capacity. Finally, both capacity and speed issue were addressed by the

invention of flash memory in the early 1980s [27].

Type Non-volatility ~ Capacity level Readout Read access time
SRAM No MB Destructive 0.5-2mns
DRAM No GB Destructive 30 - 50 ns

Flash

Yes GB-TB Non-destructive 3-25 us
memory
Magnetic

Yes TB Non-destructive 5 - 10 ms
memory

Table 2.1: Performance specifications of various memories [28-31].

Major specifications of four types of memories are listed in table 2.1} In general
terms, RAM is faster and more expensive than NVMs while both flash and magnetic
memory deliver higher capacity and cost-efficiency. RAMs are selected for running
programs which is determined by the fast speed, while flash provides thousands of

times, or even higher, capacity at affordable price due to its compact design intended
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for massive data storage. As can be seen, readout for NVMs is also non-destructive
which distinguishes it from RAMs which requires periodic refreshing. A limitation of
the flash memory is that cycling under high-electric field can break chemical bonds
in the dielectric creating leakage paths, causing failure after a few thousand cycles

in modern solid-state drive (SSD).

2.2.2 Static Random-Access Memory

SRAM was invented in 1963 and a 64-bit PMOS SRAM was designed by John
Schmidt in 1964 [32], marking a significant milestone for memory development,
followed by the first available SRAM chip in 1969. SRAM only holds data
permanently in the presence of a power supply, indicating its volatility. SRAM
is one of the two basic storage elements of RAM. RAM refers to the memories for
which the time to locate and access the data is not impacted by the different physical

locations of the data.

(@)

Circuit diagram Layout

Figure 2.11: (a) Transistor configuration and (b) fabrication layout of a 6T SRAM.
Data are retained by a pair of inverters in a 6T SRAM [33]. BL, the bitline; BL,
the opposite to the BL; VDD, the voltage at the drain. Q and Q represent binary

values. The checked boxes correspond to the contacts.

An SRAM memory cell is formed by a pair of inverters in a closed loop, as
shown in figure 2.11fa). A typical SRAM cell contains six MOSFETs (6T SRAM
cell), each bit is stored by bistable latching circuitry. In the 6T structure, the
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supply current is limited to the leakage current of the transistors in the stable
state, reducing power consumption. The fabrication layout of a 6T SRAM cell is
illustrated in figure 2.11|(b), all rectangles with cross are the contacts, the four dark
pieces are gate electrodes, of which the short ones are access transistors. Whichever
cell type, no periodic refreshing if required in storing the data for static RAM, which
is the distinguishable characteristic with comparison to DRAM. As an alternative,
4T memory cell structure offers a higher degree of compactness but with more
power consumption. Due to its complicated architecture, i.e., the large number of
transistors, and hence space, required, SRAM is mainly used for register or cache in

computers with a limited capacity of MB level.

An SRAM cell has three states. To hold is to maintain its state correctly. To
read is to get the data that has been requested and to write is about updating
the contents. As depicted in figure 2.11], in theory, reading only requires asserting
the wordline and reading the SRAM cell state by a single access transistor and
bitline, e.g. M1, BL. However, bitlines are relatively long and have large parasitic
capacitance. To speed up reading, a more complex process is used in practice:
the read cycle is started by pre-charging both bitlines BL and BL to high (logic
1) voltage. Then, asserting the wordline WL enables both the access transistors
M1 and M2, which pulls down one bitline BL. voltage slightly. Then the BL and
BL lines will have a small voltage difference between them. A sense amplifier will
detect which line has the higher voltage and thus determine the stored value. In
terms of writing, BL and BL are precharged to VDD and wordline WL is connected
to VDD while two bitlines are driven to VDD and GND, respectively, to flip the
state. Wordline WL is connected to GND to sustain the bi-stable operation point
when SRAM is in hold status.

Figure [2.12]is a generic organisation of a static RAM. The memory cell array is
the core of the SRAM, inside which, a row is activated by a global wordline and each
column can be accessed individually through bitlines. Row decoder is to generate

wordline signals and address line while column decoder is for selecting particular
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bitlines to be connected to sense amplifiers. Further improvements can be made

using an additional set of decoders to achieve reduced power and improved speed.

[ Pre-charge circuit ]

T T T 1] )

HLC L HL L
-‘Z’ 1 1 T 1 1
(o]

11 1
fé R (Memory Cell Array )ﬂmﬂ
z 1 1 I 1
24

1 1 1 1

1 1 1 1

—_ J
( Sense Amps )
( Column decoder )

Figure 2.12: Generic organisation of SRAM. Information stored in the memory array

are addressed and accessed by row and column decoders in two dimensions.

With respect to the decoder, which is an auxiliary component of SRAM, usually
multiplexers are used as column decoder to select bit per column to output while
demultiplexers are utilized as row decoder. Each select line can turn its transistors
to a high voltage state if activated. Specifically, row decoders are used to select
wordline and column decoders are used to select one or more columns for input
and output of data. For 2¥ lines, k address lines (selecting inputs) are required for

selecting. For instance, a 16-bit multiplexer will require four select lines.

2.2.3 Dynamic Random-Access Memory

R. Dennard invented the one-transistor memory cell for DRAM in 1966 and a patent
was granted for DRAM in 1968 [34], 35] DRAM is the other one of the two basic
storage elements of RAM semiconductor family. DRAM requires refreshing even
with power on, so it’s a volatile memory.

A DRAM cell consists of a transistor and a capacitor. Due to the less complex

structure which uses much fewer transistors for each unit cell in comparison to
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SRAM, DRAM is much denser than SRAM. The use of a capacitor in DRAM,
as shown in figure [2.13] causes the native volatility. DRAM cells lose their state
over time and must be refreshed periodically, typically every 64 ms, but even more
frequently (every 32 ms) in double data rate 5 synchronous DRAM. Hence, it is
named dynamic RAM. Due to its higher storage density and high speed, DRAM is
widely used as a main memory for enterprise, PC and mobile devices with a capacity

of GB level.

1

Figure 2.13: Sketch of a DRAM cell, featuring a transistor and a capacitor. WL

and BL denote the wordline and the bitline, respectively.

Figure depicts the organisation of a DRAM chip. Starting from DRAM
memory array, sense amplifiers attached to column, in combination with column
decoder and row decoder, a DRAM bank is built. Figure shows the storage
organisation of a DRAM with dual in-line memory module (DIMM) structure in
which the array-bank-rank hierarchy is built up. All banks within the ranks share
all address and control pins. Each bank operates independently of the others but can
only talk to one bank at a time. This means that reading, writing and pre-charging
can all be done on one bank without impacting the others. Multiple banks are used
in DIMM to allow simultaneous processing on different requests. Multiple DRAM
chips are used for every access to improve data transfer bandwidth. Ranks help
increase the capacity on a DIMM. Due to electrical constraints, a limited number of
DIMM can be attached to the bus. A functional memory is ready to communicate
with CPU via memory controller and bus from this point.

With a resemblance to technology trends of logic design in semiconductor
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)

F'TI T T T I ] |w
BRI I I
o >
8o PSS Pt PsESEs T
S —(Memo eIIArra)% ;
Slo| 24 YR
HE I 11 I 11 I 11 1
) I I I
S 2 ) S A
I 1] 1] 1
11 LTl LTl 1
Bit|Lines
( Sense Amps )
( Column decoder )

Figure 2.14: Schematic diagram of DRAM organisation. DRAM cell array forms a
bank where all wordlines and bitlines are addressed and accessed by row and column

decoders, respectively.

manufacturing, DRAM is making improvement by fabricating smaller devices as
well. The capacity of DRAM is doubled about every two years. In terms of energy
consumption, nowadays, around 25% to 40% of data centre power consumption can
be attributed to DRAM system , making up a significant portion of energy. This

can be improved by using smaller arrays, but it incurs a penalty in density and cost.

Figure 2.15: Schematic of DIMM. Array, bank, rank and DIMM form a hierarchy

in the storage organisation.
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2.2.4 Flash Memory

Flash is the dominant NVM, is implemented on the foundation of FGMOSFET.
Following the invention of FGMOSFET, flash was first proposed by Fujio Masuoka
while he worked in Toshiba and which led to the invention of flash memory [27]. In
1984 [37] and 1987 [38], NOR flash and NAND flash were presented, respectively.
Flash was a successor of earlier versions of ROM such as EPROM and EEPROM at
the time. Flexibility for erasing the memory to rewrite was significantly enhanced,
and that is also the origin of its name, the erasure process of flash can be done
in a short time. Flash memory, or more generally called floating gate memory, is
a NVM that utilizes the FGMOSFET to retain the charge. Flash has achieved
significant levels of operation speed, memory density and cost efficiency as a result
of breakthroughs in semiconductors technologies including advanced structures in

recent years.

Figure 2.16: Illustration of V distribution in typical TLC cells and corresponding

binary values. Vr, the threshold voltage; Vggr, the reference voltage.

The working principle of flash is based on FGMOSFET operation. In terms of
data storage, conventionally, for a single-level cell (SLC) in NAND flash, the erased
state with lower resistance is assigned binary 1 and the programmed state with
higher resistance is assigned binary 0. Multi-levelling allows multiple bits to be
stored in a single cell which significantly increases the storage density for flash. For
m bits, 2™ states are required for storage. Hence, this inevitably leads to the widened

threshold voltage Vr window and thus narrower margin between reference voltage
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Vgrer and adjacent Vr, which would eventually causes reduced reliability. Figure
depicts a Vr distribution of multiple cells in a triple-level cell (TLC) flash chip
and the corresponding binary value assignment. For optimum read speed and least

latency, the optimization of encoding for binary values assigning is required.

Cell type Data bits Charge states Binary values
SLC 1 2 0,1
MLC 2 4 00, 01, 10, 11
TLC 3 8 000, 001, 010, 011, 100, 101, 110, 111

0000, 0001, 0010, 0011, 0100, 0101, 0110, 0111
1000, 1001, 1010, 1011, 1100, 1101, 1110, 1111

QLC 4 16

Table 2.2: Cell types and binary values.

Currently, there are four types of cell utilized in flash including SLC, multi-level
cell (MLC), TCL and quad-level cell (QLC). Binary values and data bits are listed
in table for four types of flash memory cells. Regarding the bit density, penta-
level cell (PLC) outperforms all these four types. A PLC NAND chip was reported
with a record bit density of 23.3 Gb/mm? [39], and is currently undergoing active

research and development.

(a) (b)
Ground BL
select select
transistor WL WL WL WL transistor
1l L L L L L
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(=
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=
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Figure 2.17: Sketch of (a) NAND and (b) NOR connections. WL, the wordline; BL,
the bitline.

Depending on the ways of connection, major flash memories are either NAND or

NOR wiring, being connected in a way that resembles a NAND gate and a NOR gate,
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or in series and in parallel, respectively. For NAND, the bitline is pulled low only
if all the wordlines are pulled high. For NOR, when one of the wordlines is brought
high, the corresponding storage transistor acts to pull the output bitline low. Wiring
and structure of NOR and NAND flash are shown in figure 2.17} Obviously for NOR
flash, individual cells can be accessed, indicating faster access, but more silicon real
estate is required, as illustrated in figure [2.18] which increases cost. Typical NAND
cell size is 4F? while NOR is 10F?, explaining why NOR flash is not used in massive

storage scenarios.

(@) b) e
2F
- I
NAND: 4F NOR: 10F>

Figure 2.18: Typical cell size for (a) NAND and (b) NOR flash in manufacturing,

where F stands for the dimension of gate.

Table lists several key points concerning the comparison between NOR and
NAND flash. NOR flash has the capability of direct random access due to its
parallel connection with higher read speed, but still restricted to low write speed,
which is determined by native slow process of the program/erase for floating gate
MOSFET. NAND flash has advantages in capacity as the series connection natively
enables high density design. It’s worth to note that NAND flash is asymmetric in
operation. As shown in the list, the smallest write/read unit is at page granularity
for NAND flash, but whole block is required to be erased before a new value is
written known as erase-before-write property. The minimum erasure block unit is
a result of balancing the enhanced erasure bandwidth and longer erasure latency,
consequently, it causes the inefficient in-place write on page where garbage collection
is required. To elaborate on this, a block usually consists of thousands of cells and
erasing cells in bulk is faster than individuals. In terms of writing, i.e. getting

electrons into the floating gate by gradual filling from an empty cell is much more
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reliable, especially for the MLC or TLC conditions. Thus, erasing before writing is

a better solution.

Read Write Smallest Smallest Random

Type Capacity
speed speed read write access
NOR Fast Slow Byte Byte Yes Low
NAND Slow  Slow Page Page No High

Table 2.3: Comparison between NOR and NAND flash.

Moreover, a further disadvantage of NAND over NOR is that the operation time
for NAND will be even longer when the error correction code such as Hamming code
to ensure data integrity is involved, which is usual for NAND while not necessary

for NOR flash, a downside of the tight packing of NAND flash.

Figure 2.19: Sketch of NAND flash hierarchy. All cells connected on same bitline

form a string while all cells sharing a wordline are in a page.

The hierarchical structure of NAND flash follows: cell-String-Page-Block-Plane-
Die, as shown in figure and figure 2.200 The block is made up of a matrix
of strings and pages. Planes are built with multiple blocks with same bitline
connections. Planes share decoders which limits the internal parallelism. There
are many configurations of die to meet various design needs of original equipment

manufacturers. The size of a block can be calculated by multiplying the page size
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and the string number, please note that 1 byte equals 8 bits. A byte is in fact one
row of the RAM memory.

Figure 2.20: Organisation of a typical NAND die, indicating internal elements of

different levels: block, plane and die.

A single die or multiple dies stacked on top of each other and bonded to the
substrate and encapsulated by moulding compound then are packaged into a usable
form by standard packaging such as surface mounting ball-grid array. Finally, it
will be integrated onto circuit board with microcontroller addressing each die and
communication interface such as serial advanced technology attachment to host
will be created to make it a consumer-end product such as SSD. For a commercial
product, a SSD drive also has DRAM (capacity is around 0.1% of SSD) integrated

as a cache which is essential for buffering data to reduce latency.

2.2.5 Advances in Memory Development

Considerable efforts have been made, and a variety of strategies have been
investigated with respect to memory development, the most important one is the
miniaturisation of microelectronics [40, 41], pursing Moore’s law [13] to maintain
historical trend of MOSFET’s scaling.

From laying the foundation to finishing touches, CMOS processing is classified
in two parts: the front end of line (FEOL) |42] that comprises all the steps related

25



Chapter 2. Memory Devices

to the transistor level, and the back end of line (BEOL) that encompasses the
crucial sequences in semiconductor fabrication after the FEOL processes, such as
secondary device integration, interconnects and packaging. One of the key points
for scaling is the device structure which predominates in the FEOL block of chip
manufacturing. Through memory development, the semiconductor industry has
seen the rise of innovations of novel transistor architectures in the last few decades
and is also witnessing the emergence of technological breakthroughs in the BEOL.
Memories exploiting new materials or utilising unconventional operating principles
are sprouting up with demonstration or proof of concept, diverting the attention of
memory development onto a new track. Despite the expanding number of materials
being actively researched, cost-per-bit and high density remain the decisive factors

for new technologies to be adopted at scale by the market.

2.2.5.1 Architecture Evolution

The complexity per minimum component cost will approximately double every year,
with ICs constructed of such components built on a single wafer . This is Moore’s
law, which set the semiconductor industry on a course of developing ICs with larger

numbers of smaller transistors.

NMOS
ai Dielectric PMOS b
Source STI g
ﬁ§r~ >
N
Planar FET ——> FinFET ——> GAAFET CFET

Figure 2.21: A schematic representation of the revolution of MOSFET architecture,
from planar FET to FinFET, GAAFET and the latest 3D CFET.

Following the successful realisation of classic scaling scheme [44-46] in the past
few decades, negative short channel effects arise when the channel length is the

same order of magnitude as depletion-layer widths of the source and drain junction.
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This is caused by the depletion regions surrounding the source and drain extending
over a large portion of the region underneath the gate. Short channel effects [48] such
as velocity saturation [49], drain-induced barrier lowering [50-52] and gate-induced
drain leakage [53-55] via band to band tunnelling [56] result in degradation in the
subthreshold and off-state current, thus significantly reducing the gate electrostatic
control of the channel. As a consequence of this collection of effects, deterioration
of MOSFET performance occurs. Tremendous solutions were developed to tackle
those issues arising with the very large scale integration and device shrinking, such
as silicon on insulator (SOI) [57-59] and replacing conventional SiO, insulator with
high dielectric constant material [60-62] such as HfO, to alleviate the parasitic
capacitance and short channel effect. Meanwhile, breakthroughs in the architecture
also played a pivotal role. Figure describes the architecture revolution of
MOSFET, from the earlier planar FET, fin FET (FinFET), and gate-all-around
FET (GAAFET) to the latest architecture of 3D complementary FET (CFET).

Fin Field-Effect Transistor

The planar FET was introduced by Jean Hoerni while he was working Fairchild
Semiconductor in 1958 [63] and paved the way for modern semiconductors since
then. Dennard scaling was then proposed and experimentally verified [64], showing
that reduction of the depletion layer thickness requires a proportional decrease in
device dimensions (for both channel and dielectric horizontally and vertically) and
applied voltage, with a proportional increase in doping. Dennard scaling worked
for several decades until the IC crisis in the 2000s [65|, when power and energy
became the major constraints. As transistors shrink and density increases, the
operation voltage is not reducing proportionately. A multiplicity of non-planar and
3D approaches were developed to prolong the scaling roadmap, of which FinFET

came up as the first successful technological realisation.

Multigate MOSFET technology comes to counteract the short channel effect
by taking advantage of more than one dimension. It was first mentioned in 1984

with a double gate structure predicted to solve the short channel issue [66]. The first
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double gate MOSFET with FinFET-like shape was fabricated in 1989 [67] in the form
of a fully-depleted lean-channel transistor (DELTA). Hisamoto later demonstrated
effective suppression of the short channel effect and minimized subthreshold swing
with double-gate on a Si-fin channel [68], while a new DRAM structure using DELTA
was proposed in the same year. [69] Further work with gate length down to 20nm was
reported in 1998 [70]. Implementation of multi-gate architectures would allow the
pursuing of Moore’s law until the 3 nm node [12]. Intel’s shift to FInFET (or tri-gate)
in production in 2011 at the 20 nm process node [71] further indicated that multi-gate
technology is essential as planar MOSFET might have reached its limits, marking
the commercial adoption of FInFET technology. As shown in figure 2.21 FinFET
features a self-aligned gate straddling a thin silicon fin, offering faster switching
times and higher current density than conventional planar architecture. FinFET
has been widely deployed in memory products. Intel reported a 140 Mb SRAM for

high-volume manufacturing, featuring second generation FinFET technology [72].
Gate-All-Around Field-Effect Transistor

GAAFET is the successor to the rapidly developing FinFET technology, also
known as surrounding-gate transistor (SGT), offering a better short channel effect
suppression than FinFET and predicted to be dominant for 3-nm-technology node
and beyond |73, 74].

The first SGT with a pillar channel surrounded by a vertical gate was
demonstrated in by Takato in 1988 [75]. The first GAAFET was reported in 1990
with a poly-Si gate located both above and underneath the channel, showing almost
twice the transconductance than that of a conventional SOI MOSFET [76]. The
first sub-5 nm GAAFET with 3-nm-fin width was reported in 2006 [77]. Later, in
the same year, Singh et al. fabricated a GAAFET with a Si nanowire (diameter
< 5nm) [78]. Nanosheet GAAFETSs [79-81] feature multiple parallel nanosheets that
share a common gate terminal as illustrated in figure 2.21] Nanosheet GAAFETSs
have been fabricated using conventional CMOS process [82] and higher performance

over FInFET was demonstrated using 3 nm technology recently [83]. The nanosheet
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GAAFET is preferred as it offers a higher drive current than nanowire-based ones
[84]. GAAFETS are also promising for highly dense memory cells like SRAM [85].
From industry’s view, Samsung announced gate-all-around multi-bridge channel
FET [86] in mass production in 2022 [83|. Intel recently reported gate-all-around
ribbon transistors with 6 nm gate length [87]. Although positive results have been
reported, further effort is required to remove obstacles on way for GAAFET to fully
replace the existing FInFET technology [88, [89).

Complementary Field-Effect Transistor

With the CMOS being extremely scaled, novel architectures are required to
meet the demand. CFET excels with maximum device footprint reduction, while
maintaining high performance [90]. As shown in figure the CFET consists of a
stacked n-type vertical sheet on top of a stack of p-type channel GAAFET or vice

versa.

The first CFET-like structure was proposed as a stacked Fin-CMOS [91],
stemming from the complementary nature of conventional CMOS logic design where
n-FET and p-FET are controlled by the same gate. A similar structure was
patented later [92]. CFET outperforms finFET according to technology computer-
aided design simulation, offers structural scaling of SRAM by 50% [93] and is
capable of scaling beyond 2 nm [94], presenting a promising booster for further
area reductions in SRAM memories. Experimental demonstration has been reported
by imec with first monolithic integration of 3D CFET, featuring functional PMOS
FinFET bottom devices and NMOS nanosheet FET top devices [90]. Simulation
studies also show that nanosheet-on-nanosheet stacked channels delivers superior
process integration robustness compared to a nanowire-on-fin option [95]. As a
leading technology, CFET architecture is currently being actively researched across
different dimensions including optimization for low parasitic [96], low resistive-
capacitive delay in NAND [97] and optimal configuration of nanosheet in SRAM
[94].

Advances in the BEOL
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With 2D geometry scaling of traditional transistors is coming to an end [98],
BEOL strategies in memory technologies gain increasing attention as the memory

industry proceeds to meet the unprecedented demand.

Advanced 3D IC integration [99] like high bandwidth memory (HBM) 100, 101]
which takes advantage of through-silicon vias (TSVs) [102H104] to stack memory die
on top of logic die enables further improvement. Emerged as a solution to address
the latency in data movement between memory and CPU, HBM has been iterated
for generations, and the fourth generation of HBM with maximum bandwidth of
1.65 TB/s is anticipated in 2026 [105]. With HBM integrated onto an interposer,
the 2.5D system-in-package [106] delivers improved bandwidth and reduced power

consumption, accelerating IC fabrication.

The vast majority of proposed 3D integration technologies are essentially 2D
including TSV-based (3D by vertically stacking 2D) and interposer-based (2.5D by
laterally assembling 2D), as the active part, the logic or memory unit, is constructed
on the bottom of the stack due to the high temperature required for conventional
FET processing [107]. Monolithic 3D integration delivers a truly 3D system by
building all components directly over a previously fabricated layer in a single process
flow. In 2010, world’s first monolithic 3D field-programmable gate arrays by stacking
26 Mb SRAM over CMOS was reported, featuring nine layers of Cu interconnects
[108]. A capacitor-less DRAM with retention more than 400 s was reported to
show feasibility of 3D monolithic DRAM in 2020 [109], followed by a 3D monolithic
DRAM of 1 Mb was devised recently with two stacked memory layers, operating

with read and write time of 60 ns and 50 ns, respectively [110].

Monolithic 3D integration is naturally capable of ultradense integration and is
projected to be promising for coming generations of applications, providing the
means for both performance enhancement and power reduction that lie beyond the
scope of conventional computing. Despite a growing number of research efforts on
various aspects of monolithic 3D integration |[111], as a cutting-edge approach, key

challenges in different levels must be overcome to unleash its full potential, and
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commercial monolithic 3D products do not yet exist.

2.2.5.2 Emerging Memories

A myriad of intriguing innovations have been attempted to replace some traditional
memory technologies. Figure 2.22|a)-(d) highlights the cell structure for four
major emerging NVMs: Phase change RAM (PRAM)), ferroelectric RAM (FeRAM),
resistive RAM (ReRAM) and magnetoresistive RAM (MRAM). In PRAM cells,
data are stored in the phase-change material and differed by high or low resistance
status. FeRAM, which is constructed from one transistor and one capacitor (1T1C)
structure, retains information with its polarization in the ferroelectric layer. ReRAM
cell contains one transistor and one resistor (1T1R), and the data is stored by
the resistance of the resistor. With respect to spin-transfer torque MRAM (STT-
MRAM), the memory cell features one transistor and one magnetic tunnel junction
(ITIMTJ) structure, and the binary values are distinguished by the parallel or anti-
parallel orientation of two magnetic layers in the cell. All four emerging memories

are non-volatile and have non-destructive readout.

Figure 2.22: Memory cell structures for (a) PRAM, (b) FeRAM, (c¢) ReRAM and (d)
STT-MRAM. BL and WL correspond to the bitline and the wordline, respectively.

Phase Change Random-Access Memory
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Phase change memory presents low resistance when in a crystalline state and
high resistance in an amorphous state. Such an order-disorder transition can be

used for binary values storage.

In 1968, Stanford R. Ovshinsky observed the memory behaviour in a disordered
structure of SijpTeygAs30Gerg where the retention of switched low-resistance state
can be maintained in the absence of current and this is reversible [112]. In 1973,
Ron G. Neale and John A. Aseltine reported a 256-bit array for computer memory
built with phase-change material in the form of a four-element glass [113]. PRAM
was projected to be scaled to 22 nm node [114], and was verified in 2011 by a
PRAM cell array fabricated with 20 nm-node featuring 4F? cell size [115]. Later
developments were focused on reliability and stability concerning the endurance,
thermal cross-talk, etc |[116]. The majority of technologically useful materials for
PRAM are chalcogenides such as GeaShyTes. PRAM has regained its focus due to its
potential in neuromorphic non-von Neumann computing [117-120], i.e. in-memory
computing (IMC).

Albeit its advantageous scalability over flash memory and advancements in both
material and technology [121H124] over the past decades, only quite a few commercial
products were released, such as Micron Numonyx [125] and Intel Optane memory
[126]. Challenges including the heating energy [127] and the drift of the amorphous
state [128] remain in PRAM application.

Ferroelectric Random-Access Memory

Ferroelectric memory stores binary values by two stable polarization states which
can be switched from one to another by applying an electric field. This is attained by
the non-centrosymmetric crystal structure of ferroelectric material. For the instance
with HfO,, depending on the polarity of the externally applied electric field that is
larger than coercive field, there are two possible positions of the oxygen atom in the

crystal lattice, shifting up or down can be stored for 0’ and '1’.

The ferroelectric phenomenon was first identified in 1920s in Rochelle salt by J.
Valasek [129]. In 1963, J. L. Moll and Y. Tarui’s experiment on ferroelectric FET on
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CdS substrate [130] marked a milestone on the way to memory application, followed
by further demonstration of memory operation with BisTi3O15 on a Si substrate
[131]. Later attempts of the applications of ferroelectric films to realise NVMs
can be traced back to 1960s, but only became feasible in the 1980s when the film
deposition technology advanced to reduce the coercive voltage required to the level
for computing [132]. In 2019, FeRAM with endurance >10'! cycles,switching speed
<100 ns and operating voltage 4 V was demonstrated [133]. An expanding number
of materials have been demonstrated by experiment or predicted by simulation for
FeRAM application including hafnium-zirconium oxide[134], inorganic ferroelectrics
such as lead zirconium titanate [135] 136], barium titanate [137] |138] or strontium
bismuth tantalite [139, |140], and organic ferroelectrics such as polyvinylidene
flouride [141} 142]. As a contender to challenge conventional memories, FeRAM

stand outs with its lowest write energy of ~ 107'% J per bit [143].

Notwithstanding all the progress [144} |145], apart from memories with limited
capacity in MB such as EXCELON from Infineon [146] and RAMXEED from Fujitsu
[147], FeRAM remains a small part of the overall memory market, especially on free-
standing RAM, due to cost and difficulty of integration into current manufacturing

processes.
Resistive Random-Access Memory

Resistive random-access memory (ReRAM) features a memory cell that relies
on the high-resistance state and low-resistance state to store binary values. The
transition is achieved by the changing of the conductive path which is usually
a filament formed by either oxygen vacancies in the oxide or metallic ion in the
electrode. The transition from the high-resistance state to the low-resistance state

is the set operation and the reverse direction is defined as the reset operation.

Although the earlier studies on voltage-induced resistance change can be dated
back to the 1960s [148, [149] on metal oxides. The ReRAM gains rapid progress and
advancements in the 2000s [150} 151]. The first ReRAM array was demonstrated
using 0.5 pm CMOS process in 2002 [152]. Later in 2001, a HfOo-based ReRAM was
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fabricated with an area of 10 x 10 nm? [153]. A TaO,-based 2 Mb 40-nm ReRAM
was reported with 10 years’ retention in 2015 [154]. The BEOL compatibility of
ReRAM shows its advantage for low cost ReRAM-CMOS integration [155].

Numerous efforts have been made in ReRAM research and development in the
last few decades but the commercial adoption of ReRAM remains limited, with a few
products available, such as ReRAM from RAMXEED [156]. Despite forthcoming
challenges, ReRAM is expected to distinguish itself in the emerging wave of machine

learning (ML) advancements that emphasize energy efficiency.
Magnetoresistive Random-Access Memory

Information is stored by charge in conventional semiconductor memories, while
spintronics [157), [158] exploits the spin of electrons for data processing and storage.
Spintronics-based memories are NVM technologies, where information is stored by
the magnetization direction of magnetic layer in the cell, featuring a magnetic tunnel
junction (MTJ). Two mainstream technologies, STT-MRAM and spin-orbit torque
MRAM (SOT-MRAM), have been intensively researched in an effort for a fast and
NVM to replace conventional DRAM technology.

The discovery of giant magnetoresistance [159, 160], the invention of magnetic
tunnel junctions TMJs [161},162], and the prediction of the spin-transfer effect (STT)
[163, |164] paved the way for modern MRAM technology development. Recently,
remarkable progress has been made in MgO MTJs-based STT-MRAM including
demonstration of CMOS integration [165], 8 Gb STT-MRAM of perpendicular MTJ
for 10 years retention |166] and Pt-based SOT-MRAM [167H170].

In terms of the industrialization of MRAM devices, STT-MRAM finds its place in
niche market such as embedded memory and limited products such as STT-MRAM
product from Everspin [171] and Avalanche [172], also announcements from Intel
[173], Samsung [174, |175] and Global Foundries [176] proved its huge potential. In
spite of ongoing advancements [177, [178| in this actively researched field, MRAM
continues to encounter significant bottlenecks in the translation of basic research

into microelectronic technologies.
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In-memory computing

Despite considerable efforts in memory package improvement, new memory
technolgies, even the optimizing memory performance by approaches such selector-
only memory for compute express link [179], there is evidently increasing disparity
between the speed of memory and processing units which is particularly significant
in date-centric workloads such as artificial intelligence (AI). IMC offers an alternate
route for higher performance by energy-efficient computation within memory [180],
rather than inefficient data movement that is time and energy costly when it comes

to massive data operation: the von Neumann bottleneck |181], i.e. memory wall

[182, [183].

(a) (b)
Chip
Processing unit | |Conventional memory Processing unit | | Computational memory
Bl| d_ALU fq) d_ALU. fd)
@ | Result:f(d)[ ] Data:d Command}f(d)
Bus | | Bus
von Neumann architecture IMC

Figure 2.23: Illustrative comparison between (a) von Neumann architecture and
(b) IMC where the data is processed within the memory unit. ALU stands for the

arithmetic-logic unit. d, the data.

The side-by-side comparison in figure [2.23| explains the difference between von
Neumann architecture and IMC structure. Using an IMC approach, much fewer data
transfers are needed and it is more energy efficient. As shown, the data movement
is minimized within the chip or die, eliminating the massive data traffic via the bus
in a conventional architecture. Inside computational memory, certain, usually fixed,
algorithms are performed with massive data, by an arithmetic-logic unit (ALU).
This has huge potential for memory intensive tasks driven by AI and ML, where
latency in accessing data is a key performance bottleneck. For instance, a typical 32-

bit integer ALU operation consumes < 1 ns time and 0.1 pJ energy while the off-chip
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memory data access costs 50 ns and > 1 nJ energy in conventional von Neumann
architecture [184]. Another example is the edge computing, a convolution neural
network in AT requires billions of multiply and accumulate (MAC) operations, much
higher energy efficiency can be expected from IMC [185] and has been demonstrated
with a tera operations per second per watt of 78.4 [186].

There has been a rising surge of interest in IMC [187], and both charge-
based memory [188-190] and resistance-based memory [191-193], including the
four emerging memories mentioned, have been exploited for IMC [194] and the
architecture evolution has proven its advantages. However, a key disadvantage
coming with the IMC is that the lack of flexibility in the algorithm, the ALU
and MAC are specialized for certain workloads (optimised for AI) and become less
efficient when dealing with task beyond that. Another important factor to take into
account is that, as it is for MAC in AI, IMC algorithm is analogue, there is the
overhead of analogue to digital and digital to analogue conversion. For instance,
the ReRAM crossbar arrays implemented in IMC perform the MAC operation in an

analogue manner based on Ohm’s and Kirchhoff’s laws [195, [196].

2.3 ULTRARAM™

A diverse range of research involving several NVMs to replace DRAM and NAND
flash market were seen over the past decades. Table summarizes the key
parameters of ULTRARAM™ and four viable contenders from emerging memories:
PRAM, FeERAM, ReRAM and STT-MRAM.

The leading competitors in the long term for NVMs are FeERAM and MRAM that
are supposed to replace NOR flash, and are commercially successful but still with
limited available products in niche markets. Nevertheless, all emerging memories
currently maintain a relatively small memory market presence [202]. It’s perceived
that there is a trade-off between information alter-ability and robust data retention,

but the pursing of a so-called 'universal memory’ continues unabated, this is where
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ULTRARAM™ makes a difference, offering higher energy efficiency but at no
sacrifice of performance. The target values for endurance and switching voltage in
ULTRARAM™ are derived from experimental results. With further optimisation
of the dielectric growth process, these parameters have the potential to be further
enhanced. Retention, switching energy, and switching speed targets are based on
simulations conducted at 20-nm gate dimension. In principle, these targets are
attainable upon the completion of nanometre-scale integration. The cell size target

is intended to inform future array design considerations.

ULTRARAM™
Memories PRAM FeRAM ReRAM STT-MRAM
(target)
Endurance
> 109 > 1015 > 106 1012 - 10'° > 107
(cycle)
Retention
> 10 > 10 > 10 > 10 > 1000*
(year)
Switching
<4 < 3.3 <3 < 1.5 < 2.5
voltage (V)
Switching
10—11 _ 10—9 10—13 _ 10—12 10—11 _ 10—10 10—13 _ 10—11 10—17**
energy (J)
Switching
10 - 400 10 - 80 10 - 50 10 - 50 < 1**
speed (ns)
Cell size
4-100 12 - 65 4-16 6 - 50 4-6
(F?)

Table 2.4: Representative metrics of emerging memories |7}, |143} [197-201]. * from

the extrapolated data; ** from simulation based on 20-nm node.

ULTRARAM™ works similarly as flash where data are represented by the
charges in the floating gate. However, there is no oxide barrier in ULTRARAM™
where the TBRT is used for charge blocking. Figure shows the calculated band
diagram vertically through the structure of the first conceptualised ULTRARAM™
in the absence of gate bias [5]. As shown in figure [2.24] accumulated electrons/holes
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Figure 2.24: Calculated band diagram of the first conceptualised ULTRARAM™
structure. E, the confined energy level; QW, the quantum well; FG, the floating
gate; U2, the probability densities for the position of the electrons in the QWs. The

densities of electrons and holes are plotted on the right axis [5].

are observed at the InAs/GaSb interface, but the electrons in the InAs channel are
not confined to this interface, resulting in a significant electron density across the
entire InAs channel. Thus, the conductance of the channel is primarily influenced by
the electrons in InAs. The intrinsic InAs in the floating gate is isolated from the InAs
channel by a 15-nm AISb barrier layer, while two InAs quantum wells with triple
AlISb barriers act as a resonant-tunnelling barrier between the floating gate and the
InAs control gate. Therefore, in ULTRARAM™ memories, the electrons stored in
the floating gare are isolated by a notably large conduction-band discontinuity with
AlSb. Due to the different thickness of two quantum wells, the confined energies in
two InAs wells are dissimilar, and both states are higher than the control gate level.
The confined levels in floating gate are also below two quantum states. With such
configuration, when there is no bias applied, the passage of electrons from floating
gate to control gate, or vice versa, is blocked, which means non-volatility is achieved.
Similarly, when there is an appropriate gate bias applied to align the confined levels,

the TBRT can be transparent for the passage of electrons, such that the erase and
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write operation are achieved. The read operation is done by sensing the channel
current to discern the binary states, as the presence of electrons in the floating gate
depletes carriers in the underlying InAs channel, resulting the reduced conductance
in the channel. With transient simulations, a switching time of less than 1 ns and a
switching energy of 1077 J are expected at 20 nm feature size of ULTRARAM™,
as a result of the combination of both small floating gate capacity and low switching
voltage through TBRT [7]. In this study, due to the limitation of the lithography
machine, the target of the scaling is set to 50 nm for the gate dimension, which is

the smallest feature can be achieved by the e-beam lithography.

2.3.1 Multiple-Barrier Resonant-Tunnelling

Different to FN tunnelling in flash, resonant tunnelling phenomenon occurs through
a resonant state in a quantum well, enhancing the tunnelling probability. The
fundamental requirement is quantization by spatial confinement [203]. However, it
is perceived to be difficult to realize experimentally due to structural fluctuations in

both the potentials and the thicknesses [204, 205].

Figure 2.25: (a) Band diagram and (b) corresponding positions in I-V characteristics
of a double-barrier resonant tunnelling structure. The current peak in the I-V curve
occurs when the emitter level is aligned to the quasi-bound level in the quantum

well.

Figure depicts the band diagram of a resonant tunnelling structure and its I-

V characteristics, whereby a negative differential resistance (NDR) can be observed.
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As shown in figure M(a), the band structure consists of two tunnelling barriers
enclosing a quantum well. For particle in a box with infinite wall, the confined
energy is given by
2 252

B, = % (2.4)
where F,, is the energy of the nth level, n is the principle quantum number, A is
the reduced Planck’s constant, m is the mass of the particle confined in the well
and L is the width of the well. Doped contacts form a Fermi sea of electrons on
both ends of barriers. At a lower bias, a small current flows due to non-resonant and
scattering assisted tunnelling, leakage current through surface states and thermionic
emission over the barriers, as shown in the first increase in the curve. When the
bias is increased, the emitter level rises relative to the resonant energy level in
quantum well. Electrons incident from emitter traverses the barrier to collector
side near the resonant level, current reaches maximum when the conduction band
from left contact is aligned to the resonant level and the most electrons tunnel from
the emission region into the resonant level in quantum well. With further higher
bias, the resonant level falls below the conduction band of emitter region, thus the
current will be reduced, leading to the NDR behaviour observed. At even higher
bias, background effects will dominate, and the current ramps again, behaving like
a conventional resistor, as shown in figure 2.25|(b).

In terms of triple barrier resonant tunnelling [206], an additional barrier is
introduced, forming a structure with two quantum wells sandwiched by three
barriers. It can be treated as a pseudo double barrier, taking two barriers on
one side as a single thicker barrier [207]. With respect to the case of asymmetric
quantum wells, dissimilar discrete energy levels are generated in two wells. In
principle, peak current occurs when both confined levels in quantum wells are in
resonance. However, calculations show that current flows when there is alignment
with just one quantum well level. Two resonances have been observed corresponding
to resonant tunnelling via the ground states of the two quantum wells [208]. Figure

[2.26] shows band diagram and corresponding current-voltage characteristics plot for
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triple barrier resonant tunnelling with different well thickness, assuming one confined
level for each quantum well. The bound state in the wider quantum well is lower
than that in the narrower well. Two peaks associated to the band alignment to two
bound states in the quantum wells can be seen as a variation of doublets splitting
in symmetric wells [209]. Asymmetric barrier can cause charge accumulation under
certain conditions [206]. For the I-V curve, tunnelling current occurs at two resonant
current peaks, excess current is the smooth background that makes the valley current
non-zero. For higher voltage, after the second peak, i.e. the alignment to the second

confined level, thermionic current mainly contribute to the rising current.

Figure 2.26: (a) Band diagram and (b) corresponding positions in I-V characteristics
of a triple-barrier resonant tunnelling structure with asymmetric wells. The current
peak in the I-V curve occurs when the emitter level is aligned to one of the quasi-

bound levels in the quantum wells.

In resonant tunnelling, a particle can pass through a potential barrier structure
with high probability when its energy matches the quantized energy level of a
quantum well between the barriers. Resonant tunnelling is a specific type of
quantum tunnelling where the tunnelling probability is significantly enhanced due to
the alignment of the particle’s energy with the energy levels in the barrier region. A
particle through a single potential barrier can be described by solving the time-

independent Schrodinger equation. The transmission coefficient for an electron
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across a single potential barrier can be expressed as

Vo?sinh?(ka) -

where
k=+2m*(Vo — E)/h, (2.6)

m* is the effective mass of the electron, Vj is the barrier height, E is the electron
energy, a is the barrier thickness and 7 is the reduced Planck’s constant. For the

case of ka > 1, the approximate expression is given by
T(E) ~ exp(—2ka) . (2.7)

For the complex triple barrier situation with one dimension potential, assume the
total transfer matrix for the triple barrier system is M, which is built from the

individual transfer matrices for barriers and wells, then [205] 210]

1
— M, M, My M, Ms , (2.8)
0 R

where T and R are the transmission and reflection amplitudes. The T and R are
given by
T = My — MiyMy /Mp,, (2.9)

and

R = _M21/M22 . (210)

The transmission coefficient can be given by transfer matrix method by
T(E)=Tx*T. (2.11)

The current density is expressed by [205] 211]

em*kgT 1+ exp(pe — E) /6T
=———— | T(E,V)I dE 2.12
/ 2m2h3 / (E,V) n(l + exp(pe — E — eV)/FoBT) ’ (2.12)

where e is the electron charge, m* is the electron effective mass, kg is the Boltzmann

constant, T is the absolute temperature, 7 is the reduced Planck’s constant, T(E, V)
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is the transmission coefficient at energy E and applied voltage V, p. is the chemical
potential in the bulk emitter, E is the electron energy, V is the applied voltage across
the barriers.

In contrast to double barrier resonant tunnelling structures, TBRT offers
significantly enhanced control over tunnelling dynamics. The introduction of a
third barrier facilitates more precise modulation of tunnelling rates and energy
levels, thereby enabling superior regulation of charge transport. Compared to
their double barrier counterparts, TBRT affords an additional degree of freedom in
modulating the tunnelling current, which is particularly advantageous for tailoring
device performance. A better peak to valley ratio than that in the double barrier
structure has been reported in TBRT [212]. Moreover, the presence of the third
barrier serves as an effective blocking layer, which enhances the suppression of
parasitic or unintended tunnelling currents—an essential feature for ensuring charge
retention in memory applications. Furthermore, the incorporation of this additional
barrier contributes to a reduction in leakage current, thereby lowering power
consumption and improving the non-volatility of memory devices. The enhanced
structural complexity also offers greater flexibility in engineering the tunnelling
characteristics [213]. For instance, parameters such as barrier height and width,
along with material properties, can be tuned to optimise the device’s performance

for specific applications.

2.3.2 Primary Triple-Barrier Resonant-Tunnelling Design

ULTRARAM™ works on the concept of triple barrier resonant tunnelling where the
unique TBRT structure is obtained by utilising the conduction band offset between
InAs and AlSb. The simulations of the primary TBRT design of ULTRARAM™,
conducted using nextnano software, are discussed herein to provide a fundamental
understanding of the device structure.

Figure (a) depicts the calculated energy band diagram of the TBRT region
with standard configuration of InAs quantum wells and AISb barriers at 300 K. The
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band offset between InAs and AlSb forms the three conduction barriers i.e. triple-
barrier, for the electron transport. The density of states plot shows three different

confined energy levels within two quantum wells at zero bias condition. The lowest

E1, then E2 and the highest E3.
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Figure 2.27: (a) Density of states as a function of position and (b) transmission as
a function of energy for primary TBRT design. E1, E2, E3 are resonant levels in

the quantum wells.

The discrepancy of the first two lower resonant levels in the InAs quantum wells
are from the asymmetric quantum well thickness which helps to enhance the charge
blocking capability of NVM. In principle, a greater degree of asymmetry enhances
the charge-blocking capability at zero bias, as it suppresses resonance and thereby
inhibits tunnelling. However, excessive asymmetry can lead to an undesirable
increase in the program/erase voltage, as a stronger asymmetry necessitates a
higher applied bias to achieve resonance. This introduces a fundamental trade-off
between effective charge blocking and the required switching voltage. The minimum
acceptable degree of asymmetry can be determined by considering two factors:
thermal excitation and the energy broadening of the confined states. Thermal
excitation is on the order of kT, while the energy broadening, denoted by I', reflects
the resonance width of the quantised states. As illustrated in Figure 2.27|a),
the confined levels E1 and E2 are broadened in energy due to elastic scattering

mechanisms, including interface roughness, alloy disorder, and charged impurities.
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To ensure the minimal necessary asymmetry, and assuming the resonance width
is symmetric about the confined energy level E, the lowest permissible degree of

asymmetry may be estimated from
r r
E2—-F1l————— KT =0 (2.13)

where I'y is the resonance width for the confined level in the first quantum well,
I’y is the resonance width for the confined level in the second quantum well, £ is
the Boltzmann constant. Due to the high energy level of E3 which, in practice, is
irrelevant to the tunnelling process in the memory operation, resonant tunnelling
in ULTRARAM™ happens only when the energy level of the injected electrons is
aligned with either of the lower levels (E1 or E2), making barriers transparent for
electrons to tunnel through. The tree peaks in figure 2.27[(b) of the transmission
curve correspond to three resonant levels in figure (a) where the energy of
injected electrons matches the quasi-bound state level in the well at around 0.45

eV, 0.55 eV and 1.97 eV, respectively.
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Figure 2.28: Simulated transmission of the TBRT structure as a function of energy
at low temperatures. A higher transmission is observed at a lower energy for all

resonant peaks.

Figure displays the energy resolved transmission result for the same primary

configuration, but at lower temperatures, to investigate the performance of the
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TBRT operation. Resonant levels shift to lower energy and higher transmission
coefficients are observed for both two simulated temperatures (2.5 K and 10 K) which
can be credited to the lower conduction band offset of InAs/AlSb heterojunction
at lower temperatures, implying the feasibility of ULTRARAM™ for cryogenic

applications, with lower program/erase voltages.

Figure 2.29: (a) Linear and (b) logarithmic plot for current-voltage characteristic for
primary design of the TBRT in forward direction biasing, showing resonant peaks
with NDR effect. The filled boxes represent the alignments to relevant resonant

levels in the quantum wells.

To study the transport across the TBRT, a varying electric field was applied
to the structure by a sweeping voltage across the two contacts. Both forward and
reverse bias were simulated to examine the programming and erasing operations
of ULTRARAM™. Due to the asymmetric quantum well design, an asymmetric
current-voltage characteristic is anticipated for the structure. From the simulation,
an asymmetric J-V characteristic is clearly observed in figure [2.29) and figure [2.30]
as well as the NDR features following the resonance peak in both directions at
300 K. With applied voltage, the (quasi-) Fermi level and the resonant levels
change, and the applied electric field will change the conduction band profile. As
a result, the transmission properties of the barriers can vary from totally blocking
to electronically transparent where the resonant tunnelling occurs. The cut-off in
forward bias (program) is not prominent due to the broad alignment of the resonance

condition and the narrow gap between two resonant levels. Therefore, the cut-off
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only produces a narrow valley in the J-V characteristic, leading to a maximum peak
to valley ratio of 134, as shown in [2.29(a)-(b). In the reverse bias direction (erase),
as plotted in as shown in [2.30a)-(b)the asymmetric quantum well design provides a
wider valley due to cut-off from band-gap blocking, producing a peak to valley ratio

of 5690.

Figure 2.30: (a) Linear and (b) logarithmic plot for current-voltage characteristic for
primary design of the TBRT in reverse direction biasing, showing resonant peaks
with NDR effect. The filled boxes represent the alignments to relevant resonant

levels in the quantum wells.

As shown in figure 2.29] the first two peaks at the lower bias seen in forward
direction sweeping are generated by the ballistic transport when states from the
left contact are in resonance with the quantum well resonance states. This is
due to the simplified one-dimension geometry used in the simulation, and is not
the circumstance for the real ULTRARAM™ devices [6, 214]. Thus, all ballistic
transport when the chemical potential of either contact is aligned energetically with
one of the quantum well states do not contribute to the programming or erasing
operations. This applies to the first peak for reverse direction as well, as shown
in figure 2.30, The filled region marks the resonance peaks that contribute to the
ULTRARAM™ operation and corresponding locations. In the forward bias plot
in figure [2.29] the peak with reduced intensity between two major resonance peaks
represents the middle of the alignment transition is where the contact state is raised

halfway from the lower quansi-bound to the higher one, and the contribution of
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current from both resonant levels forms the transition peak.
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Figure 2.31: Simulation plots for two resonance conditions in forward biasing
direction. (a) Density of states and (b) current density at 1.21 V. (c¢) Density
of states and (d) current density at 1.45 V.

Figure [2.31[(a)-(d) provides more details about the resonances at forward bias.
In figure [2.30] the first resonance occurs at 1.21 V when the confined state in the
second quantum well is aligned energetically with the triangular quantum well state
in the left contact. From figure [2.31](a), one can see that the lower confined level
in triangular well is aligned to the lower confined level in the second InAs quantum
well. The current density in figure (b) shows the electrons injected from the
left contact scatter into the triangular quantum well state in the channel and then
tunnel through the triple barrier into the floating gate to the right contact. For
resonance at 1.45 V in forward direction, as shown in figure [2.31c), the scattering
causes a capture of electrons in the triangular quantum well, then the alignment
between the state in triangular well and the confined level in the first InAs quantum

well produce the tunnelling current through the first two barriers. As seen from
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figure (d), the tunnelled electrons scatter in the second quantum and lose energy
before making way to floating gate. These two resonance conditions dominate the
tunnelling process for ULTRARAM™ memory programming operation. The current
density peak between two quantum well resonance marks the transition between two

major alignments during voltage sweeping.
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Figure 2.32: Simulation plots for two resonance conditions in reverse biasing

direction. (a) Density of states and (b) current density at -0.937 V. (c¢) Density

of states and (d) current density at -2 V.

Position resolved density of states and current density data for the TBRT in
reverse bias direction are shown in figure [2.32(a)-(d) which explains the mechanism
for erasing operation of ULTRARAM™ memory. Figure [2.32(a)-(b) corresponds to
the resonance at -0.937 V in reverse direction shown in figure|2.30, where the confined
level is aligned energetically with the quantum state in the first InAs quantum well.
Figure (b) shows that the tunnelling current is from the quasi-bound state in the
triangular quantum well that is formed next to floating gate. In the floating gate

layer, inelastic scattering causes the triangular well to be filled with electrons of
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higher energies from the right contact. Electrons tunnel across the triple-barrier to
form the tunnelling current. For the second resonance peak in reverse direction that
occurs at a higher bias voltage (-2 V), similar scattering events cause the occupation
of the triangular quasi-bound state which is aligned to the higher energy state in
the second quantum well of the TBRT, producing a direct tunnelling through the
triple-barrier, as shown in figure [2.32)(c)-(d).

2.3.3 ULTRARAM™ Fundamentals

InAs/AlSb heterostructure and the TBRT

ITI-V compound semiconductors are a family of materials formed from elements
of group III (B, Al, Ga, In) and group V (N, P, As, Sb) in the periodic table. An
explosion of combinations of III-V elements have been produced and investigated
[215-217], in binary, ternary [218|, quaternary or even quinary form [219]. III-V
semiconductors are found in a broad range of technologies due to their superior
properties. In particular, higher mobility III-V semiconductors allow transistor to
operate at higher speed than conventional doped silicon, and are potential candidates
for outperforming the well-established Si CMOS [220-222].

Figure [2.33[(a) depicts the band structure for InAs at 300 K, showing valleys at
I', L and X point. The direct band gap at I' point E, or Er is around 0.35 eV [223].
Ep at L is 1.08 eV, gap at X point is 1.37 eV and Ego = 0.41 eV. InAs has a zinc
blende crystal structure, as shown in figure (b), with a lattice constant of 6.06 A.
AlSb shares the same lattice structure with InAs but with a lattice constant of 6.14
A. The indirect bandgap of AlSb is around 1.6 eV whereas the direct bandgap at T’
is 2.22 eV at 300 K. The extraordinary properties of ULTRARAM™ are achieved
by the TBRT which is built with alternating InAs/AISb heterostructures [§]. As
shown figure 2.34(a), the ULTRARAM™ cell structure is similar to conventional
flash memory, but the traditional charge blocking layer, i.e. the tunnelling oxide,
is replaced by the TBRT. The unique TBRT incorporation into ULTRARAM™
delivers a low switching voltage of 2.5 V (lower than flash by factors of 10) for

20



2.3. ULTRARAM™

memory operation where the triple barrier becomes transparent to electrons. At
scaled dimensions, with small capacitance, the low-switching energy E is achieved
in ULTRARAM™ by

E = %CVQ, (2.14)

where C is the capacitance of the TBRT between channel and floating gate, and V is
the switching voltage, respectively. Thus, the combination of low-switching energy
and non-volatility are available at same time. Moreover, low-voltage operation
provides advantageous endurance performance over conventional flash with more

than 107 cycles with no degradation [9).

Figure 2.33: (a) Diagram of band structures of InAs and (b) its {001}, {110} surfaces

of zinc blende lattice. The grey box outlines the conventional unit cell.

Within the TBRT structure, the periodically inserted AISb layers gives a barrier
height of approximately 2.1 eV [225] between InAs wells. As the vertical transport,
i.e. the tunnelling, is mostly I' like [226], without the need of phonon interaction, the
conduction band offset of InAs/AISb heterojunction is 2.1 eV which is calculated
based on the direct gap at I' point rather than the indirect band gap of AlISb.
InAs and AlSb are from the 6.1 A family [227] that has lattice around 6.1 A, and

are selected based on the band offset and similar lattice constant to minimize the
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interface mismatch, as shown in figure 2.34(b). The band offset between InAs and
AlSb enables the barrier construction of TBRT and the lattice constant matching
makes it a pragmatic combination for growth design. The lattice constant of GaSh
(6.1 A) is between InAs and AlISb and it explains why GaSh is used underneath
the InAs channel in the ULTRARAM™ layer configuration, and as the (virtual)
substrate.
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Figure 2.34: (a) Illustration of ULTRARAM™ structure and (b) plot of III-V
compounds energy gap as a function of lattice constant [224].

Challenges and scalability

The first prototype device of ULTRARAM™ was devised with the TBRT
sandwiched between the floating gate and the control gate , due to the gradual
device degradation caused by the hole current vertically through the device, the
refined layer structure was introduced where the TBRT is placed between the
floating gate and the channel. Given the fine structure of the TBRT, which consists
of layers with thickness of down to a few nanometres, simulations concerning
the layer variation during MBE growth were performed to verify the robustness
of the TBRT against growth fluctuation and error . However, the interface
disturbance, such as alloying, which is more representative of the actual conditions
observed in TEMs of the as-fabricated ULTRARAM™ devices, was not considered

in the simulation.
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Over the long term, silicon has been proven as the basic material for ICs [13] and
technology partly due to its abundance, suitable native oxide and cost. Recently,
following the successful fabrication of ULTRARAM™ on GaAs substrate [§], for
the consideration of cost-efficiency and large-scale production, ULTRARAM™ has
been demonstrated on Si substrate [9] as the latest ULTRARAM™ development,
showing an extrapolated retention times of more than 1000 years and degradation-
free endurance of over 107 cycles. With introduction of asymmetric program/erase
voltage (due to the asymmetric wells in the TBRT), a more stable memory window
of ~ 20 pA on devices with gate dimension of 20 um was achieved during < 10 ms
program /erase operations, showing less current drifting. Although high performance
was obtained, further improvements on epitaxy and refining of the fabrication
to reduce the device-to-device variation is required. In addition, a gate leakage
issue emerged as a result of the processing method employed. In particular, the
demonstrated devices were fabricated using the wet-etching method which is not
applicable for future scaling work.

As a viable candidate to rival conventional memories, given the competitive
environment in the memory industry, it is a prerequisite that ULTRARAM™ be
scaled enough before its adoption to massive production. Current demonstration
is limited to around 20-um gate dimension which is far behind the industrial
progress in DRAM [228] or NAND flash [229]. Also, ULTRARAM™ is expected
to be advantageous over DRAM once it’s scaled down to nm-scale [7]. Despite all
the superior properties demonstrated and predicted, a scalable design and reliable

fabrication are essential to speed up the development of ULTRARAM™.
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Research Methods

3.1 Epitaxial Growth

A molecular-beam epitaxy (MBE) system is a vacuum evaporation apparatus to
grow artificially structured materials, exploring physical and chemical properties
of films that do not exist in nature. These multilayer structures are prepared
with alternating deposition with the state-of-the-art technique of MBE in ultra-
high vacuum (1078-107'? Torr) where atomically precise control of thickness and
composition is achieved. Figure illustrates a typical MBE chamber with in-situ
reflection high-energy electron diffraction (RHEED).

To grow layers on a substrate, the material to be deposited is sublimated from
effusion cells in the form of molecular beams incident upon a substrate that being
heated and rotated. Eventually, epilayers are finished by building up these orderly
layers of molecules in a sequence. Source materials are contained in effusion cells
that have shutters covering them to enable the control of deposition. The heater
system in these cells can be resistive filament heating using refractory material such
tungsten or by electron-beam heating. For the instance of indium source material,
as an example, a temperature over 700 °C is required to achieve a suitable flux which
can be done by resistive filament heating.

Once the elemental molecules reach the surface, depending upon the substrate
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temperature, the deposition rate and available surface energy, there are several
scenarios of the deposition: physisorbed, chemisorbed or diffused to promoting
growth. Three crystal growth modes can be defined in MBE growth: Frank-van
der Merwe, Volmer-Weber and Stranski-Krastanov [230]. Figure [B.2|(a)-(c) depicts
three growth modes, where Frank-van der Merwe is more of a layer by layer mode

while Volmer-Weber is island growth and Stranski-Krastanov is between them.

Figure 3.1: Simplified schematic of an MBE growth. Elements from effusion cells are
sequentially controlled to be deposited onto the target substrate in a high vacuum

condition with RHEED monitoring the real-time thickness.

Major variables such as flux rate, III-V ratio, substrate temperature and
source temperature can be adjusted independently and monitored to get higher
quality of growth. For instance, growing III-Sb semiconductors usually requires
maintaining low substrate temperatures as antimony is readily desorbed from the
surface at larger temperatures. Generally speaking, higher temperatures result
in more highly ordered material but with non-sharp interface due to intermixing
while lower temperatures generate more abrupt interfaces higher in quality, whilst
the lower mobility of atoms introduces more point defects into the layer. In this
work, the wafers used for memory fabrication were grown using a Veeco GENxplor
MBE machine by Dr Peter Hodgson from the Department of Physics at Lancaster

University .
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(a) Frank-van der Merwe > g

(b) Volmer-Weber > g

(c) Stranski-Krastanov

Figure 3.2: Illustration of (a) Frank-van der Merwe growth mode, (b) Volmer-Weber

growth mode and (c) Stranski-Krastanov growth mode.

3.2 Fabrication

3.2.1 Optical Mask Lithography

Lithography is the foundation of semiconductor manufacturing. In a lithography
process with positive photoresist, light is projected through the mask, causing
the photoresist to be exposed in certain areas, the pattern is then transferred to
the sample after a developing procedure in which exposed region is dissolved by
developer. In a typical chip-making process, lithography will be repeated multiple
times, laying patterns on top of patterns.

Optical mask lithography is the most established technology nowadays in
semiconductor industry, ranging from UV, deep UV to the most advanced extreme
UV technology which can generate the minimum feature size down to a few

nanometres, the most feasible method for high-volume manufacturing.

Figure |3.3| shows the process of an optical mask lithography done with a mask
aligner. In a standard optical mask lithography process with positive photoresist,
sample is first spin-coated with photoresist that is sensitive to UV wavelengths,
then the sample is mounted to the mask aligner to be in tight contact with mask
that contains the pattern to be transferred onto sample, followed by the exposure

to light for a few seconds during which the changes in the chemical structure of
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photoresist makes the exposed region more soluble to the developer. Once the
exposure is completed, the sample is put into developer to remove exposed areas, and
afterwards the pattern is formed on the chip by photoresist left on the chip. Usually
this is followed by subsequent steps like etching or evaporation for processing. In
the context of multiple-exposure lithographic processes, alignment marks of varying
scale and geometry are essential to ensure high overlay accuracy, both in terms of
lateral positioning and rotational alignment. For example, crosses are common for
overlay measurement and L-shaped marks offer better resistance to distortion. Such
marks facilitate precise layer-to-layer registration, which is critical for maintaining
structural integrity at nanometre-scale resolution. Regarding the case with negative
photoresist, the exposed region becomes polymerised by light and the rest of chip
is more soluble during developing process, leaving the exposed region to replicate
the pattern from the mask. Photoresist, spin-coating, baking, exposure time and

post-exposure developing process can affect the quality of lithography.

Figure 3.3: Schematic of an optical mask lithography process with mask aligner.
The sample covered by photoresist is first in touch with mask and then exposed
to UV light, the pattern is transferred onto the developed sample after developing

process.

In this work, a SUSS MJB4 mask aligner with 365 nm and 405 nm light sources
and s SUSS LabSpin6 spinner are used for UV lithography. A quartz mask is used
for patterning. Photoresists including MicroChem lift-off resist (LOR) 3A lift-off
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photoresist, Microposit S1813 G2 positive photoresist and MicroChem polymethyl
methacrylate (PMMA) 495 A4 are used. Microposit MF-CD26 and MF-319 are used
interchangeably for developing. Miccroposit Remover 1165 is used for photoresist

removal or residual cleaning.

3.2.2 Laser Writer

Lithography with a mask aligner is restricted to a fixed pattern and becomes
disadvantageous for developing work where rapid-prototyping and regular changes
are required. The direct-write laser (LW) writer lithography process remains the
same as with general lithography but uses a different method of exposure. Figure|3.4
shows how the UV lithography pattern is exposed without any mask. A moving laser
spot is scanned over the pattern area to write the pattern for exposure, eliminating

the use of an optical mask.

Figure 3.4: Schematic of lithography done with an LW. The pattern region to be
exposed is scanned by a moving laser spot, then the pattern is transferred onto the

sample after developing procedure.

Using a movable scanning laser, the LW is able to write patterns directly onto the
sample with customized shapes every time, offering much more flexibility for designs
with regular modifications from run to run as the pattern evolves, bypassing the
long process of ordering a mask. Despite the flexibility for pattern designing, LWs

are disadvantageous when it comes to large area exposures or volume production,
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compared to the mask-based technique where exposure time is fixed regardless of
pattern area. This can be optimized by setting up exposure parameters individually
for patterns with different size and area, but is still limited to some extent.

In this work, a Raith Picomaster 100 LW with 375 nm and 405 nm lasers is

employed for patterning with smaller sizes and flexible designs.

3.2.3 Reactive-Ion Etching

In semiconductor processing, the purpose of etching is the reproduction of a pattern
defined by a mask in the way that involves the removal of material by etchant.
Etching can be categorized into wet and dry, based on the state of etchant. Dry
etching utilizes plasma as etchant, which consists of a dynamic cloud of ions,
electrons and radicals. Based on the materials, a specific etching method becomes
a balance between physical and chemical mechanisms.

In the plasma-etching-system configuration of reactive ion etching (RIE),the
wafer is placed on a radio frequency (RF) powered electrode which is the bottom
plate. Since the ions are accelerated by the bias towards the wafer, RIE etching is
via the ions/radicals generated in the etching gas near the biased substrate surface.
It can be physical etching when inert gas only is used, or a combination of physical
and chemical etching when reactive gases are employed.

Figure (3.5 illustrate the process for reproducing the pattern defined by a mask
using RIE. Firstly, the etchant gases are injected into chamber which is followed by a
stabilisation stage. Oxygen plays a critical role in nearly all etching recipes, serving
as an essential gas in a wide range of etchings. Secondly. Once the pressure and flow
are stable, the plasma strikes by appropriate ignition. The region not protected by
photoresist is then exposed to plasma and etched away. Based on the etching rate,
the process is stopped at a certain time, after the pattern from the photoresist is
transferred onto sample surface eventually.

In this work, an Oxford Instruments Plasma Pro NGP80 RIE is used for all RIE
dry etching. CF,, CHF3, Os, Ar and SFg are included in the gas supply.

29



Chapter 3. Research Methods

Figure 3.5: Illustration of RIE etching. The reactive ions are dragged onto the
substrate by table bias to sputter or chemically react with the uncoated regions on

the sample to reproduce the pattern from lithography.

3.2.4 Inductively Coupled Plasma Etching

Inductively coupled plasma (ICP) etching is a widely used dry etching method in
semiconductor processing. In the configuration of RIE, there is only a single RF
power supply making it difficult to shift the process through a range of chemical
to physical mechanisms, and the plasma created in such a system is a low-density

plasma.

The fundamental process for creating ions and radicals is the collision with
accelerated electrons. To address the lack of plasma, using magnetics increases
the electron’s path to cause more collisions is an alternative approach to simply
adding more power and gas. A variation of this approach to overcome low plasma
density is ICP where a second RF power supply for wafer bias is required to control
the ion flux. ICP is a non-capacitive method to generate plasma. As shown in
figure [3.6] a coil is wrapped around the cylinder and separated from the chamber
via a dielectric window. The inductor functions as magnet in terms of creation of a
magnetic field and the oscillating magnetic field induces an electric field, and, as a
result, the electrons move in spiral paths and a higher density of plasma is generated.

With the configuration of two independent RF power supplies, a range of processes
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that span purely physical etching to purely chemical etching can be achieved in ICP.

Figure 3.6: Ilustration of ICP etching with end-point detection technique. The
introduction of the coil contributes to higher etch rate. The laser interferometry

shines and collects reflected light to make real-time etching control feasible.

Etching gases, flow, RF (bias) power, ICP (source) power, temperature and
chamber pressure are factors to be considered in terms of a specific etching, which
affects the etching from all aspects including etching rate, sidewall profile, selectivity,
surface roughness etc. Owing to the high-energy nature of ICP etching, particular
attention must be given to defect formation, surface roughness, and precise control
of etch thickness. With appropriate optimization, isotropic, directional and vertical
etches can be obtained. With regard to the III-V etching using BCl; recipe, the
etching products are all GaCl, Al, and so on. Most of the etching products are
volatile.

In this work, an Oxford Instruments Plasmalab System 100 ICP is used for ICP
dry etchings. Gas supplies of BCl3, Cly, CHy, Hs, SFg, Ar and O, are provided with
the instrument.

End-Point Detection Technique

Device performance depends on the quality of etching, especially for those with

fine features and thin layers, imposing a significant demand on etching control.
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Figure includes an end-point detection kit atop the chamber, an optical in-
situ metrology tool. Optical emission spectroscopy (OES) and laser interferometry

(single or multiple wavelengths) are mainly equipped in dry etching systems.

OES detects specific optical emission signals from the etching plasma, more
specifically, from the etching by-products, to determine the etching transition from
layer to layer. For instance, in SizNy etching, depending on the etching recipe, optical
emissions from Ny (337 nm), CN (387 nm) and N (674 nm) can be used for end-point
detection. As OES basically measures an averaged signal from whole chamber, a
relatively large sample and faster etching rate are favoured for effective monitoring.
OES offers useful information of the etching condition, this is particularly helpful
for chamber cleaning, a essential and standard process for all dry etchings. On the
other hand, since it detects emission from particular atoms or molecular species, it’s
not sensitive to in-layer thickness but the transition. Therefore, the OES technique

is mostly used for end-point detection of layer transition.

Light interferometry detection uses interferometric process for precise and
reliable control of etching on-the-fly. It works on the interference principle which
occurs when monochromatic light hits the sample surface and different optical paths
are created due to film thickness variation. This allows in-layer thickness monitoring
in real time, providing enhanced process control compared to OES which can be used
for layer transition monitoring only. Since it focuses on the layer only, no large area
is required and the selection of light spot needs to be in an unmasked region, so

manual positioning and focusing are performed before each run.

Real-time optical feedback from reflectance allows making the decision to
terminate the etching once a target layer has been removed. For example, etching
from high-reflectivity metal such as aluminium to lower reflectivity material will
give trace a drop, indicating the full removal of aluminium. For a transparent
layer etching, a sinusoidal signal is generated by optical wave interference, providing

multiple points (ripples) to end the etching accurately as desired. In this case, the
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etching depth d for one period is calculated to be
A

e

d (3.1)

where A is the wavelength and n is the refractive index of the material. For more
complicated multilayer structures grown by MBE, modelling is anticipated for the

reflectance trace analysis to guide the etching control.

Figure 3.7: Comparison between (a) simulated reflectances and (b) data obtained
from laser interferometry of a periodic GaSb/AlSb/GaSb/AlGaSb structure. The
simulation is done at 670 nm, the same wavelength used in the laser interferometry:
the two curves show good matching in terms of the number of peaks and general

shape.

Figure shows a good matching of etchings between simulation and from
laser interferometry at 670 nm wavelength. Depending on variation of recipes,
the broadness of the peak might be different due to dissimilar etching rate from
material to material. As shown in figure [3.6] a laser at a specific wavelength
impinges on the surface being etched, which reflects the ray into a detector for signal
acquisition. The mechanism for analysing the reflectance is based on the transfer-
matrix method used for electromagnetic waves through a stratified medium or in
our case, a stack of MBE-grown epilayers. In a layered structure, the reflections are

partially transmitted and then partially reflected. As the path length changes, these
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reflections can interfere constructively or destructively. Consequently, the overall
reflection of a layered structure is the sum of a number of reflections. Consequently,
the reflectance will change as the etching proceeds, enabling the endpoint monitoring
of the etching process. In a simple case, etching films that are transparent at the laser
monitor wavelength produces a sinusoidal signal due to optical wave interference,
which offers multiple stopping points to end the etch upon.

In this work, interferometry with 670 nm laser from Horiba and a multiple
wavelength interferometry with 340 nm, 365 nm & 405 nm from LayTec are used
for etching end-point detection. Simulations of reflectance for various structure are

performed using SimEtch [231] and open source package EMpy [232].

3.2.5 Atomic Layer Deposition

Dielectric deposition involves creating a film with insulating properties onto a
substrate or sample, providing gate dielectric function or as a passivation layer.

Atomic layer deposition (ALD) films are grown onto a substrate by a self-
limiting sequentially-alternating, injected gaseous precursors. Figure [3.8| explains
the sequential ALD reaction. By defining the precise number of cycles run by ALD,
film thickness can be well controlled down to atomic scale. ALD is widely used for
dielectric growth of Al,O3, HfO5 and SiOs.

Figure depicts one cycle of a typical alumina growth. Trimethylaluminium
(TMA or Al(CHs)3) and HyO are the two precursors used. Depending on the
substrate, alumina growth can be done at various temperatures, ranging from
80 °C [233] to 180 °C or higher [234], impacting the crystallinity, structure (a-
Al,O3 or others), breakdown field and chemical stability. The process starts with
injected TMA reacting with HyO absorbed onto the surface, generating CHy as a
product. In the following step, all dangling H bonds from the absorbed water are
completely replaced and occupied by TMA, marking the termination of the self-
limiting reaction. The excess precursor and products are evacuated by purging.

Then, the water precursor is pulsed into chamber to react with the exposed CHj
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from the previous step. This is also self-limiting, and it stops once all the CHj is
depleted by H5O. Eventually, all the excess molecules including reaction products
are purged with inert gas to leave the H bonds on the surface as in step 1, marking
the start for next repeated process. After certain cycles, the alumina film is achieved

with target thickness. The total reaction of the process is
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Figure 3.8: Schematic representation of the sequential ALD process for Al,O3
growth. In step 1, the Al(CHs)3 precursor is pumped into the chamber and absorbed
by hydroxyl on the surface. The reaction produces CH4. This is a self-limiting
reaction as the precursor does not react with absorbed Al species. In step 2, the
reaction products and un-reacted precursor are removed from the chamber by flowing
inert gas to prepare the top surface for next process. In step 3, HyO is introduced
to the deposited methyl surface. The reaction creates the Al-O-Al bridge and leaves
new hydroxyl on surface. CHjy is released as a by-product. In step 4, a same removal
process for reaction products and un-reacted precursor. Repeat the four steps again
to grow an alumina layer with desired thickness. Due to the self-limiting process,

only one layer of alumina is grown after each cycle.

In terms of the growth of HfOy and SiOs, precursor tetrakis (dimethylamino)
hafnium with H,O and bis (diethylamino) silane with ozone (O3) are used,

respectively.
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In this work, a Veeco Savannah S100 ALD is used for alumina deposition. The
precursors supply of TMA, tetrakis (dimethylamino) hafnium, bis (diethylamino)

silane, O3 and H,O are included in the machine.

3.2.6 Plasma-Enhanced Chemical-Vapour Deposition

The plasma-enhanced chemical-vapour deposition (PECVD) technique is popularly
used for silicon dioxide (SiO3) and silicon nitride (SizN4) conformal film deposition,

delivering a higher growth rate than ALD with increased density of plasma.

Figure 3.9: Hlustration of a PECVD chamber. Reactant gases are injected from an

engineered shower head and then react near the substrate to produce thin films.

Silane (SiH,4) and nitrous oxide (N5O) are used to grow SiO,, while a combination
of SiH, and nitrogen (N2) are used to deposit SigNy. Figure [3.9shows the structure
of a PECVD chamber. Similar to RIE and ICP, PECVD deposition is accomplished
in a vacuum chamber which requires a turbo pump and backing pump in place for
maintaining proper pressure. The chemistry for SigN, is expressed in a simplified
version by

Si3N, can also be synthesized using SiH, with NHj3 as reactant gases, which is a
more complex mechanism and might result in more H in the film [235]. A typical
deposition process involves pumping, gas stabilisation, strike, deposition, purging

and venting to atmosphere. Pressure, gas ratio, flow and temperature are parameters
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to be considered in regard to the deposition rate, thickness and film quality.
In this work, an Oxford Instruments Plasma Pro NGP80 ICP CVD (PECVD)
is used for silicon nitride deposition. The supply gases of NHj3, SiH4, N,O, Ny and

SF¢ are included in the instrument.

3.2.7 Thermal Evaporation

Metallisation is about depositing metal film onto devices for device contacts or
interconnection. Common techniques include thermal evaporation, sputtering,
e-beam evaporation, induction evaporation etc. The selection of material for
metallisation also has an impact on device performance as the metal-semiconductor
interface plays an important role in determining the electrical properties of the device
contact.

Figure [3.10[(a)-(b) shows accumulation and depletion type contacts, and the case
where the contact barrier is formed due to Fermi level pinning. As the two materials
are brought together, to match the Fermi level, the bands in the semiconductor bend,
which subsequently form the metal-semiconductor interface. In figure [3.10|(a), the
metal-semiconductor interface is ohmic (or low Schottky barrier height) when the
metal work function ®,, is smaller than the semiconductor work function ®,. In
figure[3.10|(b), a Schottky barrier (rectifying) is formed when ®,, > ®,. The Schottky

barrier ¢}, can be calculated from the electron affinity X by
b, =9, — X, (3.4)

based on the Schottky-Mott rule of Schottky barrier formation. In the case of Fermi
level pinning as shown in figure [3.10|(c), the band bending in the semiconductor is
independent of the metal work function. Multiple models have been proposed for
explaining the Fermi level pinning [236], such as metal-induced gap states model
which attribute the phenomenon to the penetration of metal wave function into
semiconductor. At the interface, the infinite periodic potential assumption in the

bulk is violated, localized energy states within the forbidden band are allowed. After
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the metal and the semiconductor are brought into contact, the wave functions from
the metal penetrate and fill gap states in the semiconductor. Thus, they are named
metal-induced gap states. The presence of surface states causes the Fermi level to
be pinned at a fixed position near the mid-gap of the semiconductor, regardless of

metal work function.
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Figure 3.10: Band diagrams of three contact types with instance of an interface
between a metal and an n-type semiconductor. (a) Accumulation. No contact
barrier is formed at the interface between the metal and the n-type semiconductor
when &, < X and electrons are accumulated at the interface due to band bending.
(b) Depletion. Electrons are depleted due to band bending when ®,, > X and the
Schottky barrier can be calculated by &, = ®,, - X. (¢) Fermi level pinning. The
bands in the semiconductor bend before in contact due to surface states. The bands
bend again after in touch with metal, followed by a contact barrier created at the
surface. The barrier is caused by the metal induced gap states at the surface of the
semiconductor, and the barrier height is independent of the metal work function.
®,,, the metal work function; X, the electron affinity; ®,, the barrier height; E¢,

the conduction band; Er, the Fermi level; Ey, the valence band.

Thermal evaporation, also known as filament evaporation or resistive evapo-
ration, is a process where metal is vaporized for deposition by resistive heating,
a primary method of metallisation. Figure [3.11| shows a schematic of a typical

configuration for a thermal evaporation chamber. When a material is to be
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deposited, a solid source metal is placed in a ceramic crucible or in a basket/boat
made of refractory material that has a very high melting point such as tungsten.
Pumping of the chamber is required until certain vacuum pressure is reached (1 x
107% mbar), the source material is then heated by ramping up the current until a
specified temperature is reached, dependent on the metal source material, where
some vapour pressure is produced, followed by a short wait, as needed, to get rid of
any possible contamination from the surface. A shutter is then opened for vaporized
material to be able to traverse the chamber and reconstruct on the sample surface

as a coating.

Figure 3.11: Diagram of a thermal evaporation process. The metal is vaporized
by resistive heating and then reconstructs on the sample surface to accomplish film

deposition.

Thermal evaporation offers high directionality, which may or may not be
advantageous, depending on the device process required. A quartz crystal
microbalance is in place to monitor the real-time thickness by frequency response

during the coating process, which can be expressed by Sauerbrey’s equation as

22 Am

where Af is the frequency change, fy is the resonant frequency of the crystal, E is

Af

Young’s modulus, p is the density, Am is the deposited mass and A is the area

that is piezoelectrically active. The shutter is then closed once the target thickness
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is achieved, the current is gradually decreased, and the sample is ready when the
chamber is fully vented for further operation. A lift-off process is typically carried
out afterwards to remove metal on top of masked regions, to transfer the pattern
from lithography onto the metal film. Bilayer photoresist is usually required to
create the undercut profile for the lift-off process as shown in figure [3.11] An
alternative approach for producing undercut structures is shadow evaporation that

utilises angled deposition to achieve lateral or overlapping features.

—

a

~

Thermionic emission  (b) Thermionic-field emission () Field emission

5 K’T\Low Ic;oping Medium doping Heavy doping

[} b)

T | E. e s
Position \\ E

Metal Semiconductor

v v v
Schottky Ohmic
Figure 3.12: Three conduction mechanisms for metal-semiconductor interfaces of
various barriers and corresponding I-V characteristics. (a) Thermionic emission.
(b) Thermionic-field emission. (c) Field emission. Higher doping level shapes a

more linear I-V curve. &), the barrier height; Ec, the conduction band; Ep, the

Fermi level; Ey, the valence band.

Gold is accepted as a good contact metal for compound semiconductors due to
its great conductivity and lack of oxide. Prior to gold deposition, an initial thin layer
of Ti or Cr is widely used to improve substrate adhesion and metal-semiconductor
interface as Ti (work function ® ~ 4.3 eV) or Cr (work function & ~ 4.5 eV)
can have a better work function matching with semiconductor. Figure [3.12(a)-(c)
shows sketches of three conduction mechanisms as a function of the barrier height
and width by the instance of metal/n-type semiconductor and corresponding I-V
characteristics. Depending on the Fermi level of the metal and electron affinity

energy of the semiconductor, the metal-semiconductor contact can be divided into
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three types: Schottky, ohmic and a mixed one between the two. Thermionic emission
is the major mechanism for an interface with Schottky barrier, while field emission
can be explained for an ohmic interface which exhibits a more linear I-V curve.
For the condition of a medium barrier interface, both thermionic and field emission
contribute to the conduction. An ohmic contact is preferred and can be achieved by
optimal metallisation and appropriate annealing.

In this work, a two-slot thermal evaporator from Moorfield minlab is used for Cr

(rod), Ti (pellet in W basket) and Au (wire in alumina crucible) metallisation.

3.2.8 Sputtering

Metallisation of refractory material such as Nb with thermal evaporation can be
difficult as they are highly resistant to heat, indicating extremely high currents and
special crucibles are needed.

As an alternative, deposition via sputtering works well on these materials.
In addition, sputtered films show more adhesion to the substrate and higher
film density. With the assistance of a plasma, the sputterer delivers more
isotropic deposition than thermal evaporation and a higher deposition rate for high

throughput.

Figure 3.13: Illustration of a sputterer chamber. Sputtered metal atoms with high

energy hit the sample surface to form a film.

Figure [3.13] shows a schematic of an RF sputterer. Inert gas such as argon is
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pumped into chamber and when an RF is applied between the shield and the holder
of the target, an argon plasma strikes near the top surface of the target, ionized
argon molecules are attracted to the target and sputter metal atoms out. Those
metal atoms then travel through the chamber with high velocity to reach sample
surface top and form a thin film.

In this work, a two-slot sputterer from Moorfield with argon inert atmosphere is

used for Nb and Ta film deposition.

3.2.9 Wire Bonding

Wire bonding is the process of bridging devices to peripheral circuits for measure-

ment or electric functioning.

Figure 3.14: Schematic representation of two types of wire bonding, highlighting
details of the difference between the tips. (a) Ball bonding. (b) Wedge bonding.

Figure depicts two types of wiring: ball bonding and wedge bonding. In ball
bonding, the wire is fed through a capillary. To start first bond, the ‘electronic flame
off’ (EFO) melts the wire forming a ball at the tip of the capillary. The capillary
is then placed into the bond position with ultrasonic energy and pressure applied
until first bond is formed. The tip is lifted and move to second bond point while
following an arched loop path, then the tip is lowered to be in touch with second
bonding site. Afterwards, the wire clamp is closed and the capillary pulls back to

break the wire to finish bonding, leaving a tail for the next ball formation. For
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wedge bonding, firstly, the tip holding wire is positioned over the bonding site, once
the tip is in touch with the site, ultrasonic energy is applied for a preset time until
a firm connection is created. Secondly, the tip rises to loop height and moves in a
loop forming a path, as with ball bonding, to the second bonding site. After second
bond termination, the clamp is closed and the tip pulls back to break the wire while
leaving a short tail for next bonding. In packaging that requires low profile loops,
wedge bonding is preferred due to its straight line loop that is at a lower angle away
from the surface, which can reduce the weakness in the heel of the bond while saving
packaging space.

Ultrasonic power, force, time and bonding temperature are parameters to be
considered for optimal bonding quality. Gold and aluminium are common choices as
bonding wires. Ball bonding is most often used with gold wires while wedge bonding
can do gold and aluminium. Wedge bonding is less susceptible to contamination
than ball bonding but it may cause cratering underneath bond pad due to damage
in those parts.

In this work, a TPT HBO05 wire bonder with 25 pm thick gold wire is used for
all wire bondings. Wedge bonding is used frequently, and ball bonding is used for
fragile bonding pads. A SUSS RA 120M scriber is used for scribing before mounting

chip to chip carrier for bonding.

3.3 Characterisation

3.3.1 Probe Station

A probe station is a platform where electrical measurements are carried out. As
shown in figure |3.15] a typical configuration of a probe station contains an optical
microscope for observation, a vacuum chuck for holding the sample in place, micro-
manipulators where probes are mounted and measurement unit connected to probes.

Measurements on devices become challenging as the dimension shrinks. With

micro-manipulators and fine-tipped probes, the probe station offers a high level of
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accuracy for positioning and contact of small devices. Probes are made of tungsten
(or copper alloy etc.) and have pointy tips to minimise the contact areas that are
tiny bonding pads due to limited space on chips. Micro-manipulators with three-
axis adjustment can offer higher spatial resolution for positioning the probes to the
target contacts. The optical microscope provides visual assistance when locating
sample and positioning probes and usually comes with a camera. A vacuum chuck
is used to avoid movement of the chip during the test and provides better data
repeatability. The electrical test is performed by a measurement unit connected to

the probes, which can be source meter, etc.

Measurement unit

Optical microscope

Micromanipulator

“\Probe ‘
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Figure 3.15: Schematic representation of components in a typical probe station set-

up for electrical measurement.

A source measure unit (SMU) is an electronic instrument that sources and
measures voltage and current at the same time. SMUs can be used in a range of
tests from basic -V sweeping to customized memory characterisation. The Keithley
2634B has two channels of voltage pulse sourcing, each of which samples the voltage
and current simultaneously and also support four terminal measuring. With two
channels present, both gate-source and drain-source can be measured while being
pulsed in memory performance test.

One of the key parameters to be measured for the memory characterisation
is the endurance cycles. Endurance is evaluated by repeatedly measuring the
readout current following each programming and erasing cycle. The sequence of
programming, readout, erasing, and subsequent readout is iteratively performed

until the memory device exhibits failure. Endurance refers to the maximum
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number of programming and erasing cycles a memory cell can reliably retain the
memory window before it begins to degrade. This is a critical parameter for
NVMs. High endurance ensures the longevity and reliability of memory devices.
Endurance is affected by physical and electrical wear mechanisms, such as charge
trapping, oxide breakdown, and material fatigue, which accumulate with repeated
programming/erasing cycles. Retention test, on the other hand, denotes the ability
of a memory cell to preserve stored data accurately over a given period without
power supply.

The other key parameter is the retention time, which is an indispensable
measurement of the non-volatility for memory devices. Retention is assessed
by repeatedly sensing the channel current following a single programming (or
erasing) operation, continued until the memory cell begins to exhibit signs of
degradation. Retention performance is typically measured in terms of the duration
for which a memory cell can maintain its programmed/erased state within specified
error tolerances. For both endurance and retention test, the voltage pulses and
current sensing for programming, erasing and readout are crucial for an accurate
measurement of ULTRARAM™. Other regular measurements, such as current-
voltage characteristics, are also included to characterise the conductivity and other
properties of the memory channel.

In this work, a probe station equipped with an SMU Keithley 2634B is used for
electrical measurement. The 2634B SMU has a voltage programming resolution of
50 1V at 2 V range and a current measurement accuracy of 0.02% + 200 nA at 1

mA range. LabView software is used for measurement coding with SMU.

3.3.2 Surface Characterisation Technique

A scanning electron microscope (SEM) scans the sample using an accelerated and
focused electron beam to provide imaging of a sample surface or morphological
information. Electrons’ interactions with the sample’s atoms produces different

signals containing information on sample topography and composition etc. Various
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imaging and analysis techniques can be achieved with appropriate detectors. A
common imaging technique is secondary electron imaging which gives information

about topography.

Figure 3.16: Schematic representation of the beam-specimen interaction, showing

various signals that can be collected and analysed.

As an imaging tool, SEM operates on similar basic principles as an optical
microscope, but it can achieve nanometre-scale resolution thanks to the short
wavelength of electrons, providing extraordinary details of a sample without too
much burden on specimen preparation. Figure [3.16]illustrates the signals generated
by the electron beam hitting a specimen. It’s worthy to note that resolution
in scanning microscopy is usually determined by the interaction volume, which
is typically larger than the beam size and also depends on the type of signal
being detected. Another technique used in SEM is electron backscatter diffraction
imaging, which gives the crystallographic structure of the specimen by detecting
the backscattered electrons that are sensitive to orientation of grains in the sample.
Moreover, the back-scattered electron signal can also be used for electron channelling
contrast imaging (ECCI) which is a ubiquitous tool for defect imaging and analysis.
Characteristic X-ray signals generated can also be used for chemical analysis and
compositional characterisation, quantitatively or qualitatively, also known as energy-
dispersive spectroscopy (EDS). X-ray photoelectron spectroscopy (XPS) is a surface-
sensitive quantitative spectroscopic technique and provides information on the

chemical composition of the top 10 nm (surface layer) of materials with < 1%
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precision. The XPS characterisation in this work was carried by Dr Samuel Jarvis
and Alessio Quadrelli, both from the Department of Physics at Lancaster University.

A JEOL JSM-7800F SEM with EDS and a TESCAN SAFER (SEM Analysis
with FIB, EDS and Raman) system are used for SEM imaging, EDS mapping and
cross-sectional SEM imaging. An AXIS Supra X-ray photoemission spectrometer
with radial distribution chamber, Ar ion gas cluster source is used for XPS

characterisation.

3.3.3 Transmission Electron Microscopy and Focused Ion

Beam

Transmission electron microscopy (TEM) is an analytical technique to reveal
information in materials down to sub-nm scale. As TEM collects electrons
transmitted through the sample, a specimen for TEM must be thin enough for
sufficient electrons to pass. Typical sample preparation involves disc cutting,
mechanical grinding, dimple grinding and ion milling. Specimens can also be
prepared by focused ion beam (FIB), which employs a high-energy ion beam to
customize the cutting and polishing in a specific region of the TEM sample.

A wide-range of imaging techniques are available for TEM, such as high-
resolution TEM, scanning TEM and selected area electron diffraction. Modern
aberration-corrected TEM can achieve atomic resolution. TEM imaging and
measurement in this work were carried out by Prof. Richard Beanland and Francisco

Alvarado Cesar, both from University of Warwick, and me.

3.3.4 X-Ray Nano-Probe Technique

X-ray nano-probe technique refers to a series of techniques using a hard X-ray
as a nano-probe for analysis of nano-scaled structure or materials, including X-
ray absorption near edge structure (XANES), X-ray fluorescence (XRF), X-ray

diffraction, etc.
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XANES derives from X-ray absorption spectroscopy. In a typical X-ray
absorption spectroscopy curve, taking the absorption edge as a border, the entire
spectrum can be divided into 3 parts: pre-edge part, near-edge part, which is
XANES, and post-edge part. In general, XANES is about 10 eV below the
absorption edge and 20 eV above the edge. XANES provides information on the
local electronic structure of an atom as it evolves throughout a reaction. XRF is

useful for determining the chemical composition in a variety of materials.

X-ray nano-probe analysis in this work is carried out at ID 16B in the European

Synchrotron Radiation Facility.

3.4 Simulation

The nextnano software [237] allows a variety of simulations including electrical and
optical properties across nanoelectronic and photonic devices. The software features
a built-in Schrodinger-Poisson solver and a material database for I1I-V compounds
with relevant physical properties, simulating band-structure, quantum well energies,

wave-functions, electron/hole densities and current density etc.

The nextano non-equilibrium Green’s function (NEGF) package is specifically
designed for quantum transport simulation including density of states and current-
voltage characteristics. nextnano multi-scattering Biittiker (MSB) method is based
on a quantum transport method that follows the NEGF framework. It avoids
self-consistent calculation of lesser self-energies by replacing them with a quasi-
equilibrium expression. The nextnano+-+ package provides versatile computational
capabilities, including calculation of band structures, densities of states and so on.

The nextnano MSB package is included in the nextnano ++ package.

Simulations performed in this work are done with nextnano software using

nextnano++ (with MSB method included).

78



3.5. Summary

3.5 Summary

To summarise, the techniques employed in the growth, fabrication, characterisation
and simulation of ULTRARAM™ are outlined and discussed. Notably, certain
methods hold particular significance owing to their considerable impact on the
performance and development of ULTRARAM™. The growth quality of MBE forms
the foundation for the fabrication of ULTRARAM™ devices. The defect density,
layer variation and uniformity across the grown wafer underpin the fabrication
yield and the memory performance. With respect to the fabrication process, the
most critical dimension of ULTRARAM™ is the gate size, which is usually done
in the first lithography step and patterned by a single exposure process. Therefore,
the lithography technologies define the ultimate feature size achievable. On the
other hand, ICP, particularly when accompanied by real-time monitoring, is the
most critical etching technique, playing a pivotal role in determining the success
of memory fabrication via building the high quality TBRT stack and the channel
thinning with nanometre precision. In the context of characterisation, TEM provides
essential insights, serving as both validation and quality assessment of the wafer
growth and fabrication processes of ULTRARAM™. TEM imaging offers valuable
feedback for the iterative optimisation of the ULTRARAM™ fabrication process

and device design.
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Fabrication and Scaling of

ULTRARAM'™

4.1 Scaling Scheme

The ultimate objective of the scaling is 50 nm while the current state of the art
of ULTRARAM™ demonstrated was 20 um in terms of the feature size, i.e. the
gate dimension. To make the way to the nanometre scaling of ULTRARAM™, the
targeted scaling scheme is divided into three steps in terms of feature size, as shown
in figure 4.1} Micron, sub-micron and nanometre, with the employment of optical
mask aligner, LW and e-beam lithography (EBL), respectively. The scaling route
is based on the balance of capability, time-efficiency, cost and availability of each
lithography approach.

Previously demonstrated prototype devices were achieved with gate sizes ranging
from 20 pm to 30 pum, and were fabricated by a standard optical mask lithography.
Therefore, to start with, a mask aligner was used as an initial attempt for scaling
with processing changes only while device geometry and fabrication flow remain
unchanged. In the next stage, an LW is required as device re-design is inevitable for
a scalable structure, and an EBL is necessary for further scaling where the capability

for fine features and alignments is imperative. The LW offers flexibility of patterning
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with mask-less capability, but the minimum feature is limited to around 500 nm,
serving as an appropriate apparatus for the transition stage between mask aligner

and EBL in regard to the feature size.

Figure 4.1: Sketch of the scaling route for ULTRARAM™ memory.

The aim of the first stage of scaling is a scalable (dry) processing method. As
the previously used method of wet etching is not suitable for scaled devices when
the gate dimension approaches below micron: the lateral etching from wet-etch will
be comparable to vertical etching and becomes detrimental to device fabrication.
The second stage focuses on the design of the device to increase the feasibility of
the downscaling plan, and the improvement of device performance by overcoming

the downsides from the legacy fabrication method.

Figure 4.2: SEM images of a group of EBL patterned metal bars, showing the

achieved minimum feature size ~ 50 nm.

With all design and processing optimised and verified, the device can be eventu-
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ally demonstrated with practicable minimum feature size and decent performance
using EBL. The EBL has been validated with a patterning test and demonstrated
the capability of lithography for below-100 nm feature sizes. As shown in figure [4.2]

a group of metallisation bars patterned by EBL shows a minimum width ~ 50 nm.

4.2 Fabrication and Self-Aligned Design

Details of the evolution of ULTRARAM™ memory fabrication are provided here.
The earlier version using wet-etching is discussed first, followed by the scalable
version featuring a more self-aligned design and all-dry etching. Finally, the latest
structure design is described with an improved version of the self-aligned process,
featuring misalignment tolerance, as well as compact geometry design for enhanced

memory performance.

4.2.1 Process Flow with Wet-Etching

Wafer Layout

The growth structure of the memory wafer used for the processing with wet-
etching is outlined in table [4.1] The III-V layers were grown by Dr Peter Hodgson
by epitaxy on a Si substrate. The memory layers ranging from floating gate to back
gate are grown on top of the wafer, isolated from the substrate by buffer layers
for tackling lattice mismatch and filtering dislocations. The initial AISb layer on
the Si substrate forms into 3D islands that reduce the diffusion length of Ga atoms
during the initial growth of the sub- sequent GaSh, facilitating the nucleation of
the overlying GaSb buffer into a 2D layer and preventing the formation of planar
twinning defects. To expand on this point, the 3D islands localize the misfit strain,
thereby reducing the density of threading dislocations propagating upward. In
particular, AISb 3D islands create many independent nucleation centres, which lead
to a more uniform film in the subsequent growth process. Moreover, the 3D AlSb

islands can break the long-range registry, thereby helping to suppress the formation
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of antiphase boundaries.There are two major reasons for using GaSb as a buffer
layer rather than InAs. Firstly, GaSb has shown antiphase boundary-free growth on
Si, which helps to reduce the antiphase boundary when growing polar InAs/AlSb
layers onto the non-polar Si substrate. Secondly, GaSb has the least mismatch
to both InAs and AlSb, accommodating the large Si mismatch while providing a
nearly lattice-matched platform for the subsequent InAs/AlISb growth. The channel
material is n-doped InAs which indicates the normally-on nature of ULTRARAM™

memory.
Nominal thickness Thickness measured
Layer Material
(nm) by TEM (nm)
Floating gate InAs 10 9.7
Quantum barrier AlSb 1.8 2.5
Quantum well InAs 2.4 1.8
Quantum barrier AlISb 1.2 1.8
Quantum well InAs 3.0 2.5
Quantum barrier AlISb 1.8 2.5
Channel InAs 10 10.7
(n-type 5x10*%)
GaShb 20 19.6
AlSb 8 7.2
Back gate InAs (n-type) 50 58.7
2-step GaSb (hot) 540 -
buffer GaSb (cold) 1400 -
Nucleation AlSb 5.2 -
Substrate Si ~ 380 pm -

Table 4.1: Detailed layout of XPH 1452 wafer for ULTRARAM™, utilised in the

wet-etching fabrication.

TEM characterisation of the wafer is shown in figure[4.3] The buffer layers block
the vast majority of defects from the lattice mismatch at bottom interfaces, with a
minority of threading dislocations sprouting into the top memory layers. The unique
TBRT structure grown in high quality is observed. The measured thicknesses for
each layer using TEM are collected in table 4.1} In comparison to the target design,
the actual thickness shows minor deviation from the original design. The dashed
boxes in figure indicate regions for zoom-in TEMs. Colourful dots placed in

various layers represent the relevant II1-V layers denoted in the legend. The observed
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TBRT structure with sharp InAs/AlISb interfaces suggests a successful MBE growth
of the XPH 1452 wafer.

Figure 4.3: Cross-sectional TEM images of different scales of XPH 1452 wafer,
presenting high quality of III-V memory layers. The coloured dots denote the
corresponding materials in the legend. Images provided with permission from Dr

Richard Beanland, University of Warwick.

Fabrication Steps

The entire fabrication flow is sketched in figure [{.4|(a)-(i) and corresponding
experimental photos of a 30-um gate device for each step in processing are shown
in figure [£.5(a)-(h).

The fabrication starts with a pre-cleaning of the cleaved wafer using ultrasonic
agitation in acetone and isopropyl alcohol (IPA), followed by a baking at 110 °C for
5 minutes to remove moisture before any processing. The initial step, as illustrated
in figure [1.4[(a)-(b), is to construct a mesa to isolate individual devices. The
sample is spin-coated with S1813 photoresist, followed by an edge beading-removal
exposure and developing wherever needed for a better contact to the optical mask
in subsequent exposures. Next comes the mesa exposure using the mask aligner
and the pattern is transferred to the photoresist after a developing operation. In
the meantime, alignment marks intentionally designed on the mask are printed onto

photoresist as well, for alignments used in the following exposures. Then, the sample
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Figure 4.4: Simplified illustration of fabrication steps for wet-etching design that
requires five alignments. (a) Wafer preparation. (b) Mesa etch. (c) Channel
etch. (d) Source-drain contact formation. (e) Dielectric growth. (f) Gate contact
deposition. (g) Passivation layer deposition. (h) Regain access etch. (i) Final

contact formation.

is loaded into the ICP chamber to be etched by mixed gaseous etchants, including
Cly, BCl3 and Ar. Chlorine-based recipes [238| are widely used for I1I-V dry etching
and the addition of BCl; is useful for etching the native oxide on the top surface.
The choice of ICP is by the reason of the fast etching rate provided by the higher
plasma density. In terms of etching control and monitoring, a laser emitted from the
end-point detection kit is directed at the region to be etched. The focus and aperture
are adjusted to accommodate any reflectance intensity changes during the etching
process. The etching is stopped in the target layer, as guided by the simulation
result. In this step for mesa formation, it’s the InAs back gate layer that the
etch must be stopped in. After photoresist stripping and appropriate ashing to

remove any existing residue, the mesa is formed on the sample as shown in figure
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4.4(b). Prior calibration, typically comprising the collecting the etching curve of
the etching-through of a sample with confirmed layer structure and the comparison
to the simulated reflectance, is required before any subsequent processing may take
place. By following the characteristic signs on the etching curve, the accurate etching
of multiple layers is achievable. The typical etching rate is around 23 nm/min for

channel etching and 71 nm/min for mesa etching.

The channel etching in figure [4.4c) is the most crucial part of the entire
fabrication due to the atomically-thin structure where an accurate and well-
controlled operation is required. Similar to the lithography process aforementioned,
a source-drain pattern layer on the mask is used for channel patterning. A bilayer
S1813/LOR 3A is spin-coated to create an under-cut structure for lift-off purposes.
An alignment is needed in this step to ensure the exposure window is positioned
correctly within the mesa region. This is done by a typical two-step alignment with
the mask aligner, where large and fine alignment marks printed in the previous
step are used in succession. To reach the channel layer, wet etching is used here.
The sample is put into citric acid solution, deionised (DI) water, MF-319 developer
(tetramethylammonium hydroxide-based), DI water sequentially to selectively etch
the InAs and AISb, respectively. Then this is repeated to remove all layers in the
TBRT until the InAs channel layer is revealed. The photoresist is removed later by

remover 1165 and the source-drain steps are shaped on the defined mesa, as shown
in figure [£.4)c).

The source-drain contact is patterned and metallised via thermal evaporation.
A lithography with source-drain contact pattern is carried out first where a second
alignment operation is needed. A gentle ashing prior to evaporation helps to
clean the processed surface and to provide a better adhesion for subsequent metal
depositions. Thereafter, a thin Ti film of 10 nm is first deposited to enhance the
adhesion of the metal to the substrate and to deliver ohmic contact. As shown
in figure the work function of Ti is 4.3 eV, and is smaller than the affinity of

InAs which is 4.9 eV. This forms an ohmic contact at the interface, while the direct
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Figure 4.5: Optical photos from each step in the fabrication using the wet-etch
design. (a) Mesa etch. (b) Channel etch. (c) Source-drain contact formation. (d)
Dielectric growth. (e) Gate contact deposition. (f) Passivation layer deposition. (g)

Regain access etch. (h) Final contact formation.

contact of gold (& ~ 5.3 eV) to MBE grown InAs (100) has a barrier height of 0.5
eV . Literature shows that Fermi-level pinning for InAs is about 0.13 eV above
conduction band , . Then, a gold layer around 50 nm is deposited to provide
the optimal conductivity, forming the source-drain contact shown in figure (d)
after a lift-off process which removes all the metal film sitting on photoresist-covered
region by assistance of an under-cut structure. The evaporation of the two metals
is carried out consecutively under high vacuum conditions. To avoid the oxidisation
of the InAs channel caused by exposure to air, the sample is stored in Ny while not
in processing.

Ashing is required prior to dielectric growth in the ALD chamber to remove
any contamination from sample processing. As shown in figure e), the dielectric

layer is completed by a conformal growth of alumina via ALD which also covers
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Figure 4.6: Simplified band diagram of (a) Ti and (b) Au contact to InAs channel. A
Schottky barrier occurs for the use of gold. Eg, the Fermi level; E¢, the conduction

band; Ey, the valence band; ®},, the barrier height.

the sidewall of the device to provide protection. The choice of ALD alumina
is attributable to the self-limiting property which allows precise control of film
thickness, as well as the film quality. Alumina is selected as dielectric by its high
electrical insulation and permittivity. A 15-nm Al;O3 layer grown by 150 cycles of
water-TMA pulse sequence at 150 °C produces amorphous alumina with a high
breakdown field strength of 8.3 MV/cm [242], which is of vital importance for
dielectric purposes. A temperature of 150 °C is also preferable for the channel,
as higher temperatures may lead to As desorption from the InAs channel, resulting
in an In-rich layer that adversely affects channel conductivity. The growth rate is
around 1 A per cycle under such conditions. The 15-nm thickness is determined by
the requirement of memory operation as a thicker alumina layer will incur higher
program/erase voltage while a thinner dielectric layer can break down easily at a

lower voltage and may exhibit leakage.

At this point, the sample is ready for gate contact fabrication. Standard optical
mask lithography with a third alignment transfers the gate contact pattern from
the mask onto the bilayer photoresist. The same metallisation as in source-drain
contact is carried out to deposit the gate metal as illustrated in figure 4.4(f). The
following step in figure (g) deposits SigN4 to provide a final passivation to the
device. Employment of PECVD here rather than ALD is based on the deposition
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rate and requirement of thicker protection layer. PECVD can achieve a deposition
rate of ~ 60 nm/min for SizN4. A three-minute deposition produces a 180 nm SizNy

film which is enough for general passivation.

Figure (h) depicts the access window opened on SizgN, to bridge the final
metallisation with the source-drain contact and the gate contact completed in
previous steps. This is done by the mask aligner using an etching window pattern
with the fourth alignment, followed by RIE etching. Two layers of S1813 are used
to counter the long-time aggressive etching. A two-step RIE etching is performed
in this process. The material removal at the source-drain contact region consists
of Si3sNy and Al,O3, while only SizNy layer at the gate region needs to be etched.
Therefore, SisNy is etched first with a CHFj3 recipe, then Al,O3 is removed by a
CF, recipe. Since the etching recipe is relatively selective over gold, the gate metal
previously deposited can stop the over-etching at the gate window region. A 30-
second duration is added up to etching time calculated from the estimated etching
rate to ensure the full removal of SizN4 and Al,O3 because the RIE etching cannot

be monitored in real-time.

The final contact in figure [£.4(i) marks the completion of the entire fabrication
process. A final optical mask lithography with the fifth alignment delivers the
patterning and is followed by an evaporation of 20 nm of Ti and 160 nm of gold.
To ease the lift-off process, the LOR 3A photoresist is recommended to be thicker
than the metal film by around 25%. The thickness of LOR 3A used in this work is
around 300 nm, and for bonding reasons, a thicker gold layer is necessary. A contact-
lifting layer using hard-baked S1813 can be used to mitigate the height difference
of the gate stack and mesa floor for a better contact connection. Also, a further
metallisation at the contact pad region can be helpful for wire bonding. However,
these two steps will introduce another two alignments, increasing the complexity of

fabrication flow and reducing the quality due to accumulative alignment errors.
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4.2.2 Scalable Route with All-Dry-Etching

The isotropic wet-etching causes the lateral removal of material, as illustrated in
figure . This works well with large size devices thanks to the small height /width
ratio, but it gets worse for scaled devices where the width is significantly reduced,
and the detrimental lateral etching cannot be neglected. Therefore, dry-etching
is introduced to all etching steps to develop a scalable fabrication route for
ULTRARAM™ fabrication. Depending on the dry etching conditions, the resulting
sidewall profile may be either sloped or vertical. Typically, an increase in gas flow,
chamber pressure, and coil power tends to produce a sloped etch profile. In contrast,

a more vertical profile can generally be achieved by increasing the platen power.

(a) Etchant-solution (b)  Etchant-plasma
Photoresist 1 1 1 l l l
Etched layer ‘//l\\‘ l l l
Substrate
Wet etching Dry etching

Figure 4.7: Comparison between (a) wet etching and (b) dry etching. Dry etching

is more directional.

In the all-dry etching flow, the ICP etching with end-point detection enables the
real-time monitoring for precise control of the etching process. In addition, there
are a total of five alignments in the wet-etching assembly flow, and the fabrication
yield is restricted by cumulative alignment mismatch. Hence, a (partly) self-aligned
fabrication with fewer alignments is desired. A hard mask of SizNy is used in this
fabrication route, reducing the number of total alignments to three, simplifying
the assembly footprint. Consequently, the entire working flow is re-designed and
optimised to facilitate scalable manufacturing.

Epitaxial Design

The epitaxial design used for the self-aligned device structure is outlined in

table which includes the target thickness and the measured thickness from

TEM measurements, showing minor deviation from the original design. As an
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improvement, XPH 1823 incorporates four repeating isolation units between memory
layers and buffer layers that contain AlSb/GaSb/Aly7Gag3Sb/GaSh as a barrier to
block the vertical p-type leakage in the device. AISb has a higher bandgap to block
the leakage, but due to its susceptibility to degradation upon exposure to air, an
additional layer of Aly;Gag3Sb which adds Ga in to mitigate the oxidation process
is used as the actual mesa stopping layer. The GaSb layer inserted in between is
to prevent relaxation as AISb and Aly;Gag3Sb are both compressively strained on
GaSh thus contribute towards reaching the critical thickness. Multiple wafers are
used in this stage with minor changes to XPH 1823 while the majority of the design

remains unchanged.

Nominal thickness Thickness measured
Layer Material

(nm) by TEM (nm)
Floating gate InAs 10 8
Quantum barrier AlSb 1.8 2.2
Quantum well InAs 2.4 3.3
Quantum barrier AlISb 1.2 1.6
Quantum well InAs 3.0 2.
Quantum barrier AlISb 1.8 2.2
Channel InAs 10 9.2
(n-type 5x10%®)

GaSb 20 -

AlSb 8 -

Isolation GaSb 50 -

X 4 A10.7Ga0,3Sb 30 -

GaSb 50 -

2-step GaSb (hot) 540 -
buffer GaSb (cold) 1400 -
Nucleation AlSb 5.2 -
Substrate Si ~ 380 pm -

Table 4.2: Detailed layout of XPH 1823 wafer for ULTRARAM™, featuring the

introduction of isolation layers.

The TEM characterisation of XPH 1823 wafer at different scales is shown in figure
4.8((a), depicting high quality memory layers including the TBRT and isolation, but
still some dislocations can be found in bottom layers as shown in the large scale

TEM image on the left. The coloured dots denote a clear structure of the TBRT.
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The ECCI image in figure |4.8(b) presents the surface condition of the as-grown

wafer, showing loosely distributed stacking faults and dislocations in a large area.

Figure 4.8: (a) Cross-sectional TEM images at different scales and (b) SEM-ECCI
image of XPH 1823 wafer, presenting the vertical structures and surface condition of
as-grown wafer, respectively. The coloured dots denote the corresponding materials
in the legend. Images provided with permission from Dr Richard Beanland,

University of Warwick.

Fabrication Steps

The self-aligned processing is illustrated in figure[1.9((a)-(i) and the corresponding
photos for each step of a 30-um gate size device are shown in figure [1.10|(a)-(h).

As represented in figure (a), after a pre-cleaning process, alumina, Ta and
SizNy are deposited to construct the first hard-mask layer by ALD, sputtering and
PECVD, respectively. Dielectric alumina is deposited by 150 cycles of ALD growth,
followed by 80 nm of Ta, and finally covered by 60 nm of SizN4. Ta is selected
as the gate metal due to its high stiffness and etch resistance to work as a hard
mask, the top SigNy is to protect the Ta sputtering in the following steps to avoid
leakage. Sputtered Nb, Ta, thermally evaporated Cr and, eventually, Si3sN, are
used in different batches of fabrication to address the gate leakage issue, which

will be discussed in section in detail. As depicted in figure [1.10|(d), to tackle
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the inevitable misalignment, the mesa pattern is designed to straddle over the gate
stack, thus causing two uncovered regions on both ends of the gate stack exposed

to aggressive mesa etching in the next step.

SiaN4/Ta/Al203
SisNa

TBRT ‘ Isolation layers
Si substrate

(a)

Mesa etch

(i)

Passivation Hard mask

© . a (h)

Regain-

Passivation access etch Final contact

Figure 4.9: Schematic representation of the self-aligned design with fabrication steps.
(a) Hard mask layers deposition on wafer. (b) Gate definition etch. (c¢) Self-aligned
channel access etch. (d) Passivation with Si3N,. (e) Hard mask definition etch. (f)
Self-aligned mesa etch. (g) Second passivation layer. (h) Regain access etch. (i)

Final contact formation.

Figure b) defines the gate stack by LW lithography with double layers S1813
and a consecutive etching that consists of SigNy, Ta and alumina etching, forming the
hard mask for the following channel etching. This is done in an RIE chamber using
three different recipes, preparing the sample ready for the ICP channel revealing.
A descum process by oxygen plasma is carried out before the etching to improve

the sidewall profile. All RIE etchings here are non-chlorine based which are slightly
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selective over the InAs channel. All etchings are done with an additional 30 seconds
added into the calculated etching time based on etching rate to ensure complete

removal of the three layers.

Figure 4.10: Fabrication photos of each step in the self-aligned design. (a) Gate
definition etch. (b) Self-aligned channel access etch. (c¢) Passivation with SigNy. (d)
Hard mask definition etch. (e) Self-aligned mesa etch. (f) Second passivation layer.

(g) Regain access etch. (h) Final contact formation.

Figure [1.9(c) depicts the first self-aligned process of the fabrication. The
photoresist is removed beforehand to avoid the hardened S1813, which is hard to
remove afterwards, and to reveal the previously deposited SigNy layer as the hard
mask. Then, the channel layer is revealed by ICP etching with the assistance of
the defined hard mask. Also, the dry-etching here enables the channel etching
for even smaller features by eliminating the deleterious lateral etching from wet
etching method, marking the establishment of a scalable route. Since the channel
contains only 10 nm of InAs, a well-controlled etching with end-point detection

technique using laser interferometry is applied here. Both CHy-based and BCl;s-
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based recipes are used in different fabrications to improve the etching control, more
details are provided in the following section |4.3| on channel etching and end-point
detection. Figure M(a) presents the reference point to stop the channel etching
for a fabrication with XPH 2213 wafer, exhibiting a high degree of correspondence
with the simulation in figure M(c) A photoresist stripping process that involves

acetone, IPA and ashing is performed afterwards to finish up the channel etching.

Figure 4.11: Etching reflectances from the fabrication for (a) channel etching and
(b) mesa etching, as a comparison to reference regions indicated in (c) simulated

curves. The inset in (¢) shows the zoom-in of the TBRT and channel region.

A thick layer of ~ 180 nm of SisN, is deposited in figure 4.9(d) to protect
the exposed TBRT sidewall, also serving as a second hard mask. Optical mask
lithography is used to pattern the mesa with single layer of S1813. The SigN4 hard
mask is constructed after RIE etching and photoresist stripping as depicted in (e).
The second self-aligned etching comes in figure 4.9(f) where the mesa is formed by
an ICP etching until the third repeating Al ;Gag 3Sb layer. The end-point detection

result is shown in figure [£.11|(b), as a strong alignment with its simulation in figure
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4.11)(c). A polymer removing process is required for the fabrication using CHy-based
etching recipes as the polymer builds up over time and blocks further removal of
mesa layers.

Final passivation is done with another PECVD SisN, deposition with thickness
of ~ 180 nm, covering everywhere of the device to protect it against ambient
environment in future tests, as depicted in figure [1.9(g). The following step opens
windows for final contact to the device by standard optical mask lithography with
single layer of S1813 and RIE etching. The etching time here needs to be carefully
calculated. The SizN, removal at source-drain region consists of two layers of SigNy,
while three layers of Si3gN, were deposited at the gate region, therefore, the general
etching time is determined by the thicker one. Since the etching recipe is relatively
selective over InAs, the access windows can be achieved with appropriate etching
time as illustrated in figure[1.9(h). As a practical tip here, usually another thin layer
of 60 nm SizN, is deposited right after opening the windows to protect the revealed
channel from attacking by the developer in the next step which would involve an
extra SigNy etching before final contact. As shown in figure [1.9(i), the device is
finished after the final lithography with alignment followed by a thermal evaporation
of 20 nm of Ti and 80 nm of gold. The fabrication ends upon the finishing of the lift-
off procedure. As shown in figure [4.10(f), bubble-like dots appear after the second
passivation step, this is likely to be caused by the polymer residue from mesa etching.
Since this happens on the mesa floor, it does not affect the memory device directly.
However, it has a negative effect on the wire bonding which becomes fragile due to
the poor adhesion on the surface, a factor contributing to the eventual dropping of

CHj-based recipes and the switching to BCls-based ones.

4.2.3 Improved Self-Aligned Structure

Critical problems including high parasitic resistance and limited electrostatic gate
control remain to be overcome in the self-aligned design. This will be discussed in

detail in section [5.3.2] Figure 4.12] shows a coloured SEM of a device fabricated
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by the self-aligned design, showing a gate-stack-source/drain gap in the device
structure, this, in combination with the inevitable over-etching from the device
processing, led to the poor channel readout performance which consequently causes

the small memory window.

Gate stack:
Control gate Resistive region:
Dielectric ] Passivation
Floating gate Channel (etched)
TBRT Source
Channel

Resistant gap

Figure 4.12: Coloured SEM image of a device fabricated with self-aligned design, a
gap is shown between the gate stack and the source/drain contact. The resistant gap
of micron scale originates from the device design. Layer arrangements for the gate
stack and the resistive region are listed on both sides of the image. The gold colour
denotes the region covered by contact metal and the magenta region represents the

surface covered by passivation SizNy.

Thus, a fully new device structure and a corresponding processing flow are
proposed for fabrication, featuring a self-aligned design and a compact geometry
while maintaining merits from legacy method. Moreover, the new design is
misalignment-tolerant, eliminating the requirement for a high-precision alignment
in the lithography that is a prerequisite for earlier versions of the device processing.
Furthermore, this is the first fully mask-less fabrication design, empowering flexible
designs on demand. Four alignments in total are needed in this design. A minimum
gate dimension of 5 x 5 pum? is included in the design.

Growth Structure
As represented in table [£.3] the XPH 2318 wafer used for the improved self-

aligned design employs a thicker InAs channel layer of 15 nm as an improvement
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for better etching control, and an undoped channel offers smaller channel resistance.
The increased thickness of the InAs channel provides greater tolerance to the over-
etching issue and results in higher conductivity due to reduced surface scattering
compared to the 10 nm InAs layer. Layer thicknesses obtained by the cross-sectional
TEM measurement on an unprocessed wafer are also included here to show the
difference from the target thickness. InAs layers in the TBRT are slightly thinner
than the design value while AISh layers are thicker than the nominal thickness. The
floating gate layer is increased to 15 nm in an effort to enhance the charge storage
capability for a greater memory window. The TBRT layers remain the same as the

previous design.

Nominal thickness Thickness measured

Layer Material
(nm) by TEM (nm)
Floating gate InAs 15 13.061
Quantum barrier AlISb 1.8 2.23
Quantum well InAs 2.4 2.336
Quantum barrier AlSb 1.2 1.805
Quantum well InAs 3.0 2.442
Quantum barrier AlSb 1.8 2.23
Channel InAs 15 15.398
GaSh 20 19.991
AlSb 8 8.178
Isolation GaSb 50 -
X 4 A10.7Ga0,3Sb 30 -
GaSb 50 -
2-step GaSb (hot) 540 -
buffer GaSb (cold) 1400 -
Nucleation AlSb 5.2 -
Substrate Si ~ 380 pum -

Table 4.3: Detailed layout of XPH 2318 wafer for ULTRARAMT™, incorporating

undoped InAs channel.

High resolution TEM characterisations of the wafer are shown in figure [4.13]
Defects such as dislocations are observed at the bottom layers in the overview image
of the entire vertical structure, but are effectively suppressed by buffer layers and
isolation units as much less defects were seen on the top memory layers. The close-up

image on the right shows high quality TBRT layers as annotated.
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Figure 4.13: Cross-sectional TEM images at different scales of the XPH 2318 wafer.
The coloured dots denote the corresponding materials in the legend. Images provided

with permission from Dr Richard Beanland, University of Warwick.

Fabrication Flow

The latest fabrication process of the new design is illustrated in figure [4.14|(a)-(1)
and the corresponding processing photos of a 20-um gate size device in a preliminary
fabrication are shown in figure [4.15](a)-(i) for each step.

To start with, after pre-cleaning in figure [4.14)a), as represented in figure
4.14{b), in order to create a compact contact, a unique bilayer photoresist with
S1813/PMMA is first spin-coated on top of the sample. Due to the dissimilar
sensitivity to UV light, during the lithography process of S1813 removal step, only
the top S1813 layer is exposed and removed, while the PMMA beneath is left
untouched. The retained PMMA is left in place until the lift-off of the source-
drain pattern step, where it is developed with the S1813 resist, ensuring that the
deposited metal on top of the gate stack breaks off to form the compact contact.
Then the first LW exposure defines the gate stack pattern and alignment fiducials.
In practice, for a better alignment, metal markers are easier to identify than etched
patterns in terms of image contrast etc., so an initial layer with alignment fiducials is
first patterned and deposited with Au/Ti by thermal evaporation before the whole

processing.
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Figure 4.14: Schematic representation of the improved design with fabrication steps.
(a) Wafer preparation. (b) Mask-photoresist spin-coating. (c) Channel etching. (d)
Top S1813 photoresist removal. (e) Dielectric growth. (f) Anisotropic etching of the
dielectric. (g) Source-drain contact patterning. (h) Source-drain contact formation.
(i) Mesa etch. (j) Passivation layer deposition. (k) Regain access etch. (1) Final

contact formation.

Following the self-aligned consecutive ICP etching of PMMA and the gate stack,
the InAs layer in the channel is reached as shown in figure [£.14|c). The PMMA
etching can also be traced and well controlled like the channel etching, as shown in
figure|d.16[a)-(b). As photoresist coatings are capping the epi-layers, the fingerprints
of transparent coatings are superimposed on the beginning of the usual reflectance
curve for each wafer design, such that the etching depth or removal can be calculated
by counting the ripples (fingerprints) before a well-known TBRT reflectance position.
This applies to the next etching of the hardened S1813 layer as well. The PMMA
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etching is calibrated with pre-test etch-through on a sample with the relevant layers
to acquire information on reflectance fingerprints that are unique to each layer.
The comparison between the reflectance from an etch-through and the simulation
is plotted in figure [£.16] The slight difference can be explained by the thickness
variation between the simulation and the actual thickness of the PMMA used. Given
that the top S1813 has been etched multiple times by this point, and thus, been
chemically changed, an ICP-monitored etching is performed to remove the hardened
S1813 to ensure a successful photoresist stripping in the next step. A full exposure
using optical mask lithography is carried out afterwards to remove the S1813 left
on the chip for preparation of the next dielectric growth, leaving a PMMA capped
gate stack as shown in figure [1.14/(d).

Figure 4.15: Fabrication photos of each step using the improved design. (a) Channel
etching. (b) Top S1813 photoresist removal. (c) Dielectric growth. (d) Anisotropic
etching of the dielectric. (e) Source-drain contact patterning. (f) Source-drain
contact formation. (g) Mesa etch. (h) Regain access etch. (i) Final contact

formation.
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Figure 4.16: (a) Etching reflectance from the etch-through of PMMA/XPH 2318
structure. (b) The simulation for the structure in (a). Reflectance fingerprints of
the PMMA are superimposed on the beginning of the known wafer reflectance. The
orange line marks the stop line for end-point detection. Double layers of PMMA
were used in the etching with a nominal thickness of 200 nm, which was used for
the simulation in (b). The deviation between (a) and (b) can be attributed to the
variation of PMMA thickness which depends on the spinning and baking conditions.
The initial drop was caused by focus adjustment at the beginning of the etch due

to signal issue.

Onwards fabrication continues with dielectric growth. For the thermal stability
of the PMMA capping layer during the ALD process, the dielectric deposition is
completed at 80 °C with 400 cycles of alumina. The deposited alumina layer forms
an all-around gate stack isolation to protect exposed sidewalls as well as a separating
layer between the gate stack and the subsequent source-drain contact, as shown
in figure [£.14)(e). The next self-aligned etching is accomplished by RIE, which is
preferred for its high anisotropy etching. However, for a controllable etching, the
ICP with end-point detection is used here with adjusted RF/ICP power ratio for

a better directionality. The reference for the alumina etching is plotted in figure
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4.17(a). For this case, the end-point detection spot was placed on a designated
region that has the same condition as the gate stack which has the structure of
Al,O3/PMMA/XPH 2318. The other alternative here is that, as simulated in figure
4.17(b), the spot can be focused on the channel region, which is supposed to give a

better signal identification.

Figure 4.17: (a) Etching reflectance from the etching of Al,O3/PMMA/XPH 2318
structure. (b) The simulation for Al;O3/Channel /Other layers beneath the channel
from XPH 2318 structure. The orange line marks the stop line for end-point

detection. 40-nm thick Al,O3 was used for the simulation.

The entire alumina layer except for the covering on sidewalls will be removed
by the directional etching, building an isolation layer separating the gate stack and
the source-drain contact deposited later, as shown in figure [4.14|f). Next comes the
patterning of the compact contact as shown in figure M(g) The wrap-around
contact is changed to a finger-shaped contact for an easier break-off process in
the following lift-off process, as shown in the processing photo in figure M(e).
Following is the metallisation with a thin layer of 20 nm of Ti and 60 nm of gold,
and the left PMMA capping will break off together with unexposed S1813/LOR 3A
to form the close-enough source-drain contact to the gate stack, as shown in figure
4.15(h). Thanks to the capping PMMA layer, the alignment in this step is mismatch
tolerant as any misalignment in any direction will be counteracted by the gate cap’s

break-off, while keeping the remained metal contact staying close to the gate stack.
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The rest of the processing follows mesa etch, passivation, regain-access etch and
final contacts, as shown in figure [4.14{i)-(1). The mesa construction is built on the
third Aly;Gag 3Sb layer of isolation units. The passivation layer used here is 30 nm
of alumina grown at 150 °C, as usual. Regain-access etching is carried out by RIE.
The final contact is deposited with 20 nm of Ti and 160 nm of gold. In addition,
the overlapping gate design in figure (1) is a boon to the electrostatic control
over the gate stack for memory operation.

385 nm T Resistant
gap

Compact
contact 2um

e _\‘A _
Close-contact Sidewall cut

Figure 4.18: (a) Colourized SEM image of an as-fabricated device with improved
design. The green region outlines the exposed mesa area while gold colour indicates
the top electrodes. (b) Zoom-in image of the red-circled region in (a), showing a
reduced resistive gap of around 380 nm. The green filled region denotes the TBRT
stack while the gold colour region represents the compact source-drain contact. (c)
The FIB cut at gate stack region as indicated by blue circle in (a), showing a high-
quality sidewall.

Figure [1.18|a) shows an SEM image of a device fabricated by the improved
design. With such design, as shown in the SEM measurement, the resistive gap
between the gate stack and the source-drain contact is reduced to 385 nm, less
than 500 nm, at least ten times smaller than the earlier design. In principle, with
further optimisations, a gap dimension that is only determined by the dielectric
thickness (down to a few nanometres) which is controllable by the number of ALD
cycles, can be achieved. Following that, with appropriate annealing treatment for
the source-drain contact, the total elimination of the resistive gap is feasible by

controlled diffusion. The layered structure in figure M(b) in the vicinity of close-
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contact in SEM is likely to be caused by the etching from developer and remover
used in the processing which can be avoided by further optimisation. The FIB
cut in figure [4.18(c) suggests high quality sidewalls at the gate stack and the
conformal coverage of alumina over the stack. Despite the step-like edge, which
is likely attributable to an improper development process, the presence of a nearly
vertical sidewall confirms the directional nature of the ICP etching. With further
optimisation, precise control at the nanometre scale appears achievable. However,
detailed quantitative characterisation of lateral etching is required to enable such

fine control.

4.3 Channel Etching with End-Point Detection

The core concept of ULTRARAM™ is the TBRT, which contains five atomically-
thin layers with a total thickness of 10.2 nm. The whole fabrication process,
regardless of design or version, lies in a top-down method, necessitating a fine control
of the etching of the TBRT, a nano-scale carving. Efforts to develop a reliable and
precise etching process including investigations on wafer design, etching recipe and

end-point detection improvement have been made.

4.3.1 Layout Design Improvement

A thicker channel is a straightforward way to allow longer time for end-point control.
Additional layers to shift the reflectance, or different layer arrangements to modify
the reflectance signal shape, provide the other ways to a more reliable and precise
end-point processing.

However, due to the critical thickness limitation in MBE growth, material options
left for layer configuration adjustment are restricted to AlSb, GaSb, etc. After
multiple attempts, the combination of a thickened 15 nm channel with an extra
AlSb/GaShb layer between the channel and isolation layers was found to deliver a

better reference signal in terms of etching monitoring. This new layer configuration
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was implemented the growth of XPH 2093 wafer. Simulations in figure [4.19 shows
the reflectance comparison between XPH 1896 wafer and XPH 2093 wafer. In
comparison to XPH 1896 where the channel is grown on top of isolation layers
directly. The insertion of AISb/GaSb reduces the chance of over-etching by a flatter
reflectance slope following the channel signal. Also, the reference to stop upon is
shifted from a rise following a trough, with no clear change in the signal at the
channel beginning, to a position where the channel starts right after an apparent

peak that makes it easier to identify during the etching process.

Figure 4.19: Simulations of reflectance for (a) XPH 1896 and (b) XPH 2093 at 670

nm wavelength, the additional AISb/GaSb can be used as an over-etching signal.

4.3.2 Recipe Optimisation

On the other hand, endeavours to refine the recipe also involves the slowing down of
the etching to allow a wider time window for etching control. The earlier version of
the ICP recipe using CHy leaves a time window of ~ 35 seconds and requires ashing
between etchings to reveal the vanished signal due to the deposition of polymer
caused by the use of CHy, as shown in figure [4.20]

With optimisations on gas ratio and monitoring parameters, the CH,-based
recipe offers more details in the reflectance curve. In terms of the alignment between

the simulation and ICP etchings, the best channel etching of ICP reflectances
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4.3. Channel Etching with End-Point Detection

Figure 4.20: A reflectance from the mesa etching of a fabrication on XPH 1823
wafer using CHy-based recipe, showing a narrow time window and the flattened

signal caused by the polymer deposition.

in XPH 2213 with the optimized CHy-based recipe shows a nice matching with
the simulation, as plotted in figure [1.21)(a)-(b). In particular, three visible kinks
corresponding to three AISb layers in the TBRT were observed as indicated by red
arrows. The first dip within the ten seconds in the beginning is due to the plasma
stabilisation. However, the quality of such detailed features varies across different
etchings and wafers. Moreover, as indicated by the reflectance in figure M(a), the

time window for the channel region is limited to 30 seconds due to the fast etching

rate.
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Figure 4.21: (a) Best ICP etching from XPH 2213 using the optimised recipe,

showing clear matching with (b) unique features of the TBRT in the simulation.

To address the issue with CHy-based recipes, a lower-power version, BCls-based

recipe is developed. The monitoring parameters in the recipe are also well-adjusted

107



Chapter 4. Fabrication and Scaling of ULTRARAM™

to ensure enough sampling points in signal detection and an appropriate smoothing
rate for live plotting of the reflectance curve during the etching. The switching
from CH4 etchant to halide-based ones also helps to remove the blister-bubble issue
that comes from the polymer deposition due to CH, usage. The reflectance of an
etch-through on XPH 2318 wafer with well-defined and slowed-down version recipe
is plotted as a function of etching time in figure [£.22)(a), displaying a time window
of 50 seconds for the channel etching control. The comparison to figure {4.22(b)
reveals the agreement between the experiment data and the simulation result. The
slow etching rate at the beginning of the curve can be attributed to a combination
of factors, including material, etchant and surface oxidation. The recipe delivers a
slower etching rate at the thin TBRT region and a faster removal at the thick mesa

region as expected.

Figure 4.22: (a) Etch-through reflectance of XPH 2318 wafer with its reference to

(b) the simulation of the same structure.

As the mesa etching is much easier to stop upon, this can be further accelerated
by a higher ICP power in the recipe to save time. Although the bottom simulation

shows peak-to-peak consistency with the etch-through reflectance, it is worth noting
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that dissimilar etching rates for various material can stretch the reflectance curve,
in comparison to the simulation where intensity is plotted as a function of thickness
rather than time, and the etching rate is not taken into account. Therefore, the
simulation is a general guidance and should be carefully used as a reference for end-
point detection. An etch-through of the entire structure is always recommended to
align the reflectance data to the simulation by identifying unique fingerprint features,
as slight changes in growth thickness can shift the end-point signal away from its

simulated reference point.

4.3.3 Laser Interferometry with Shorter Wavelengths

In terms of etching control, the best practice of a 15-nm channel etching with the
optimised BCls-based recipe achieves a 6.5-nm thick InAs at the source-drain contact
region after the whole processing, with 8.5 nm of InAs channel over-etched. Although
the later regain-access etching also plays a role in etching the InAs, given that
the non-halide recipes have better selectivity over InAs than BCls-based ones, the
channel over-etching constitutes the primary reason for the reduced InAs thickness.
Further improvement for the etching control is necessary. However, the improvement
pertaining to end-point monitoring remains restricted, as the recipe optimisation,
in principle, does not affect the fingerprint signals of a fixed growth structure.
In addition, power and gas flow cannot be reduced indefinitely to slow down the
etching, otherwise, the plasma becomes hard to strike. Moreover, alternatives in the
material and modifications of the thickness regarding the epitaxial design provide
limited changes to refractive index n and extinction coefficient k which shapes the
final reflectance curve. Therefore, no substantial improvement can be achieved
within these fields. However, on the interferometry side, in terms of the laser
interference, the wavelength used can be considered to introduce further variability
in the reflectance.

Modelling of the reflectance of XPH 2213 was performed with various wave-

lengths to find viable candidates. As plotted in figure [£.23|(a)-(h), the channel is
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highlighted by the colour filled area. In comparison to the original 670-nm modelling,
shorter wavelengths offer a better resolution at the TBRT region with a higher
intensity contrast between InAs well and AISb barrier while longer wavelengths
flatten fine features of the TBRT. The 206-nm simulation suggests the best shape
for end-point detection with sharp transitions before and after the channel layer.
However, due to the availability of products from suppliers, three wavelengths are
finally used to carry out the experimental verification with the same etching recipe.
Significant enhancement has been achieved, benefiting from shorter wavelengths.
This is verified by multiple batches of wafer, including XPH 2093, XPH 2213 and
XPH 2318, with three wavelengths of 340 nm, 365 nm and 405 nm.

As shown in figure4.24{(a)-(d), experimentally obtained etch-through reflectances
are in agreement with the simulations of three wavelengths listed in figure M(C)—
(e). 2093_A and 2093_B are two pieces taken from same wafer XPH 2093. As seen in
the highlighted channel region, all three wavelengths selected produce more detailed
features that are useful for end-point detection at the TBRT region compared to the
670 nm one, with 365 nm delivering the optimal among them all with a kink signal
right before the channel start, making it much easier to identify and to stop the

etching accurately. Moreover, it has the best reproducibility across various runs.

The 405 nm also presents more features at the TBRT region in XPH 2093 sample,
but the fingerprint feature before the channel falls short of repeatability in other
samples. In addition, it shows no sign of over-etching for post-channel region as no
visible contrast of signal intensity or features between InAs channel and the following
layer. This applies to the 365 nm wavelength as well on XPH 2318 sample where the
signal transition gets smeared from the channel to the underneath layer. This can
be accounted for the non-uniformity across the wafer. The black lines in all plots
are collected from a broadband detector, and are used as chamber plasma reference
where the initial abrupt increase indicates the etching start, all signals before this
point seen in the figure are caused by focus and positioning adjustments. The final

sharp drop marks the ending of the plasma.
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Figure 4.23: Simulated etching reflectances for various wavelengths at room
temperature with focus on the TBRT region, fine features of InAs/AlISb get a higher
contrast at shorter wavelengths while being flattened at longer wavelengths. The
red boxes mark the channel region in each curve. (a) 670 nm. (b) 206 nm. (c) 340

nm. (d) 365 nm. (e) 405 nm. (f) 488 nm. (g) 633 nm. (h) 905 nm.

As-etched reflectances show slight deviations from the simulation result, this
can be attributed to the n and k values used in simulation that are taken from
bulk properties, and the actual temperature during the etching is not taken into
consideration in the modelling. Although the 206 nm simulation shows the optimal
curve for end-point detection, due to the limited availability of short-wavelength
products, further fine-control may be achieved by atomic layer etching which works

analogously to ALD in a self-limited way to ensure a monolayer removal per cycle.
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Figure 4.24: Reflectances of etch-through on samples including (a) XPH 2093_A, (b)
XPH 2093_B, (c¢) XPH 2213 and (d) XPH 2318 acquired using three wavelengths
of 340 nm, 365 nm and 405 nm, showing the consistency of fingerprint features of
the TBRT across various designs. The etching and data collection were done in

collaboration with David Cornwell, LayTec AG.

4.4 Summary

To conclude, three process designs ranging from the first version using wet-etching
to the final improved self-aligned design with compact geometry, are discussed and
demonstrated with experimental fabrications, showing the shortcomings solved and
the advancements gained in each design. The primary challenges in the fabrication,

the scalability and the resistive gap between the gate stack and the source-drain
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contact in the previous design, have been addressed with the new device design.
The proposed compact design has achieved the desired target in terms of scalability,
indicating that the fabrication of smaller devices down to 50 nm gate dimension is, in
principle, feasible. In particular, the size of the resistive gap has been significantly
reduced by a factor of 10. With appropriate post-processing, such as controlled
annealing, the contact gap could be eliminated, thereby meeting the objective of
achieving a zero-gap contact. The progress in the optimisation of channel etching,
which is the most critical part of ULTRARAMT™ processing, is also analysed. Laser
interferometry at shorter wavelengths shows remarkable enhancement to the end-
point detection of ICP etching by a more accurate identification of the TBRT
during etching, offering further mitigation of the channel over-etching during the
fabrication. In addition to precise control of vertical etching, accurate management
of lateral etching is also necessary for scaled devices. For future nanometre-
scale devices, further optimisation of the bias to ICP power ratio, along with a
quantitative analysis of the vertical-to-lateral etch rate ratio, is essential to achieve

this objective.
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Chapter 5

Measurements and

Characterisation

5.1 Gate Leakage

The earlier devices fabricated using a self-aligned design exhibited significant gate-
to-source/drain leakage, primarily attributable to the use of Nb as a hard mask.
This issue may be understood from two perspectives: the choice of material and the
associated fabrication process.

In terms of the material, the refractory metal Nb was selected as the hard
mask due to its high etch resistance. However, the Nb film is deposited via
a sputtering process which is much more energetic than the usual thermal
evaporation. Consequently, sputtered Nb atoms with high kinetic energy penetrate
into the alumina layer during sputtering process, causing diffusion into dielectric
layer.  Therefore, the insulating property of alumina is compromised by the
metallic Nb diffusion, resulting in the leakage across the dielectric layer. The
diffusion phenomenon is proved by the XPS measurement that was carried out
on a Nb/AlLO3/XPH 1896 structure where the Nb was deposited by sputtering,
analogous to the gate structure in a memory device. To perform the XPS

measurement, the sample surface is etched by a certain amount using Ar milling,
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and then XPS signals from the fresh top surface are collected and analysed. After
enough etches, the element distribution in the etching direction can be plotted and
analysed. Figure[5.1|displays the result of the XPS measurement with corresponding
IT1-V elements. Oscillating lines of Ga and Al reflect the periodic structure in the
epitaxial design of XPH 1896, as shown in table[5.1 As the percentage is indicative,
the Nb box (red) and the Al + O box (yellow) are placed to roughly outline the
distribution of the three elements. The Nb region shows a clear overlapping with
the combination of Al and O regions (an approximation of the Al,O3 layer). At the
peak percentage of Al and O, there is ~ 5% Nb detected, indicating the diffusion
of Nb into the dielectric layer. Furthermore, the high diffusion coefficient of Nb in

Al O3 worsens the phenomenon [243].

Nominal thickness Thickness measured

Layer Material
(nm) by TEM (nm)
Floating gate InAs 10 9.7
Quantum barrier AlSb 1.8 1.9
Quantum well InAs 2.4 2.4
Quantum barrier AlSb 1.2 1.7
Quantum well InAs 3.0 3.1
Quantum barrier AlSb 1.8 2.7
Channel InAs (n-type 5x10'%) 10 10
AlSb 8 8.3
Isolation GaSb 50 49.3
X 3 A10.7Gao.3Sb 30 35
GaSh 50 50
2-step GaSb (hot) 540 -
buffer GaSb (cold) 1400 -
Nucleation AlSb 5.2 -
Substrate Si ~ 380 pum -

Table 5.1: Detailed layout of XPH 1896 wafer for ULTRARAM™, illustrating the
typical design of the floating gate, TBRT, channel, and isolation structures.

In addition to the problematic gate material, the other important factor to
consider is the processing design in the fabrication. Being a hard mask, the Nb film
is inevitably etched at the following self-aligned etching step, as a result, some Nb
is sputtered around and susceptible to be re-deposited onto sidewalls of the exposed

gate stack, creating a conductive path for leakage current. The mesa etching step
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exacerbates the etching-induced sputtering issue due to the higher power and the

longer etching time for the aforementioned exposed gate regions (as depicted in

figure [LI0(d)).

Figure 5.1: XPS characterisation of multiple layers on XPH 1896 wafer. XPS signals
are collected and analysed after each run of milling down with a certain amount
of the thickness. The Nb signal overlapping with the combination of Al and O
signals shows the diffusion of Nb into dielectric layer. The percentage numbers are

indicative.

In order to solve the issue, Ta metal was first tested due to the higher etch
resistance than Nb. Despite the sputtering process, the Ta/Al,O3/Au structure
displays much less leakage. Due to its smaller diffusion coefficient than that of
Nb in Al,O3 (Cr: 107559 ecm?/s < Nb: 10713%0 cm?/s at 1200 °C) [243], thermal
evaporated Cr was then characterised on same structure in an effort to protect the
vulnerable alumina layer from sputtering process. As shown in figure (a)-(b),
both tests show a leakage of 1071 A magnitude, three orders of magnitude smaller
than the mA leakage seen in the Nb device. However, Ta and Cr cannot erase the
etching-induced sputtering issue as both are conductive metals, and create a leakage
path once are sputtered. A SizNy layer is proposed later as an extra protective layer
for the metal hard mask to mitigate the sputtering issue, but this consequently
produces a more intricate fabrication process. Additionally, Cr is not compatible
with the current process in terms of etching recipe. Therefore, in the end, as a final

resolution, SizNy is adopted as the etching mask material.
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Figure 5.2: Leakage test for (a) Cr and (b) Ta on alumina. (c) I-V curves for devices
with gate size S, M and L. The gate dimensions of S, M and L are 10.5 x 20 pym?,
25 x 30.5 um? and 30 x 56 um?, respectively. (d) Gate leakage and (e) memory
window plot of the memory device of size M in (a) from XPH 1823 using SizN, as

mask for gate definition.

Figure (c)-(e) shows the basic measurements for the devices fabricated
using the SisN; mask on XPH 1823 wafer. The linear I-V curves from devices
of different gate dimensions in figure (c) were measured between the source and
drain contacts of the device, which show a good conductivity of the channel layer
underneath the TBRT region. Figure (d) shows a gate leakage of ~ 7 A between
the control gate and the drain, representing the solving of the leakage issue. The
endurance test in figure (e) was performed through repeated cycles of erasing
and programming the memory cell, as described in section |3.3.1} The difference of
channel current between the erased state and the programmed state establishes an

endurance memory window, which is a fundamental characterisation in a memory
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test. A memory window of 0.3 uA was observed in the as-fabricated memory cell.
Detailed discussion on the memory characterisation can be found in the following

section [B.3]

Figure 5.3: (a) Leakage mapping and (b) memory-window-leakage plot of the
fabrication from XPH 1823 using Si3N, as mask for gate definition. The device

positioned in the first column of the sixth row is non-functional.

To further investigate the fabrication process, figure5.3| presents a comprehensive
characterisation of all devices from the fabrication batch on the XPH 1823 wafer,
including a mapping analysis of gate leakage and the corresponding memory window
sizes as a function of leakage, for a total of 98 devices on the chip. The leakage
mapping illustrates the spatial distribution of leakage current across the physical
layout of the as-fabricated chip. Notably, over 80% of the devices exhibit gate
leakage currents below 10 pA, representing a substantial improvement compared
to the mA leakage previously observed in devices employing Nb hard masks in
earlier process flows [7]. This marked enhancement in performance is a critical step
towards meeting the stringent yield requirement of 99.9% necessary for large-scale
industrial production. All devices exhibiting significant leakage possess small gate
dimensions and are predominantly located within the top three rows of the chip.

This location-dependent leakage is plausibly attributed to misalignment during the
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optical mask lithography step. The gate dimensions of small, medium and large
devices are 10.5 x 20 um?, 25 x 30.5 ym? and 30 x 56 um?, respectively. The array
of devices exhibits a periodic variation in dimensions-small, small, small, medium,
and large-as indicated in figure[5.3(a). The memory-window-leakage graph in [5.3|(b)
shows a statistical analysis, conveying that regardless of location, the size of the
memory window is irrelevant to the gate leakage. The colours red, yellow, and
blue correspond to small, medium, and large gate sizes, respectively. Most of non-
leaky devices have an endurance memory window around 0.5 pA. This is due to
the poor channel readout performance, and the limited gate control over floating
gate, as illustrated in figure .9(h) in section [4.2.2] due to the device architecture,
the gate contact area is intentionally designed to be smaller than the gate stack,
a consequence of alignment requirements during the patterning process. Thus,
a reduced memory window was obtained. These two concerns led to the latest
improved self-aligned design. In summary, the characterisation of those memory
devices implies the successful approach of SigNy, as etching mask for addressing the

gate leakage issue.

5.2 Channel Characterisation

The channel is integral to the device construction, exerting a significant impact
on the memory performance. Before diving into the memory characterisation,
fundamental characterisations of the channel including circular transfer length
method (CTLM) and basic tests on field-effect transistors built on the memory

channel are performed to gain insights into channel properties.

5.2.1 Transfer Length Method

The earlier growth designs, ranging from XPH 1823 to XPH 2213, utilise a doped

3

channel with an increased carrier concentration of 5 x 10! cm™3, in an attempt

to enhance the channel conductivity. However, the effect seems to be balanced
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out by the deterioration of mobility introduced by the doping-induced scattering,
as a slightly better conductivity is observed in the undoped InAs. Figure (a)
shows a basic I-V measurement for two samples with same geometry and etching
conditions, with one from the doped XPH 2213 wafer and the other from the
undoped XPH 2318 wafer. The current measured in doped devices has exhibited
variation across different samples and wafers; however, no significant differences
have been identified. Consequently, the suboptimal performance is unlikely to stem
from fabrication issues, suggesting that the undoped devices demonstrate better
performance. Therefore, in the latest design, an undoped InAs layer is used for
the channel layer. On the other hand, doping is essential for providing carriers.
Modulation-doped InAs/AISb structures have demonstrated that barrier doping
can enhance the carrier mobility of the two-dimensional electron gas within the
quantum well [244) 245]. This doping strategy may be further optimised for TBRT

by introducing dopants in the layer either above or beneath the channel.

(a) (b) Semiconductor (c)
T Metal contact
0.03 ! 2 L
§ XPH 2213 \
0.02{ —XPH 2318 ]
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Figure 5.4: (a) -V measurement of samples from XPH 2213 and XPH 2318 under
same etching conditions. (b) TLM and (c¢) CTLM structure. The dashed arrows in
(a) shows the current crowding which causes the current to flow through other sides
of the pad. s, the gap between inner electrode and common ground; R1, the radius

of inner electrode; L, the transfer length.

It’s worthwhile to check the channel quality, as well as the contact condition
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of the metal/undoped InAs interface in the first place. The transfer length
method (TLM) is commonly implemented to characterise the contact resistance
of a metal /semiconductor interface. In this regard, it is of significance to investigate
the contact resistance of memory devices. However, the TLM has a drawback that
current flow is not limited only to the region defined by the gap, as it also spreads
to other sides of the contact pad due to current crowding as illustrated in figure
5.4(b). For that reason, the CTLM is introduced to account for the geometrical
issue. The CTLM structure is illustrated in figure [5.4(c) where multiple circles of
same dimension (R1) are separated from an electric field by various ring-shaped gap
spacings (s).

For the measurement of CTLM, standard I-V sweeps are carried out between
each circular pad and the common pad. Each sweep contributes to a point on the
total resistance - spacing gap curve. In order to be analysed similarly for the linear
fitting, CTLM data points need to be divided by correction factors (c) to avoid

underestimation [246] using

1 1
C:R_ln(R + s)

1
; TR (5.1)

while the total resistance obtained with a multiple linear regression analysis can be

expressed as
Rg

Ry =
ot orR1

s+ 2R¢, (52)

where Ry is the total resistance across two measured pads, Rg is the sheet resistance
of InAs between two metal pads and R is the contact resistance of the metal/InAs

interface. Thus,

Rg = slope x 2w R1, (5.3)
where the slope is given by
AR
lope = ——. 5.4
srope ASpacing (54)

The intercept of the ordinate is 2R¢ while the intercept of the abscissa is 2L. L,

the transfer length. It refers to the distance over which injected charge carriers travel
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through the semiconductor material beneath the contact before being collected into

the contact.

Figure 5.5: (a) I-V measurement data for CTLM and (b) CTLM analysis of XPH
2318 wafer. Nine different gap spacings were used in the characterisation. R?, the

coeflicient of determination.

To prepare the CTLM measurement, the entire sample was first etched down
to the InAs channel layer using ICP etching with reflectance-based end-point
monitoring, followed by a single lithography process with the CTLM pattern.
Contact pads were formed afterwards by a thermal evaporation of an Au/Ti film
onto the exposed InAs layer. On each data point, two probes were placed onto a
circular pad and the common pad at the same time to perform an I-V sweep. The
slope of each sweep was then extracted from the linear fitting of the output curve to
contribute to a data point in the CTLM characterisation. Figure [5.5(a)-(b) displays
the I-V sweeps for the CTLM measurement and the analysis of the TLM test on
XPH 2318 wafer. A total of nine different gaps (5, 10, 20, 30, 40, 50, 60, 70, 80
pm) were used with corresponding inner pads (R1 = 75 um). Most I-V sweeps are
generally linear, indicating an Ohmic contact at the metal/InAs interface. Based on

the calculation above, derived values including Rg, R¢, specific contact resistance
pc = Rs x Lp” (5.5)
and L from figure [5.4(c) of the as-etched undoped InAs channel of XPH 2318 are
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listed in table [5.2] The coefficient of determination for the linear fitting is 0.9670.

Rs (Q0) Rc ()  pc (Qem?) Ly (um)

2888.69 15.15  1.76 x 1074 2.47

Table 5.2: Measured values extracted from the CTLM measurement of XPH 2318

walfer.

5.2.2 Field-Effect Transistor Measurement

To further examine the properties of the ULTRARAM™ channel layer, a MOSFET
device featuring the InAs channel was devised, and multiple electrical tests were
performed to observe the channel modulation which is of vital importance for the
readout operation of ULTRARAM™ memory. A MOSFET is a three-terminal
semiconductor device that modulates current flow via an applied electric field. It
comprises source, drain, and gate terminals, with a conducting channel-—InAs in this
case—formed between the source and drain within a semiconductor substrate. The
gate is electrically insulated from the channel by a thin oxide layer. The objective
of this study is to characterise the linear region of the as-fabricated MOSFET. As
illustrated in ﬁgure (section7 MOSFET characterisation involves measuring
the transfer characteristics, in which the channel current is recorded as a function
of the gate voltage at a constant channel bias, as well as the output characteristics,
where channel current measured as a function of channel bias at a fixed gate
voltage. These measurements are fundamental for analysing device performance
and extracting key operational parameters.

MOSFET devices were built on the InAs channel using the same wafer for
ULTRARAM™ fabrication. Fabrication steps are illustrated in figure (a). The
wafer was first etched down to the channel, then contact pads were patterned and
metallised. Mesa etching was used to isolate different devices. Next, a 30-nm

alumina layer was grown by ALD to conformally cover the exposed surface, acting
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as a dielectric layer and a passivation layer. Finally, contacts and control gates were

placed at the last step.
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Figure 5.6: (a) MOSFET fabrication steps for the measurement. (b) Output, (c)
leakage, (d) transfer and (e) transconductance characteristics of a MOSFET device
fabricated on XPH 2318. Iy, the source-drain current; Vg, the source-drain voltage;

Ly, the gate-drain current; Vg, the gate-drain voltage; g, the transconductance.

MOSFET characterisation of XPH 2318, as well as basic I-V and leakage tests
are shown in figure [5.6|b)-(e). The linear I-V curve of mA scale at 1 V channel bias
seen from the drain characteristic in figure (b) suggests good contact condition
at the metal/channel interface, and an acceptable channel conductivity. However,
given that the operating voltage for ULTRARAM™ readout is less than 1 V at
zero gate bias, the gate voltage and channel bias were set to zero and 4+ 1 V only.
As a result, the full MOSFET characteristics, including operation in the saturation
regime, were not observed. The sub-nA leakage at 2 V gate voltage as shown in the
leakage plot in figure (c) exhibits high insulation from the ALD dielectric layer.
The I45-Vgq sweeping at 1 V channel bias in figure (d) shows a clear modulation
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of the channel conductivity by the control gate within the memory operation voltage
range, from -2.6 V to 4+2.6 V, indicating a successful gate electrostatic control
over the InAs channel. This is crucial for the memory readout operation as the
binary discrimination can only be sensed when the channel is modulated by the
charges in the floating gate. The higher current observed with an increasing positive
gate bias in the transfer characteristic indicates the n-type nature of the InAs
channel. Non-zero current at zero bias confirms the normally-on property of the
InAs channel of ULTRARAMT™. Transconductance is a critical parameter that
describes a MOSFET’s ability to convert a change in gate voltage into a change
in drain current. It is defined as the ratio of Iy to Vgq, under the condition of a
constant drain-source voltage. This current-to-voltage ratio is commonly referred
to as the gain. The formula for deriving the transconductance from a MOSFET

measurement is given by
Al
= AV,

Figure [.6{e) includes the transconductance plot of the MOSFET extracted from
figure (d), showing a maximum of 0.0576 mS at zero gate bias, the normalised

Im (5.6)

transconductance corresponds to 2.22 mS/mm. For comparison, a typical InAs FET
exhibits a transconductance in the range of 400 to 1000 mS/mm with values up to
1600 mS/mm reported for 5 nm-thick InAs HEMTs [247]. Though modulation is
achieved in the MOSFET structure, the transconductance remains small, which
implies a limited gate control over the channel region. Another contributing factor
is that the etched InAs in the channel does not achieve the same electrical quality

as the unprocessed material.

5.3 Memory Characterisation

Following the confirmation of the channel modulation, measurements on memory
devices can be carried out. In this section, the measurement set-up and tests of

memory devices fabricated from three batches of wafers are analysed and discussed,
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establishing the correlation between the device performance and the processing

design.

5.3.1 Measurement Configuration

All memory tests were carried out on a probe station connected to an SMU. Figure
presents the configuration and connection of a typical set-up used for memory
characterisation, a three-terminal measurement configuration. During the memory
test, the programming and erasing pulses are sent to the gate terminal via one SMU
channel while the readout signal is sensed via the drain terminal using the other
channel of the SMU. The source terminal is used as the common ground for both
SMU channels during the measurement. All measurements carried out on the probe
station were performed at room temperature under strong illumination from the

microscope lamp of the probe station.

Readout pulse

Output
CH1
Ground return
SMU Program/Erase DUT
c Ground return ———@  Pulse
Output —

Figure 5.7: Schematic of measurement connections in a typical ULTRARAM™
memory test. CHn, the measurement channel; G, the device gate terminal; D, the

device drain terminal; S, the device source terminal; DUT, the device under test.

Endurance and retention are the workhorses of memory performance charac-
terisation. Both are implemented through a sequence of pulses using an SMU.
For a typical endurance test, repeating program-read-erase-read operations are
carried out to test the endurance of a memory device by measuring the size of
the memory window over many cycles. Retention test works similarly to endurance

but only includes a single programming or erasing pulse at the beginning, followed
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by continuous readout pulses over time, to examine the difference in channel current

between two binary states.
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Figure 5.8: Pulse pattern for memory endurance characterisation, showing a

multiple-level pulse waveform.

The sequential bias pattern used in ULTRARAM™ memory for the endurance
test is illustrated in figure [5.8; a multi-level pulse waveform that consists of
multiple voltage segments and simultaneous voltage-current measurements. Key
test parameters include pulse amplitude, pulse timing parameters (delay, rise time,
pulse width, fall time) and measure parameters (delay and measure period). A
cycle interval segment is inserted between cycles to address thermal concerns
in extremely long endurance test. For ULTRARAM™, a faster transition time
and shorter pulse width are preferred. The pulse amplitude refers to the pulse
height required to program and erase the memory cell. For the circumstance of
ULTRARAM™ memory, this value is usually set to 2.6 V. The pulse width is
the time a voltage is held on for programming, erasing or readout operation. A
longer pulse width facilitates greater energy delivery to the device and allows for
improved signal settling, thereby enabling more stable and reliable measurements.
In contrast, a shorter pulse width is advantageous for capturing rapid transitions
and transient behaviours; however, it poses challenges in terms of measurement
accuracy, particularly due to limited settling time. The measurement delay ensures

the current/voltage measuring takes place after the pulse becomes stable and before
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the pulse vanishes. The measurement duration is defined by the number of cycles
and power frequency. A longer duration provides a higher accuracy, but the entire
duration is limited to the length of the pulse width. Customisable pulse parameters
allow the flexibility in pulse pattern to meet the device-specific requirements for
ULTRARAM™ memory tests.

In the experimental evaluation of memory behaviour of ULTRARAM™, a series
of voltage pulses were applied to the device using an SMU. The memory test protocol
involved applying square wave pulses with various pulses. For the program/erase
operations, the pulse width was varied between 0.005 s and 0.1 s. Depending on the
specific pulse period used, the duty cycle can be calculated using the relation

Pulsewidth

- 5.7
Pulse period (5:7)

Duty cycle =

The pulse amplitudes were set to 4+ 2.6 V for programming and - 2.6 V for erasing.
For the readout operation, a longer pulse width was employed to ensure more
accurate measurement of the channel current, with the read pulse amplitude fixed
at 0.5 V. These parameters were chosen based on preliminary studies indicating
optimal switching behaviour in this range, while minimizing device degradation.
The response of the memory cell was monitored using the other channel of the
SMU, recording changes in channel current as an indicator of memory state
transition, enabling the construction of evaluation of memory endurance and

retention characteristics.

5.3.2 Device from Batch XPH 1823

This batch of ULTRARAM™ devices were fabricated on XPH 1823 wafer. As
outlined in table (section [4.2.2)), the XPH 1823 wafer features the introduction
of isolation layers. The self-aligned design with Si3N, as the etching mask was used
for the fabrication.

Figure [5.9)(a) shows the static drain characteristic of a typical ULTRARAM™

memory cell from XPH 1823 at room temperature, the linear I-V curve suggests the
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Figure 5.9: (a) Output, (b) transfer sweep and (c) endurance memory window as a
function of switching cycles for devices from XPH 1823 with a readout voltage of
0.5 V. Endurance data are shown as mean 4 standard error from multiple devices.
The inset in (b) depicts the current discrepancy Algs at zero gate bias which implies
the existence of charges stored in the floating gate for programmed status. I44, the

source-drain current; Vg, the source-drain voltage; Vg4, the gate-drain voltage.

channel conductivity and no contact barrier at the contact/channel interface, also
a signal of a successful channel etching in the fabrication. The transfer curve at 0.5
V channel bias in figure (b) displays a clear hysteresis that represents the charge
storage in floating gate. The inset in figure (b), the zoom-in of the hysteresis at
zero gate bias, depicts a discrepancy of 0.25 pA at zero gate bias, indicating the
change of channel conductivity induced by the charges stored in the floating gate.

The number of electrons in the floating gate can be estimated by

_CAV
q

N 9.9 x 10°, (5.8)
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where C is the capacitance of the floating gate and AV is the threshold voltage
change between two states, q is the elementary charge. A short endurance test
of 150 cycles for multiple devices is plotted in figure (c) to show the memory
window measured at 2.6 V programming/erasing voltage (negative bias for erasing
and positive bias for programming). The memory window is defined by the difference
between erased current and programmed current. Based on the calculation, the
endurance window in the measured memory cell is around 0.35 pA in the endurance
test. This is in agreement with the current discrepancy in the transfer characteristic
in figure [5.9(b). The pulse time for memory operation measurement is 0.1 s and the
readout bias is set to 0.5 V. Regarding reproducibility, the majority of devices on

the chip exhibited memory characteristics.

To further explore the memory performance of the device, a group of varying
voltages and pulse lengths were taken into consideration on another ULTRARAM™
device. Up to 3 V operation voltage and down to 5 ms pulse width were applied to
characterise the endurance response of the memory device. As described in figure
[5.10] each red dot represents a single readout of the channel current from an erased
status while each green dot represents a single readout current of the channel after a
programming operation. The first three sessions were carried out with a decreasing
pulse length for memory operation. As seen in figure [5.10] the size of the memory
window shrinks over a shorter pulse width. The logic state discrimination can be
sensed with a pulse time down to 5 ms at 2.6 V operation voltage. As the pulse
width increases, the memory window generally broadens, up to a point of saturation.
A longer pulse duration facilitates greater charge injection into, or removal from,
the floating gate, thereby enhancing the shift in threshold voltage. This results in
a more pronounced distinction between the programmed and erased states. Then
an increased pulse voltage was applied to test the pulse amplitude response of the
memory cell. In both pulse widths used, the higher programming voltage shows an
improvement to the size of memory window but not significantly, for the instance of

identical 0.1 s pulse width, the memory window is enlarged from 0.5 pA to 0.6 pA.
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Despite multiple continuous tests, the memory cell remains functional after 2000

cycles, exhibiting a good endurance performance.

Figure 5.10: Endurance characterisation at various voltages and pulse widths of a
device from fabrication on XPH 1823. I, the source-drain current. +2.6 V/0.1 s
denotes the memory operation voltage £+ 2.6 V with a pulse duration of 0.1 s, this
convention applies similarly to all subsequent annotations. Readout voltage is set

to 0.5 V for all measurements.

The small memory window is a common phenomenon across all devices on the
chip, which can be attributed to leakage currents, i.e. alternative current paths
between source and drain other than via the InAs channel, exacerbated by the
parasitic resistance due to a resistive gap between the source/drain contact and
the gate stack caused by the channel over-etching, thus a poor channel readout
performance. The cross-section of the self-aligned device is illustrated in figure [5.11
(a), the inevitable over-etching causes the exposed channel to be thinner than that
of gate stack, which creates a resistive gap between gate stack and contact metal.

The thinned-down InAs channel has a reduced conductivity and may experience
further declining when thinned down to a few atomic layers where the quantum
confinement introduces discrete energy levels such that limited electrons can
contribute to the transport. This is supported by the observed larger memory
window at a higher temperature where more thermal activated electrons give a
higher channel conductivity, as shown in figure (b). The over-etched channel
encourages the channel current to flow through the underlying GaSb layer (hole

current) during the memory read operation, which will respond oppositely to
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electrons in the InAs channel with regard to the charges in the floating gate,
competing with the InAs channel current (electron current), leading to a poor
memory performance. In this self-aligned design, the scale of the resistive gap is
comparable to the gate feature size, i.e. a few microns, significantly degrading the

channel conductivity for memory readout operation.

Figure 5.11: (a) Cross-section sketch of the device fabricated with self-aligned design,
showing drawbacks of native resistive gap. The gate metal is smaller than the
floating gate, so there is limited gate control over channel region. (b) Retention
test at 100 °C. The P/E voltage was achieved by a half voltage scheme with + 1.3
V applied on the source and - 1.3 V applied on the drain. The high temperature

measurement was performed by Charlie Senior and Max Walker Long.

A separate consideration is the concern of attaining adequate electrostatic
integrity. The SisN, replacement of the problematic metal film as etching mask
is not without drawbacks, as can be seen in the top of gate stack in figure due
to a re-gain access etching window, the late-placed control gate metal only covers
a fraction of the floating gate region for the reason of alignment, which in return,
imposes a limitation of the tight control of the channel charge by the gate during
programming/erasing operation. If the shortcomings of over-etching and parasitic

resistance are addressed, much better performance can be expected.
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5.3.3 Device from Batch XPH 2213

This fabrication of ULTRARAM™ with XPH 2213 wafer employed the same self-
aligned process as in XPH 1823 where SigN, is used as the etching mask and
the dielectric layer is 15-nm thick alumina. However, as concerns have been
expressed about poor channel performance and an important goal is to maximise
the memory window, an improved accurate etching with optimised CHy-based recipe
was implemented in this fabrication and the wafer features a thicker channel of 15 nm
InAs to further enhance the over-etching tolerance. The thickness of the floating
gate is increased to 15 nm as well to improve the charge storage capability for a

greater memory window.

Figure 5.12: (a) Endurance, (b) retention and (c) retention memory window of a
memory device from fabrication on XPH 2213, showing a stable memory window of

5 pA. Iy, the source-drain current; Algg, the retention memory window.

Memory performance including endurance test and retention test are plotted

in figure [5.12l Memory behaviour can be observed and a robust memory window
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of 5 pA (10 times better than that of XPH 1823 fabrication) is achieved in both
endurance and retention measurements. However, as shown in figure [5.12(a), the
endurance measurement shows an unstable programmed current over the 1000
measured cycles. The observed ’bistable’ programmed state current is likely
attributable to partial programming in some cycles—where only a portion of the
floating gate area is charged—resulting in higher current levels, while other cycles
exhibit full-area programming, corresponding to lower currents. An alternative
explanation may involve the occupation of discrete energy levels within the floating
gate across different cycles. It is unlikely that this behaviour arises from defects
in the TBRT structure, as these would be expected to trap varying amounts of
charge in a non-systematic manner during the memory programming process. The
retention test in figure [5.12b) exhibits an initial window of around 13 pA, but
the programmed current gradually increases until a stable memory window around
7.5 pA is eventually reached after six minutes and remains stable within the rest
of the measurement period, and no sign of degradation seen from the projection
as seen in figure (c) The initial rising of the programmed current is likely
to be charges coming out of the traps in the TBRT. The programmed status is
stable for retention because it is only programmed once, not multiple times, i.e. no
variation in the programming area because there is just one program operation. As
a comparison, the erased status is relatively stable in both endurance and retention
characterisation. The memory test pulse was set to 2.6 V and 0.1 s for programming

and erasing operations while 0.5 V for readout measurements.

Underpinning the phenomenal improvement of memory window compared to
the previous fabrication on XPH 1823 are two major optimisations, the enhanced
channel performance where the over-etching issue is dramatically mitigated by the
refined recipe and the increased thickness, and the thickened floating gate that
contributes to the charge storage capability for memory operation. The thicker
channel benefits from reduced surface scattering and enhanced carrier mobility,

thereby exhibiting better conductivity than the over-etched, thinner counterparts.
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To conclude, the combination of the well-defined channel and the thickened floating
gate confer the development with the potential to deliver a boosted memory

performance.

5.3.4 Device from Batch XPH 2318

Fabrication of ULTRARAM™ on XPH 2318 wafer features an undoped InAs
channel to further improve the channel readout performance and Ta was brought
back as gate metal to address the issue that restricts the electrostatic control over
gate stack originating from the SizN, etching mask design. To avoid the etching-
induced sputtering issue, double layers of S1813 were used and left on top of Ta
film for protection (photoresist is easier to fit in the processing without incurring
substantial changes than using SizNy). A BCls-based recipe was used for both

channel and mesa etching.

Figure 5.13: (a) Endurance and (b) retention characterisations of a memory device
from fabrication on XPH 2318, showing a stable memory window of 0.5 pA. Iy, the

source-drain current.

As shown in figure memory window is plotted as a function of number of
cycles and time for endurance and retention, respectively. Both obtain a memory
window of 0.5 pA at 2.6 V and 0.1 s pulse condition. However, the drift observed

in the current for both programmed and erased states exceeds the memory window,
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which may be attributed to poor contact which causes the degradation of metal-
semiconductor interface over cycles or from the instrumentation drift. This could
be improved by further investigation on the InAs/contact TEM characterisation
and more tests for optimal contact metal. Instrumentation drift can be ruled out by
testing known-good devices. The resistive gap accounts for the significantly smaller
memory window compared with XPH 2213. In the optimal example of the etchings,
a 6.5 nm thick InAs layer was obtained in the final ULTRARAM"™ memory device,
leaving a removal of 8.5-nm InAs in comparison to its primitive thickness of 15
nm, making up a 57% over-etching. The over-etching of the channel outweighs all
other factors in terms of the thickness loss. Despite the small window, no sign of
deterioration of the performance within 1000 measured cycles for endurance and
30 minutes duration for retention test. The memory window is at same scale as
in XPH 1823 meaning no significant improvement from the introduction of Ta gate
metal, though the channel conductivity of the undoped channel is better than that of
XPH 2213. Despite the general declining current magnitude over cycling or time, the
absolute memory size remains same over the measurement period, showing relatively

stable TBRT performance of ULTRARAM™.

To briefly summarise, the devices fabricated on XPH 1823 demonstrated the
successful implementation of all-dry-etching; however, they exhibited limited per-
formance. In contrast, the memories from XPH 2213 showed an improved memory
window, attributed to advancements in growth design and etching processes. The
subsequent batch, XPH 2318, which features a Ta metal gate and an undoped
channel, did not exhibit further performance enhancement. The obtained channel
thickness suggests that this limitation is likely due to channel over-etching. Despite
the limited device performance, the vertical mesa profile achieved in the as-fabricated
devices demonstrates the feasibility of the all-dry etching method for scalable design.
While not yet at the nanometre-scale target, this fabrication offers critical guidance

for the development the final self-aligned architecture.
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5.4 X-Ray Nano-Probe Technique Analysis

Outside of device improvement, it is worthwhile to turn attention to the analysis of
the failure mechanism of heavily cycled devices. In this regard, XANES spectra are
useful in the analysis of the oxidation state or coordination environment of elements
in the sample. XRF is helpful in chemical and elemental analysis. XANES was
carried out on three types of devices: fresh, partially cycled and cycled to failure,

to find any defects related to the cycling of devices.

5.4.1 X-Ray Absorption Near Edge Structure

Figure [5.14] shows the set-up for X-ray nano-probe measurement. Apparatus such
as monochromator need to be first tuned for the target energy of the beam, and
all the parts need to be well calibrated prior to that energy change of the system.
As shown in the schematic, a high brilliance beam coming out of an undulator
first enters the double crystal monochromator, and then, after being collimated,
passes through the chopper to facilitate measurement with a lock-in amplifier. In
the next, the beam passes the collimator, and afterwards hit the sample which is
wire-bonded to a through-hole mount. Finally, the beam goes into the ion chamber.
The detectors were placed near the sample surface at a fixed angle to collect as much
signal as possible, and filters were put in front of the detector to reduce background
noise and prevent detector saturation for enhanced signal-to-noise ratio. The ion
chamber used here is for the normalization of the transmitted beam signal. The
lock-in amplifier is used to measure signals at the frequency of the chopper in the
connection loop.

Figure |5.15| shows the XANES measurement results of three devices. The
ordinate is intensity signal of In Ka sum value normalized by GaAs sum value, i.e. a
representation of absorption. The abscissa is the scanning energy of beam. As seen
from the figure, there is a similar intensity shape versus energy for all devices, with

no impact or dependency found between cycling number and device performance.
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Detector & filter lon chamber

Monochromator Chopper
Collimator g
| Samplé/holed package

lock-in amplifie

Figure 5.14: Tlustration of set-up for XANES measurement.

In other words, there is no impact on In-related structure from cycling numbers.
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Figure 5.15: XANES curves of fresh, cycled and cycled to failure devices under In

K-edge energy set-up, no evidence of In-related defects to cycling failure.

5.4.2 X-Ray Fluorescence

By setting the energy range around In Ka2 (24.00 keV), a mapping of region of
interest for In could be obtained for nano-analysis, as seen in figure [5.16 The
device (fresh) photo and selected area XRF intensity profile as a function of scanning
position are shown in figure[5.16|(a). The In distribution is same as the device design
with the maximum at the gate area. However, a few paler spots were observed which
suggests the lower In concentration in those spots. Figure m(b) shows the photo
and selected area XRF mapping for a cycled device. Similar to figure M(a), a
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few areas with lower concentration spots were found. Abscissa and ordinate are
lateral and vertical scanning displacement, respectively, as indicated in the optical
photos by red dash boxes. In general, XRF with In energy set-up shows certain
areas with less In concentration across the device, which could be related to some
inhomogeneity or defects of InAs in the TBRT region. To conclude, a systematic X-
ray nano-probe measurement carried out on various memory devices implies that the
cycling number has no significant effect on In-related defects in ULTRARAM™ i.e.

no strong correlation was found between the cycling-failure and In-related defects.

Figure 5.16: XRF mappings of (a) fresh and (b) cycled devices from XPH 1896
under In K-edge energy set-up, no significant difference is observed between fresh
and cycled devices. The lateral and vertical distances correspond to the dimensions

scanned, as indicated by dash boxes on device photos to the left of each mapping.

5.5 Summary

In summary, to start with, the gate leakage issue was addressed with SizN, as
the gate definition hard mask. Then, fundamental characteristics were carried out

to investigate the basics of the InAs channel layer for further memory analysis.

139



Chapter 5. Measurements and Characterisation

Next, three different batches of ULTRARAM™ fabricated on various wafers, and
with different processing conditions, are discussed and analysed. The enhanced
endurance memory window of 10 A in XPH 2213 provides a good testament to
the significance of channel layer engineering. The Ta gate metal solution shows
no significant improvement in terms of memory window though with improved
channel conductivity that is likely from the undoped InAs channel. Since all
measured devices were fabricated with a design that has a native resistive gap and
the over-etching issue remains, the improved self-aligned design might be the next
solution for the next step. Though not deployed yet, it is expected to deliver
substantially better performance with further memory readout enhancement by
the elimination of the resistive gap, improved gate electrostatic control and high
scalability. In comparison to previous work employing wet etching, the successful
demonstration of processing using all-dry etching represents a significant step
towards a scalable design. Subsequent optimisation has led to further notable
improvements. The proposed self-aligned device architecture, representing the
first fully scalable design, exhibits promising results for the development of a
scalable ULTRARAM™ platform. Finally, an attempt to investigate the mechanism
underlying cycling-induced failure, a systematic analysis of ULTRARAM™ using
X-ray techniques showed that no evidence of a link between cycling number and
In-related defects, paving the way for the investigation of ULTRARAM™ failure

mechanisms.
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Simulation by nextnano

6.1 Background

Notwithstanding the negligible thickness discrepancy from target values for the
ULTRARAM™ structure, TEM imaging with atomic resolution shows a fluctuating
interface where alloying or intermixing exists, i.e. an imperfect composition of the
TBRT layers, as shown in figure . In figure (a), each dumbbell represents two
atoms, as illustrated by the red and blue ball for In and As atom in the floating gate
region. In figure (b), the compositional analysis shows that the incorporation of
In and As into AISb barrier layers in XPH 2093 wafer brings the barrier composition
to quaternary rather than the intended binary AlISb. The In and As atom fraction
are not zero at the peak of the Al and Sb signal, indicating that the interface is not
chemically sharp as it’s supposed to be, and the In and As distribution can be found
across the entire barrier region in all three barriers measured. By way of comparison,
the quantum well layers show a composition much closer to its original design, and
it’s almost pure InAs at the upper end of the layer in the growth direction. The
intermixing is due to the exponential decay of the atoms that are diffusing from
one layer to the next. It is the atoms that are on (or close to the surface) that are
finding their way into the subsequent layers. A similar barrier alloying phenomenon

was also found in the TBRT by scanning tunnelling microscopy in similar structures
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[248] where memory layers were grown on a GaAs substrate.

Figure 6.1: (a) Cross-section TEM of TBRT layers of XPH 2093 wafer. InAs and
AISb layers are denoted on top and bottom of the figure. (b) Compositional analysis
of corresponding layers of the TBRT in (a). Images provided with permission from

Professor Richard Beanland, University of Warwick.

A previous simulation investigating the effects of variations to the heterostructure
layer thickness for TBRT performance optimization [214] , only considered changes
to the thickness of the layers. However, the actual scenario of interface alloying,
which is evidently more severe has not been previously considered. Therefore, in
order to gain a comprehensive understanding of transport properties of the TBRT,
a series of simulations were conducted to study the impact of TBRT alloying on
the memory operation of ULTRARAM™. The simulation was performed with one
dimension along the growth direction for simplification. The nextano simulations
are calculated from Schrodinger-Poisson solutions. The input parameters, including
material properties sourced from databases and the defined device geometry, are
first processed. This is followed by the calculation of band edges, and subsequently,

a self-consistent solution of the Schrodinger and Poisson equations is carried out.
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The MSB simulation is conducted under the assumption of a single-band model.

Defects from MBE growths such as threading dislocations are observed in
ULTRARAM™ wafers as well, as shown in the large scale TEMs in chapter [4] some
of which reach to the top memory layers. However, since there will be hundreds of
threading dislocations in every device, they have been proven to be inactive [249] in
the tunnelling process and with limited effect to the transport performance [250]. A
diode with InAs quantum well and AlISb barriers yielded a room-temperature peak
to valley current ratio of 3.2, in spite of a 7.2% lattice mismatch between the InAs
epilayers and the GaAs substrates, where a measured threading dislocation density
of roughly 10 em™2 exists [249]. Therefore, the material defects were not considered

in these simulations.

In terms of the channel InAs layer, defects like interface roughness, layer thickness
variation, threading dislocations, stacking fault, trap centres, inhomogeneities
will detrimentally affect resonant tunnelling and the device performance of the
heterostructure. It has been reported that the defects primarily influence the peak
to valley ratio for resonant tunnelling diode device [251]. R. Magno et al. reported
these defects act as a parallel current path that doubles the valley current compared
to a defect free device [252]. In particular, a high concentration of As on Al antisite
defects which are formed during the growth of the AlAs-like interface can increase the
electron concentrations but with lower mobilities than InSb-like bottom interface in
InAs/AlISb heterostructures [227, 253|. Thus, the AlAs interface and alloying were
included for the modelling in section [6.3.1] Several solutions were proposed for
tackling those issues for InAs growth. An effective As-to-In ratio higher than one
can prevent the formation of void defects associated with As etching of the Sh-based
layer underneath [254] during the growth of InAs. As a result of the InAs relaxation,
mismatch dislocations produce and interfaces become rougher for InAs quantum
wells grown on AISb buffer [255], so the choice of buffer layer is also important. In
addition, the channel consists of etched regions on both ends for electrical contact.

Due to etch damage and dangling bonds, the surface defect density is typically large
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[256] on the etched area. Electron accumulation has been observed after dry etching,

which is inherently related to the process-induced structural defects [257].

6.2 Channel Design and Heterojunctions

First and foremost, a general inspection of the entire structure of ULTRARAM™
is presented. Three types of semiconductor heterojunctions organized by band
alignment are shown in figure [6.2(a)-(c). Type I of straddling gap, type II of
staggered gap and type III with broken gap. In type I, the band gap of the
second semiconductor (right) is fully contained in the gap of the first semiconductor
(left).  For the instance of type II, the gaps from two semiconductors are
partially overlapped. For broken band gap, the conduction band from the second
semiconductor (right) overlaps with the valence band of the first semiconductor

(left), leaving no forbidden energy levels at the interface.
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Figure 6.2: Schematic representations of three band alignment types. (a) Straddling
gap. (b) Staggered gap. (c) Broken gap. AEc, the conduction band offset; AEy,

the valence band offset.

ULTRARAM™ wafers feature multiple epi-layers grown on Si (or GaAs or GaSb)
substrates, therefore, it’s imperative to conduct a fundamental simulation to get a
comprehensive understanding of the layered structure and heterojunctions formed,
as device properties depend crucially on the alignment type at the interface [227].

The calculated room temperature band diagram at equilibrium of the top layers of
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XPH 2318 using nextnano software is shown in figure 6.3

Figure 6.3: Calculated band profile of the epitaxial design of XPH 2318 at 300 K.
Corresponding layers are denoted by colour boxes on the top. Electron and hole

density are plotted on the right Y-axis.

The primary functioning heterojunction in the structure is InAs/AlSb, from
which the TBRT is built up. As seen in figure , the band lineup for InAs/AlSb
heterojunctions is a staggered gap with a large conduction band offset of about
2 eV. It is worth noting that this is for the gamma band. AISb is indirect band
gap, but the gamma band is used here as resonant tunnelling is a coherent process.
This lineup of InAs permits a memory operation via resonant tunnelling at very low
voltages, empowering the low-switching voltage performance of ULTRARAM™.
However, there are shortcomings from the small bandgap of 0.35 eV of InAs and
the tiny valence band offset (AEy, around 0.1 eV) at InAs/AlISb interface, with
a leakage current via band to band tunnelling (from InAs conduction band to
AISb valence band) reported [258, 259]. This may enable charge transport even
when the TBRT is not in a resonant tunnelling condition, thereby reducing the
charge-blocking capability of the interface and consequently degrading the memory
retention performance. The entire channel region is below Fermi level as indicated

by the electron density profile, showing the normally-on property.
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Another crucial interface is InAs/GaSb below the channel layer. The band
alignment at InAs/GaSb interface is a type II broken gap where resonant interband
coupling [260] or band to band tunnelling [261] has been reported, as seen by the
hole density peak at the interface on GaSb side. This elucidates the presence of
hole current in the GaSb layer in relation to the over-etched channel issue discussed
in section [5.3.2] which significantly impacts memory performance, particularly the
readout characteristics. It also underscores the necessity of incorporating hole-
blocking layers in the vertical direction, thereby explaining the inclusion of isolation
units in the wafer design. Further investigation is required into the layer beneath
the InAs channel, with a focus on balancing the use of layers preferred for etching
monitoring and the electrical performance of the InAs channel.

The last important interface from the layered structure is the GaSb/AlISb
heterojunction in the isolation unit which plays a key role in blocking the problematic
current vertically through the device introduced by the GaSb layer as mentioned
just above. The band alignment at GaSb/AlSb heterojunction is a straddling gap.
As shown by the hole density curve, the presence of a hole barrier from the AISb
insertion suppresses the hole density effectively. The GaSb/AISb interfaces in the

design provide effective device-to-device isolation following the mesa etching process.

6.3 Simulations of the Tunnelling Layers in UL-
TRARAM™ Devices

In this section, the transport simulation focuses on the TBRT region only which was
treated as a resonant tunnelling diode to study the dynamic tunnelling process. The
left and right contacts are configured next to the channel and the floating gate layer,
respectively. The basic TBRT configuration used in simulation is listed in table [6.1]
The InAs in the channel and the floating gate were n-type doped to 1x10' cm=3.

Scattering was included in the InAs layers for the transport simulation. Strain was

not included in all configurations performed. The default temperature is 300 K
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unless stated otherwise. The focus of the work was alloying at the interface, in the

barrier and in the quantum well.

Barrier Quantum Barrier Quantum Barrier Floating

Layer Channel
15t well 15¢ ond well 274 3rd gate

Material InAs AlSb InAs AlSb InAs AlSb InAs

Thickness 15 1.8 3.0 1.2 2.4 1.8 15

Table 6.1: Layer details of the TBRT configuration for nextnano simulation.

6.3.1 Interface Alloying

The obtained alloying condition from TEM analysis is in a quaternary form of
Al,Iny_,As;_,Sb, for the AISb barrier and the InAs/AlSb interface. Since there is
no available database for quaternary materials of the specific form acquired by the
compositional analysis, as a workaround, an inserted interface of a 0.6-nm AlAs layer
was first carried out for simulation. It was designed to form an InAs/AlAs/AlISb
structure to emulate the alloyed InAs/AlSb, but the total thickness of the TBRT
was preserved to be the same as the primary design. The consideration is due to
the preferential formation of tensile AlAs-type interface in InAs/AlSb structures.
Detailed layer configurations used in the simulation of primary design and AlAs

insertion are shown in figure [6.4f(a)-(b).

(a) Primary
Layer AISb AISb AISb
Thickness (nm) H M m H
(b) AlAs-0.6 nm
Layer
Thickness (nm) | 14.7] 06 | 1.2 06| 24| 06| 06] 06| 18] 06| 1.2 06147

Figure 6.4: (a) Primary design and (b) AlAs-0.6 nm layer configuration used for the
TBRT simulation.
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Figure[6.5{(a) pictures the transmission coefficient as a function of energy where a
raised resonant level is observed for the case of the AlAs insertion at the InAs/AlISb
interface, which can be explained by an effective reduction in the InAs quantum well

thicknesses, raising the energies of the confined states [214].

Figure 6.5: (a) Transmission and (b) current-voltage characteristic for the interface
alloying with insertion of a 0.6-nm AlAs layer, showing raised resonant levels
and reduced transmission coefficient and current intensity. The grey boxes in (b)

correspond to the alignments of two resonant levels in (a).

Peaks in transmission curves mark the resonant levels in the TBRT, the
alignment to those levels results in different current density peaks seen in the current
density plot indicated by grey boxes. In figure (b), similar shifting to a higher
voltage for resonance current density peaks was obtained from the simulation. The
gate voltage is 30% higher for the tunnelling with the presence of AlAs interface,
raising P/E voltage of the TBRT operation. The overall reduction in current can be

attributed to an effective thickening of the barrier due to the insertion of the AlAs.

6.3.2 Barrier Alloying

The incorporation of As into AISb barrier by replacing Sb was then considered for

the barrier alloying due to the higher vulnerability of the ultra-thin thickness and
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the very large InAs/AlISb conduction band offset to study its significance on TBRT

operation.
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Figure 6.6: Transmission through the TBRT with varying AISb barrier alloying as
a function of energy. The higher As fraction in the barrier pushes resonant levels
slightly higher. AE¢, the conduction band offset. E1, E2 and E3 are three resonant

levels.

Figure shows the calculated transmission curves at zero bias for three
variations of AlAs,Sby;_,. Starting from the primary AISb with no alloying, the
As/Sb ratio is monotonically increased to 0.85/0.15. In comparison to the original
AlSb, the incorporation of As/Sb into AISb barrier has a remarkably limited effect
on the transmission coefficient with only a slight reduction for all three As/Sb ratio
conditions. Meanwhile, it can be seen that the transmission initially drops with
increasing As/Sb ratio, but levels off at high As/Sb ratio, with transmission curve
of As/Sb ratio at 0.85/0.15 being very similar to that at 0.5/0.5. This is consistent
with the non-monotonic barrier height change with increasing As/Sb ratio as listed
in the figure. In particular, the quasi-bound state in the first quantum well state
shows negligible change against the As incorporation in terms of resonant energy
level. The resonant level for E3 with the highest energy is pushed higher, but since
it is not contributing to the tunnelling, such a shift has no impact on the TBRT

operation.
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Figure 6.7: (a) Linear and (b) logarithmic plot for current-voltage characteristics
of the TBRT with varying AlISb barrier alloying as a function of energy, showing

limited changes from As incorporation into AlSh layers.

Figure [6.7|(a)-(b) shows the corresponding current-voltage characteristics for all
three barrier alloying conditions. As the resonant levels are not changed by As
alloying, as seen in the J-V curves, the current density peaks remain generally the
same as the primary design, indicating a restricted impact from AlAs,Sb;_, on
the TBRT operation, even with an 85% Sb replacement by As in all barriers. A
slightly reduced current density is observed compared to the primary design, as a
consequence of the diminished transmission coefficient. The elevated As ratio pushes
the current peaks to higher voltage levels until As/Sb incorporation of 0.5/0.5, with
the shift reverts at high As/Sb ratio of 0.85/0.15, as seen in the transmission changes.
Overall As incorporation into the barriers of the TBRT shows a very limited effect

on P/E operation of ULTRARAM™.

150



6.3. Simulations of the Tunnelling Layers in ULTRARAM™ Devices

6.3.3 Quantum Well Alloying

In this section, simulations with two scenarios for the quantum well layers of the
TBRT were carried out in the form of Al,In;_,As and InAs,_,Sb, to examine the

impact on the memory operation of ULTRARAM™.
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Figure 6.8: Transmission of the TBRT with varying InAs quantum well alloying as a
function of energy for (a) Al,In;_,As and (b) InAs;_,Sb,. Al fractional composition
higher than 0.5 leads to a decaying transmission while Sb alloying into InAs has a

limited effect on the first two resonant levels.

Three incremental ratios (0.15/0.85, 0.5/0.5 and 0.85/0.15) were considered for
each ternary composition. Figure (a) shows the transmission plot for Al,In;_,As.
A clear gradual deterioration of the transmission contrast that is characteristic
of the TBRT can be observed where the transmission peaks are transitioned to
lower energies and higher transmission coefficients are observed with increasing Al
incorporation into InAs quantum well. The rising transmission level rapidly reaches
1 at less than 0.5 eV, highlighting a poor charge blocking capability of the TBRT,
which is destructive to its effective operation.

The Al alloying condition reduces the energy for tunnelling condition and also
increases the transmission notably. This is consistent with what is seen in figure
6.9(a)-(b), where the current density increases by about two orders of magnitude
for the 0.85 Al-fraction case. The Al incorporation into InAs reduces the band
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offset dramatically, resulting in a tiny band offset of only 0.34 eV at Al/In ratio of
0.85/0.15. For the instance of Al/In ratio of 0.85/0.15, the peak current density
reaches up to 7000 kA/cm? and barely shows any NDR effect from resonances
with quantum wells. The vanishing peaks and valleys from the J-V characteristics
demonstrate the damaging effect of the incorporation of Al into InAs well for the

TBRT operation.

Figure 6.9: (a) Linear and (b) logarithmic plot for current-voltage characteristics
of the TBRT with varying InAs quantum well alloying as a function of energy for
Al In;_,As. The degradation of the resonant peaks suggests the disappearance of

the charge blocking capability of the TBRT.

Figure [6.8(b) depicts Sb alloying into InAs quantum well, showing the trans-
mission as a function of energy. Different to the situation of Al, Sb incorporation
into InAs shows limited impact on TBRT operation regarding the transmission, with

negligible changes with respect to both transmission coefficient and resonant energy.
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The E3 resonant level is again pushed to a higher level, however, it’s not relevant

to memory operation.

Figure 6.10: (a) Linear and (b) logarithmic plot for current-voltage characteristics
of the TBRT with varying InAs quantum well alloying as a function of energy for

InAs;_,Sb,. No significant impact from Sb incorporation is observed.

The corresponding current-voltage characteristics for InAs;_,Sb, are shown in
figure[6.10|(a)-(b). The voltages for current density peaks of all three variations of Sb
ratios are lined up to primary design, showing a high degree of consistency with the
primitive binary InAs, except for a slight change in the current density magnitude.
The Sb replacement of As exerts a minimal influence on the conduction band edge,
such that the band offset conditions for InAs and InAs;_,Sb, remain almost the
same.

The actual scenario, as revealed by TEM observations, corresponds to a

quaternary configuration involving alloying within the AISb barrier. This condition
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resembles a combination of barrier alloying and the presence of an AlAs interface.
Both the AlAs interface and barrier alloying scenarios suggest that a higher operating
voltage is necessary for effective memory function. This requirement may partially
account for the limited memory window observed, as the conventional operating
voltage of 2.6 V used in all the memory characterisations may be insufficient for
optimal TBRT performance. Nevertheless, none of these cases undermine the
concept of the TBRT operation. It is worth noting that, to ensure consistent
device performance, interface engineering—targeted at achieving sharper interfaces
and minimising intermixing—may prove advantageous in future investigations.
Furthermore, as previously discussed, the degree of asymmetry may be further
optimised to enable lower switching voltages; however, care must be taken to avoid

the occurrence of resonance under zero-bias conditions.

6.4 Summary

In conclusion, different scenarios of alloying in the interface, barrier and quantum
well of the TBRT were simulated to study its effect on ULTRARAM™ memory. For
interface alloying simulated by the inclusion of an AlAs layer, the resonant energy
levels are raised around 30%, so an elevated voltage would be required for P/E
operation through the TBRT. With respect to the As incorporation into the barrier
and Sb incorporation into the quantum well, a similar effect of slightly raising the
resonant energy levels was observed, playing a limited role in TBRT operation. On
the other hand, Al incorporation in InAs can be highly destructive for the TBRT
in the situation of higher ratios. However, fortunately, this case was not seen in
the cross-sectional TEM analysis, and is thus considered to be unlikely, at least for

MBE-grown material.

Due to the limitation of database available in nextnano, other ternary and
quaternary compositions were not simulated. No deleterious effect was found in

all simulated alloying conditions, except for the Al incorporation into InAs which
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was not supported by the TEM analysis. This further confirms the robustness
of memory operation and the charge blocking capability of the TBRT structure,
and hence, ULTRARAM™’s resilience against growth fluctuation and errors. This
simulation addresses the gap in the previous simulation study concerning layer
variation, thereby enhancing the overall comprehensiveness of the simulation work of
ULTRARAM™. Furthermore, the simulation, informed by the TEM observations,
serves as a valuable reference for comparison with the memory measurement
results. These findings suggest that higher voltages and asymmetric program/erase
conditions may be required for more comprehensive characterisation of the memory
behaviour, and they provide useful guidance for future wafer growth and process

optimisation.
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Conclusions and Future Work

7.1 Conclusions

Over the years, significant progress has been made on ULTRARAMT™ through both
experimental and simulation efforts, with the aim of enabling commercialisation
and practical application. Nevertheless, ongoing developments continue to advance
ULTRARAM™ technology, with sustained efforts in both domains directed towards
improving scalability and enhancing memory performance. Future work will focus on
further optimisation, increased scalability, and the progression towards array-level
design.

In this work, fabrication, characterisation and simulation have been carried
out to develop a scalable fabrication design and achieve enhanced performance for
ULTRARAM™ memory.

Three progressive designs have been discussed and analysed. Starting from the
legacy design using wet-etch, the introduction of all-dry etching through to the
self-aligned design marks the ability of a scalable fabrication of ULTRARAM™.
Directed by the proposed explanation of the resistive-gap, a preliminary fabrication
using an improved compact design has shown promising results regarding the two
challenges remaining in the previous designs, the scalability and the resistive-gap,

with the feasibility to further scale down the device to 5 um gate size and the size
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of the resistant gap reduced by a notable factor of 10. Specifically, over-etching
of the 10-nm channel, which outweighs all other conceivable determinants within
the memory fabrication with regard to the resistive-gap issue, has been reduced
to 57% throughout the optimisation, by a refined recipe and fine-tuned epitaxial
design. Modelling and experimental validation of end-point detection with shorter
wavelength of 405 nm have shown further enhancement to the pressing issue of
the channel over-etching, where the TBRT layers could be resolved during the ICP
etching, nearly eliminating the over-etching issue and securing a thicker channel for

the memory readout performance.

Multiple approaches including electrical measurement and X-ray nanoprobe
technique have been used to characterise the as-fabricated memories. The mA
scale control gate leakage issue has been solved by the adoption of a SizN4 hard
mask, as supported by systemic electrical measurements. Endurance and retention
characterisation of ULTRARAM™ memories from three batches of fabrication
validate the self-aligned design with the best endurance memory window of ~ 10
1A and shortest operation pulse of 5 ms. The 10 times larger endurance memory
window, observed in the comparison between the XPH 1823 and XPH 2213 batches,
provides compelling evidence for the effectiveness of the processing optimisations
implemented in etching control and fabrication design. In addition, an X-ray
nanoprobe technique has been employed to investigate mechanisms underlying the
cycling-failure of ULTRARAM™ memory, showing that no correlation was found

between In-related defects and the memory cycling.

Simulations have been performed concerning the TBRT interface disturbance
observed from the TEM characterisation, in the form of interfacial insertion, as
well as quantum well and barrier alloying, with alloy compositions in the latter
two ranging from 15% to 85%. Though Al incorporation exceeding 50% into
InAs can cause a detrimental effect to TBRT operation, such a scenario is not
supported by TEM analysis. The calculated transmission coefficients and current

characteristics of AlAs interfacial layer, InAs,Sby_, and AlAs,Sb;_, suggest a slight
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shift of the tunnelling voltage-an increase of approximately 30%, more than 13%,
and less than 6%, respectively-implying a higher memory program/erase voltage for
ULTRARAM™ but no sign of undermining the TBRT operation, thereby affirming
its robustness.

The demonstrated scalability of the fabrication design, the enhanced performance
observed from the characterisation and the reliability evidenced in the simulation,
collectively support advancements in the development of ULTRARAMT™. The
findings in this work pave the way for further nanometre scaling with high
performance and allows ULTRARAM™ to unleash its full potential, an essential
step for ULTRARAM™ towards commercialisation.

7.2 Future Work

This work presents promising results for the development of ULTRARAM™,
however, challenges remain in the nanometre scaling and commercialisation.

While the proposed design has demonstrated the potential to tackle the resistive-
gap issue, the full implementation of proposed compact design requires further work
and detailed optimisation, especially on the sidewall profile of the gate stack that
is crucial to a successful building of the wrap-around contact. In addition, despite
the advantage of the end-point detection with short wavelengths over the channel
etching, given that all the dry etchings will be finished within the ICP chamber, the
compatibility of the short wavelengths with other etching materials, such as alumina
and PMMA, require further verification. Concerning the wafer layout, further work
is required to identify an optimal virtual-substrate layer beneath the InAs channel
that ensures superior InAs performance while maintaining satisfactory accuracy in
etch monitoring, or to explore optimised doping strategies, such as the use of remote
donor layers, for achieving optimal channel conductivity.

With regard to the simulation, given that nextnano MSB runs on a single band

model, it is worthy to perform the simulation with a multi-band model to further
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investigate TBRT operation, as it was reported that it’s better to include the valence
band to get an accurate calculation of the tunnelling properties [249]. Moreover, as
confirmed by the TEM compositional analysis, the AISb barrier is a quaternary form,
together with the interface roughness, the two factors can be taken into account in
simulation to gain further insight of the impact to the TBRT from the interface
disturbance. In addition, further investigation into the optimal number of the
barriers, as well as the device performance at elevated temperatures, may prove
beneficial in fully optimising the tunnelling structure.

For the long-term and the final goal of nanometre ULTRARAM™ with normally-
off channel and array design, it is necessary-alongside the exploration of alternative
ITI-V channel materials such as InGaAs-to incorporate EBL into the fabrication
process, and this may require extreme precise control of the inevitable channel
etching which is feasible with atomic layer etching. While technical challenges
persist, the integration of EBL, the compact device design, and enhanced etching
control is anticipated to enable high-performance ULTRARAM™, with switching
time below 1 ns and switching energy under 10 aJ, at gate dimension less than 20

ni.
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Appendix A

Fabrication Details

A.1 Epitaxial Designs

The epitaxial design and the thickness of each layer measured by TEM of XPH 1452,
XPH 1823, XPH 1896, XPH 2093, XPH 2213 and XPH 2318 are listed in table [A.T],

table [A.2] table table and table [A.5] and table [A.6] respectively.

Nominal thickness Thickness measured

Layer Material
(nm) by TEM (nm)
Floating gate InAs 10 9.7
Quantum barrier AlSb 1.8 2.5
Quantum well InAs 2.4 1.8
Quantum barrier AlSb 1.2 1.8
Quantum well InAs 3.0 2.5
Quantum barrier AlSb 1.8 2.5
Channel InAs 10 10.7
(n-type 5x10'%)
GaSh 20 19.6
AlSb 8 7.2
Back gate InAs (n-type) 50 58.7
2-step GaSb (hot) 540 -
buffer GaSb (cold) 1400 -
Nucleation AlSb 5.2 -
Substrate Si ~ 380 pm -

Table A.1: Detailed layout of XPH 1452 wafer for ULTRARAM™, utilised in the

wet-etching fabrication.
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Epitazial Designs

Nominal thickness

Thickness measured

Layer Material
(nm) by TEM (nm)
Floating gate InAs 10 8
Quantum barrier AlSb 1.8 2.2
Quantum well InAs 2.4 3.3
Quantum barrier AlSb 1.2 1.6
Quantum well InAs 3.0 2.
Quantum barrier AlSb 1.8 2.2
Channel InAs 10 9.2
(n-type 5x10*®)

GaSb 20 -

AlSb 8 -

Isolation GaSh 50 -

X 4 A10.7Ga0,3Sb 30 -

GaSb 50 -

2-step GaSb (hot) 540 -
buffer GaSb (cold) 1400 -
Nucleation AlSb 5.2 -
Substrate Si ~ 380 pm -

Table A.2: Detailed layout of XPH 1823 wafer for ULTRARAM™, featuring the

introduction of isolation layers.

Nominal thickness

Thickness measured

Layer Material
(nm) by TEM (nm)
Floating gate InAs 10 9.7
Quantum barrier AlSb 1.8 1.9
Quantum well InAs 2.4 2.4
Quantum barrier AlSb 1.2 1.7
Quantum well InAs 3.0 3.1
Quantum barrier AlSb 1.8 2.7
Channel InAs (n-type 5x10%) 10 10
AlSb 8 8.3
Isolation GaSb 50 49.3
X 3 A10,7Ga0,3Sb 30 35
GaSb 50 50
2-step GaSb (hot) 540 -
buffer GaSb (cold) 1400 -
Nucleation AlSb 5.2 -
Substrate Si ~ 380 pum -

Table A.3: Detailed layout of XPH 1896 wafer for ULTRARAM™, showing the

typical design of the floating gate, TBRT, channel, and isolation layers.
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Appendix A. Fabrication Details

Nominal thickness

Thickness measured

Layer Material
(nm) by TEM (nm)
Floating gate InAs 10 10.2
Quantum barrier AlSb 1.8 2.2
Quantum well InAs 2.4 2.7
Quantum barrier AlSb 1.2 1.6
Quantum well InAs 3.0 3.3
Quantum barrier AlISb 1.8 2.3
Channel InAs (n-type 5x10%) 15 17.6
AlSb 8 8.7
For reflectance GaSb 20 20.2
AlSb 5 5.9
GaSh 50 52.4
Isolation Aly7Gag3Sb 30 32
GaSb 50 53
AlSb 8 8.2
Isolation GaShb 50 -
X 2 AlojG&(),ng 30 -
GaSh 50 -
2-step GaSb (hot) 540 -
buffer GaSb (cold) 1400 -
Nucleation AlSb 5.2 -
Substrate Si ~ 380 pum -

Table A.4: Detailed layout of XPH 2093 wafer for ULTRARAM™. The additional

layers between the channel and the isolation unit are introduced to improve signal

identification during ICP etching.
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A.1. Epitaxial Designs

Nominal thickness

Thickness measured

Layer Material
(nm) by TEM (nm)
Floating gate InAs 15 16
Quantum barrier AlSb 1.8 2.254
Quantum well InAs 2.4 2.45
Quantum barrier AlSb 1.2 1.568
Quantum well InAs 3.0 2.94
Quantum barrier AlISb 1.8 2.254
Channel InAs (n-type 5x10%) 15 16.855
GaSh 20 23.905
AlSb 8 8.17
Isolation GaSb 50 64.25
X 4 A10.7Ga0,3Sb 30 30.76
GaSb 50 64.52
2-step GaSb (hot) 540 -
buffer GaSb (cold) 1400 -
Nucleation AlSb 5.2 -
Substrate Si ~ 380 pm -

Table A.5: Detailed layout of XPH 2213 wafer for ULTRARAM™, designed with

increased channel thickness.

Nominal thickness

Thickness measured

Layer Material
(nm) by TEM (nm)
Floating gate InAs 15 13.061
Quantum barrier AlISb 1.8 2.23
Quantum well InAs 2.4 2.336
Quantum barrier AlSb 1.2 1.805
Quantum well InAs 3.0 2.442
Quantum barrier AlISb 1.8 2.23
Channel InAs 15 15.398
GaSh 20 19.991
AlSb 8 8.178
Isolation GaSb 50 -
X 4 A10,7G30.3Sb 30 -
GaSh 50 -
2-step GaSb (hot) 540 -
buffer GaSb (cold) 1400 -
Nucleation AlSb 5.2 -
Substrate Si ~ 380 pum -

Table A.6: Detailed layout of XPH 2318 wafer for ULTRARAM™, incorporating

undoped InAs channel.
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Appendix A. Fabrication Details

A.2 Etching Recipes

Recipes used for ICP etching are listed in table [A.7 A typical etching process
contains four steps including pump, gas stabilisation, etch and pump. Only
parameters for the etch step is listed in the table. The recipe for the hardened
S1813 etching is the same as the PMMA etching. The mesa etchings were done
with same gases as in the channel etching but with higher power. Recipes used for
RIE etching are listed in table[A.8 Note that etching time may vary from batch to
batch, especially for O, plasma cleaning, depending on the sample. A typical RIE
etching process consists of multiple stages including pumping, stablisation, striking,
etching, purging and pump. Parameters listed in the table are for the etching step.

Solutions used for wet-etchings are listed in table [A.9
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A.2. FEtching Recipes

Channel  Optimisation Channel
Parameters Al,O3 PMMA
CHy-based CHy-based BCls-based

Pressure

(mTorr)

10 10 6 6 20

RF power
(W)

100 100 25 50 100

ICP power
(W)

150 150 110 110 200

Table temp
(°C)

10 10 10 10 10

BCl,
(sccm)
CH,
(scem)
Ho

30 30 - - -
(scem)

Ar
(sccm)
O,

(scem)

Etching
Refer to corresponding simulations
end-point

Table A.7: ICP recipes for etching various materials used in the ULTRARAM™

fabrication.
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Appendix A. Fabrication Details

Parameters O5 Plasma SisNy Al,O3 Ta PMMA
Pressure (mTorr) 100 55 50 100 20
HF power (W) 150 150 200 150 70
Table temp (°C) 25 25 25 25 25
CHF3 (sccm) - 50 - - -
CFy4 (scem) - - 30 30 -
O (sccm) 40 5 5 5 45
Etching time (min) 2 3.5 3 1.75 3

Table A.8: RIE recipes for various materials used in the ULTRARAM™ fabrication.
The etching time for SigNy, AlyO3, Ta and PMMA is based the nominal thickness

of 180 nm, 15 nm, 63 nm and 200 nm, respectively.

Material Solution

Citric acid : HyO5 : HbO =1:3: 1
InAs
(volume ratio)

AlSb MF-319

Table A.9: Solutions used for wet-etching of InAs and AlSb.

A.3 Lithography Details

Spin-coating parameters used for optical mask lithography and LW are listed in table
IA.10. Developing procedures for each combination of photoresists are listed in table
[A.11] Depending on the stock, MF-319 and MF-CD26 are used interchangeably.
Lithography patterns used for the improved design with a gate size of 5 um x 5 pm

are shown in figure [A.1]
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A.3.  Lithography Details

Photoresist S1813 LOR 3A PMMA
Spinning time (s) 60 30 60
Spinning acc (rpm/s) 3000 1500 1000
Spinning speed (rpm) 6000 3000 2000
Baking temp (°C) 115 170 180
Baking time (min) 2 5 2
Developer MF-CD26 MF-CD26 H,O/IPA = 3:1
Stripping Acetone  Remover 1165 Acetone

Table A.10: Spinning parameters for photoresists used in this work.

Photoresist S1813 S1813 + S1813 S1813 + LOR 3A
Lithography Optical mask lithography or LW
Developer time 1min 1min 1min
H>O rinse 1min 1min 1min
Post-exposure bake No No 5 mins at 125 °C
Developer time No No 1min
H5O rinse No No 1min
Ny drying Yes Yes Yes

Table A.11: Developing procedures for different photoresist combinations.
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Appendix A. Fabrication Details

(a) (b) (c)

Overview Gate definition Source-drain contact

(d) (e) ()

Mesa definition Regain-access window Final contact

Figure A.1: Lithography patterns for the improved compact design. (a) Overview of
the device design. (b) Gate definition. The region outside the gate (the dashed box)
is to be etched. (c) Source-drain contact. The finger-shaped contact is patterned for
the metallisation. The overlap between the gate stack and the contact ensures a close
contact to the gate after the lift-off process. (d) Mesa definition. The region outside
the mesa (the dashed box) is to be etched. (e) Regain-access window. Two windows
are opened on the source-drain contact by removing the alumina passivation. (f)
Final contact. Final metallisation is done to bridge the source-drain contact to

contact pads for subsequent measurements.

A.4 Dielectric Recipes

Key parameters used for PECVD deposition of SizNy are listed in table [A.12] Two
recipes used for alumina deposition by ALD are listed in table
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A.4. Dielectric Recipes

Parameters Pump Stablisation Strike Pressure Pressure Deposit Pump

Pressure
25 25 17 10 10 0
(mTorr)
HF power
0 50 0 0 0 0
(W)
ICP power
0 250 250 250 250 0
(W)
Table temp
140 140 140 140 140 140 25
(°C)
SiHy
0 5.3 5.3 5.3 5.3 5.3 0
(scem)
Ny
0 4.5 4.5 4.5 4.5 4.5 0
(scem)
Time
60 1 0.25 0.25 0.25 3 2
(min)

Table A.12: PECVD recipe of each step for SizNy deposition used in the
ULTRARAM™ fabrication.

Heaters H>O Wait TMA Wait  Repetition Carrier
Recipes
temp (°C) Pulse (s) (s) pulse (s) (s) (cycles) Ny (scem)
80 °C 80 0.015 10 0.015 10 200 20
150 °C 150 0.015 5 0.015 5 150 20

Table A.13: ALD deposition recipes for Al,Os used in the ULTRARAM™

fabrication.
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Appendix B

Basics of Simulation

B.1 Etching Simulation

The optical constants, including refractive index n and extinction coefficient k, of
materials involved in the simulated structures are listed in table [B.1] and table [B.2l
The numbers for Aly;Gag3Sb are taken from a similar composition, AlgsGagsSb.
All 206 nm data are taken from 206.6 nm wavelength. For PMMA and alumina
used in the simulation at 670 nm wavelength, the refractive indices are 1.4995 and

1.7643 [262], respectively.

An etch-through test prior to device processing is paramount for different
structures to circumvent the possible deviation between the simulation curve and
the experimental result due to various reasons. As a general etching guide, the
comparison between the reflectance from an etch-through of PMMA/XPH 2318
structure and the simulation is plotted in figure [B.I] The slight difference can be
explained by the thickness variation between the simulation and the actual thickness

of the PMMA used.

170



B.1. FEtching Simulation

InAs AlSb GaShb

Parameters n k n k n k

206 nm 1.4340  2.1120 1.0648 2.2263 0.85237  2.3048

340 nm 3.0485  1.7218  3.9363 2.8857 3.7617  2.7714

365 nm 3.0044 1.7913  3.9746 2.6414 3.7944  2.4270

405 nm 3.1419  1.9863 4.5510 2.0629 3.75631  2.1245

488 nm 4.2214  1.8272 4.6932  0.53068 4.1756  2.2829

633 nm 3.9637 0.60909 3.8638 3.5982e-3 5.1639  1.1574

670 nm 3.8852  0.55175 3.7714 2.5179e-3  4.9387  0.72390

905 nm 3.5466  0.21482  3.4557 7.0993e-2  4.0554  0.30682

Table B.1: Optical parameters of InAs, AlSb and GaSb used in the etching

simulation with various wavelengths [262].

A10,5Ga(),5Sb Sl

Parameters n k n k

206 nm 1.2460 2.3050 1.0100 2.9090

340 nm 3.9237 2.9102 5.2298 3.0206

365 nm 4.0740 2.4490 6.5271 2.6672

405 nm 4.0072 2.1570 5.4376  0.34209

488 nm 4.5121 1.6517 4.3707  8.0068e-2

633 nm 4.6235  0.22167  4.3707 8.0068e-2

670 nm 4.3872  0.12808  3.8224 1.4554e-2

905 nm 3.8623 2.8824e-3 3.8823 1.9589%e-2

Table B.2: Optical parameters of Aly5GagsSb and Si used in the etching simulation

with various wavelengths [262].
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Appendiz B. Basics of Stmulation

Figure B.1: (a) Etching reflectance from the etch-through of PMMA /XPH 2318
structure. (b) The simulation for the structure in (a). Reflectance fingerprints of
the PMMA are superimposed on the beginning of the known wafer reflectance. The
orange line marks the stop line for end-point detection. Double layers of PMMA
were used in the etching with a nominal thickness of 400 nm, which was used for
the simulation in (b). The deviation between (a) and (b) can be attributed to the

variation of PMMA thickness which depends on the spinning and baking conditions.

B.2 nextnano Simulation

B.2.1 Material Parameters

Material parameters used in the simulation are listed in table [B.3]

B.2.2 Interpolation of Ternary Compounds

Properties of zinc blende type ternary alloys simulated in nextnano, including
AlAs,Sby_,, AlIn;_,As, InAs;_,Sb,, are interpolated by two binary alloys (InAs,
InSb, AlISb and AlAs) with bowing parameters. This is considered to be two-

component alloy by nextnano, which is constant bowing (quadratic). For a two-
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B.2. nextnano Simulation

component alloy with the form of AB,C;_,, the general quadratic form is
PABC(x)::L’~PAB+(1—91:)-PAc—x(l—x)-bABC, (Bl)

where the P4pc(z) is the interpolated property of AB,C4_,, Pap and Py are

corresponding properties from the two pure components, and b,pc is the bowing

parameter for the alloy. The corresponding parameters are listed in table

Parameters InAs  AISb  AlAs  InSb

CB offset (eV) 1.937  3.996  4.049  2.255
VB offset (eV) 1.39 1.385  0.857  1.750
Band gap (eV) 0.417 2386 3.099 0.235
Effective mass (mg) 0.026  0.14 0.15  0.0135

Material density (kg/m3®)  5.61e3 4.26e3 3.72e3 5.77e3
Deformation potential (eV) -6.66  -8.12 -7.4 -6.04
Static dielectric constant 15.15  12.04 10.064 17.5
Optic dielectric constant 12.25 10.24  8.162 15.68
LO phonon energy (eV) 30e-3  42e-3  50e-3  22e-3

LO phonon width (eV) 3e-3 3e-3 3e-3 3e-3

Table B.3: nextnano material parameters for the simulation.

Parameters AlAs,.Sby_, Al,In;_,As InAs;_,Sb,
Components Al As & AlSby_, AlAs, & In;_,As InSb, & InAs;_,
Bow-band-gaps 0.8 0.7 0.67
Bow-conduction-band-energies -0.91 0.06 0.67
Bow-valence-band-energies 0.417 -0.69 -0.4

Table B.4: Bowing parameters for the simulation.
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