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Abstract

It is well known that Augmented Reality (AR), particularly handheld mobile AR,
holds great potential for enhancing co-located collaborative experiences. However,
despite the significant advances in AR, there is still a fundamental gap in the
absence of a unifying framework that addresses the challenges in understanding group
dynamics, device configurations, and interaction techniques. This thesis addresses
the overarching problem of a lack of a framework for designing and evaluating
collaborative AR experiences by systematically investigating the cognitive and
physical demands of handheld AR on users. This research explores how these factors
influence group behaviours. Through empirical studies, this work aims to contribute
a deeper understanding of the interplay between AR technology and collaborative
work, paving the way for more effective and intuitive collaborative AR applications.

Building on the technological advancements of handheld mobile AR, this research
aims to shift the focus from individual user-device interactions to a broader inter-
action space of co-located collaborative applications. We investigate how different
device configurations affect user engagement and collaboration, revealing that larger
devices like tablets enhance interaction through effective screen sharing and shoulder
surfing. In comparison, smaller devices like smartphones impose higher cognitive
and physical loads. Additionally, the research highlights the need for AR systems to
support seamless transitions between AR and face-to-face interactions to maintain
collaboration efficacy and reduce these negative impositions.

By integrating key Human-Computer Interaction (HCI) concepts such as prox-
emics, territoriality, and shared interaction spaces, this thesis presents a comprehen-
sive framework for designing collaborative AR experiences. The findings underscore
the importance of ergonomic and social considerations in developing AR interfaces
that are not only functional but also intuitive and accessible for users.

This thesis contributes to the field of HCI and CSCW by providing empirical
evidence, design principles, and a conceptual framework that guides the future
development of AR applications. It addresses core challenges in collaborative AR,
such as managing cognitive and physical demands, optimising device configurations,
and developing effective interaction techniques that stretch beyond the physical
reality. The ultimate aim is to enhance handheld mobile AR’s effectiveness and user
experience, making it a more intuitive tool for collaborative interactions.
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Augmented Reality (AR) displays are devices that allow users to superimpose
computer-generated images and information onto the real world. Given the widely
accepted definition by Azuma [5], AR displays are defined by three main characteris-
tics: (i) they combine the real and virtual worlds, (ii) they are interactive in real-time,
and (iii) they are registered in a 3D environment [5]. Traditionally, HCI has focused
on the ways humans interact with computers and digital interfaces, focusing on
usability, user experience, and cognitive aspects of interaction. AR, however, extends
these paradigms by introducing a dynamic interplay between the physical and virtual
worlds, thereby reshaping our understanding of interaction spaces and modalities. As
Tonnis et al. [202] articulates, AR involves a continuous dynamic interplay between
two distinct but intertwined worlds: the physical and the virtual. Each of these
worlds has its own geometric and photometric properties and evolves over time. Their
relationship is intricate and reciprocal, and one world often adapts or influences

the other [202]. In AR, intricate interactions and information exchanges between
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individuals not only give meaning to the virtual components of the environment but
also play a role in shaping the physical aspects, highlighting the symbiotic relationship
between the virtual and the real [175, 197]. Contrary to traditional user interfaces,
this interaction is not a mere juxtaposition of virtual elements onto the real world
but weaves interconnections that create an enhanced, more informative reality. This
allows AR to provide more information about the user’s physical environment than
human senses would otherwise detect and offers additional support through spatial,
visual, and auditory cues [18, 28, 166]. Ultimately, AR acts as an “intelligence
amplifying system” by Azuma’s standards, highlighting the symbiotic relationship
between the virtual and the real in shaping our environment and interactions [5].

The integration of virtual information within the physical world allows for a
seamless blend, where interactions between the two realms flow naturally, enhancing
user experience. Augmented Reality (AR) is most effective when users perceive the
physical and virtual worlds as a cohesive whole, as if they were one [109]. Recent
advancements in digital technologies have facilitated new methods for blending
these worlds, improving the realism and integration of virtual content with real
environments [100]. This highlights the bidirectional relationship between the
virtual and physical realms, where actions and behaviours in one domain influence
experiences in the other [53, 168]. Furthermore, the concept of the metaverse
exemplifies this seamless integration, merging the physical world and virtual spaces
through sophisticated computing and communication infrastructures [86, 215]. This
convergence underscores the transformative potential of AR in creating interactive,
informative, and immersive environments.

Interactivity in immersive experiences holds the potential to enhance the user
experience by reducing the cognitive load associated with transitioning between
realities. Immersive experiences involve deep engagement with virtual environments,
which promotes a sense of presence and increased interaction [148, 194]. This high
level of immersion can improve the user experience by enveloping them within a
digital interface, as observed in virtual reality applications [47]. However, one of the
distinct advantages of AR over Virtual Reality (VR) is the reduced need for users to
learn to navigate a new environment [82]. AR allows users to interact with content
added in real or virtual environments, leading to a more positive perception of AR
content [16, 90]. In AR, the environment is familiar and tangible, filled with objects
that users can physically see and interact with. This familiarity lowers the barrier to

entry, making AR more accessible to a wider range of users [37, 141]. In recent years,
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marked by rapid technological advancements, AR has emerged as a potent tool in the
digital landscape. Technology corporations such as Microsoft, Meta, and Apple are
investing heavily in this domain, launching increasingly sophisticated hardware to
support the ever-expanding AR market. Their efforts reflect the growing recognition
of the potential of AR to revolutionise various aspects of our lives, from work [2, 21]
and education [203, 225] to entertainment [110, 112] and social interaction [174].

Ad hoc situations that use AR can be developed and deployed on almost any
smart handheld device, broadening the potential user base [57]. This thesis focuses
on handheld mobile AR displays due to their wide accessibility and versatility
in various applications. Handheld mobile AR refers to AR systems that operate
on widely accessible mobile devices, particularly smartphones and tablets. While
AR research dates back to the 1960s [5], advancements in mobile technology have
been instrumental in the rise of handheld AR. The proliferation of touchscreen
smartphones has made this the most prevalent form of AR display today [106],
driving its widespread adoption among the general public [57]. This is supported
by a growing number of users of mobile Augmented Reality AR worldwide, which
is estimated to have been 1.03 billion in 2024.'

Given that handheld mobile AR is already supported by widely available devices,
it is important to explore how this technology extends beyond individual use, enabling
new forms of interaction and collaboration. One of AR’s most promising applications
is its ability to facilitate shared experiences and collective work. As Ens et al.
states, “Among the possible applications in AR, it is widely viewed that collaborative
systems are to be among its killer applications” [46]. This highlights AR’s potential
in transforming collaboration by integrating virtual elements into the physical world,
creating shared spaces where information is not just presented but actively interacted
with, enhancing collective understanding and engagement.

In this context, some foundational concepts within HCI such as proxemics [75], ter-
ritoriality [184], and shared interaction spaces [125] gain new significance. Proxemics
have become crucial in designing AR experiences that respect personal space while
enhancing interaction. Territoriality, or how people use physical space to establish
personal boundaries, could inform the design of AR interfaces that seamlessly
integrate into the user’s environment without infringing on their sense of personal
space. Cross-device computing and shared interaction spaces are also essential for
enabling collaborative experiences in AR, using technology to break down barriers

between individual and collective digital interactions.

thttps://www.statista.com /statistics/1098630/global-mobile-augmented-reality-ar-users/
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In this thesis, I aim to gain a deeper understanding of how mobile handheld AR
is experienced and interacted with in a co-located group scenario. By exploring the
dynamic interplay between the physical and virtual worlds within group settings, we
can identify key factors that enhance collaborative efforts and user engagement. This
approach will provide invaluable insights for developers and designers, enabling them
to create more effective and engaging AR applications. Through this research, we
aspire to push the boundaries of AR technology, fostering innovations that transform
how we perceive and interact with both our immediate individual environment and

each other in co-located group scenarios.

1.1 Research Challenges

In contrast to other established areas of co-located collaboration, such as tabletop
computing, there are few established guidelines or best practices when it comes
to designing and developing co-located collaborative Augmented Reality (AR)
scenarios [117, 120]. Although previous research suggests that AR interfaces
can support collaborative work [71, 188], most handheld mobile AR interfaces
are built primarily with a focus on individuals rather than collaboration. Some
work explores co-located collaboration for mobile AR, but there is generally a lack
of understanding of how mobile AR affects collaboration and group interactions.
This lack of established guidelines highlights the need for further research and
development in this area to enhance the effectiveness and user experience of co-
located collaborative AR applications.

This thesis addresses this overarching challenge by building on a set of four
core research challenges initially motivated by prior research on general co-located
collaboration in HCI as well as observations of the usage of typical co-located AR

systems in group settings. These research challenges are:

1. Co-Located Collaboration in AR — Understanding how AR shapes collab-

oration and group interactions in co-located settings.

2. User Interactions — Investigating how interaction design in mobile AR

influences collaborative experiences and cognitive load.

3. Group Dynamics in Mobile AR Collaboration — Exploring the social

and spatial factors that impact collaborative engagement in AR environments.
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4. Describing Multi-Device Mobile AR Interactions — Developing con-
ceptual frameworks to describe and optimise interactions in multi-device AR

settings.

These four challenges are interrelated, as they collectively address different
aspects of collaboration in mobile AR. Co-located collaboration in AR (Challenge
1) establishes the foundation by exploring AR’s role in enhancing collaborative
interactions. User interactions (Challenge 2) build upon this by examining the
specific mechanisms that shape these interactions. Group dynamics (Challenge 3)
further contextualises collaboration by focusing on how spatial and social factors
influence user engagement. Finally, multi-device mobile AR interactions (Challenge
4) extend these ideas by considering how multiple AR-enabled devices can be used

to enhance or complicate collaboration.

1.1.1 Co-Located Collaboration in AR

While AR holds immense potential to enhance face-to-face collaborative experi-
ences [15, 120], the dimension of collaboration and, more specifically, the effects that
AR has on group collaboration remains under explored. Although AR has been
shown to support both co-located and distributed collaboration, there is a need to
delve deeper into its role in co-located collaborative scenarios. Collaborative AR
has been found to reduce cognitive load, task durations, and errors while enhancing
learning and facilitating training, maintenance, and education [80, 97, 116, 142].
Studies on synchronous collaboration in mixed reality settings suggest that users
prefer synchronous, co-located collaboration [71].

Early systems like TransVision [165] and Studierstube [199] demonstrated AR’s
capacity to facilitate collaborative design and visualisation using handheld displays
and AR glasses. Butz et al. [27] further explored co-located interaction with shared
virtual information using head-worn displays. More recently, Benko et al. [11]
developed a projection-based AR system that overlays 3D objects into the real
world, highlighting the evolving nature of AR in collaborative contexts. Handheld
mobile AR systems such as AR Pad [137] and game scenarios explored by Henrysson
et al. [81] underscore AR’s potential in face-to-face collaboration. However, some
commercial mobile AR applications, such as Ingress [170] and IKEA Place [115],
primarily involve implicit and secondary collaborative aspects, often leading to
isolated user experiences. This underlines the need to better understand AR’s

mediating role in co-located collaborative scenarios.
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Touch-based interfaces on phones, tablets, and tabletops offer a more advanced
understanding of co-located interactions and collaboration practices. Early work in
this area examined closely coupled collaborations using shared stationary displays [42,
77]. Interactive tabletops, which naturally afford group work, have led to guidelines
for constructing collaborative work environments [184], and studies have explored
concepts like territoriality [186], group territory [185], and collaborative coupling
strategies [200]. Mobile devices bring significant advantages for users requiring
mobility, as demonstrated by Lucero et al. [118, 119], who showed how these devices
enable co-located collaboration for tasks like photo sharing and brainstorming.
Research indicates that collaboration and communication positively impact team per-
formance [95], and mobile devices can enhance group collaboration [187]. However, in
small group settings, tablets may negatively affect communication [74]. Technologies
like HuddleLamp [161] and Connichiwa [182] reflect efforts to better understand
co-located interaction [49, 121], emphasising the need to examine how device size
and configuration influence collaboration in handheld mobile AR.

While prior research has identified key aspects of collaboration, there is still a lack
of integration between findings in HCI, AR, and multi-device interaction research. A
practical framework is needed to translate theoretical insights into actionable design

principles for real-world AR applications.

1.1.2 User Interactions

User Interactions play a critical role when it comes to shaping the effectiveness
and fluidity of collaborative efforts in Human-Computer Interaction (HCI) and
are particularly important in the context of mobile Augmented Reality (AR).
Traditionally, user interactions have been explored through a variety of different
lenses, such as collaborative behaviours and the transition between individual and
group workspaces. For example, Scott et al. emphasised the importance of supporting
collaborative behaviours through simultaneous interactions and smooth transitions
between personal and group activities in tabletop workspaces [186]. In the realm of
larger interactive displays, Rogers and Lindley highlighted how the orientation of
a display (horizontal versus vertical) impacts idea exploration, role switching, and
collaborative behaviours in group settings [169]. Similarly, Tang et al. focused on
how users maintain independent actions while working on shared surfaces, a dynamic
known as collaborative coupling, which highlights the fluidity of interactions in

co-located settings [200].
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These studies collectively contribute to the understanding of user interactions
within HCI, particularly in co-located collaborative settings. By exploring various
dimensions of collaborative behaviours, display orientations, cross-device interactions,
and other nuances, researchers can gain insight into optimising user experiences
and interface designs in these collaborative scenarios. However, mobile AR presents
distinct challenges in terms of user interactions, particularly because of the nature of
handheld devices and the attention splitting required between physical and virtual
elements. In mobile AR, attentional tunnelling, where users become overly focused
on the virtual content to the detriment of real-world engagement, is of concern [198].
The small screen sizes and the requirement to navigate both real-world and virtual
objects can lead to disruptions in the collaborative flow. Research shows that
when users frequently switch between real-world interactions and virtual tasks,
cognitive load increases, affecting performance [54]. In the realm of Cross-Device and
Ubiquitous computing, Marquardt et al. investigated cross-device interaction through
micro-mobility and F-formations, introducing the concept of using sociological
constructs to facilitate interactions across multiple devices [126]. These concepts
are especially relevant to mobile AR, where collaboration often depends on how
individuals coordinate between their devices and physical movements in the space.

While there is a wealth of research on various aspects of HCI, including collabo-
rative work and AR interfaces [41, 46, 120], there remains a gap in understanding
how mobile AR specifically impacts collaboration and group interactions. Whilst
this existing research provides a strong foundation for the understanding of user
interactions in collaborative HCI, there remains a gap in how mobile AR specifically
mediates these interactions. As AR technology continues to evolve, understanding the
intricacies of user interactions within this context will be crucial in designing systems
that optimise collaboration and enhance both individual and group performance.

Unlike tabletop or large-screen collaborative systems, mobile AR introduces a
tension between individual and group work. 'This tension refers not necessarily to a
flaw, but to a design challenge arising from contrast between the personal, device-
bound nature of handheld AR and the demands of group collaboration. While mobility
offers flexibility, it also reduces shared awareness and synchronised engagement,
necessitating new interaction paradigms. Additionally, little work explores how design
interventions (for example, interface simplifications and multimodal feedback) might
reduce these burdens in collaborative settings. This stands in contrast to tabletop
systems, where shared displays promote collaborative coupling and natural territorial

behaviours that support fluid transitions between individual and joint tasks [200].
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1.1.3 Group Dynamics in Mobile AR Collaboration

Group dynamics in handheld co-located mobile AR collaborations pose intricate
challenges and opportunities. Context switching, spatial movements, and the balance
between focusing on one’s device and engaging with others are examples of key
elements that shape group dynamics [54, 198, 214]. For example, context switching
in such environments can affect user attention and interactions, and research has
shown that context switching and focal distance switching in AR displays can
affect human performance and user engagement with collaborative context [54, 198].
Users may face difficulties in managing tasks when encountering virtual content
at different distances, leading them to concentrate mainly on their handheld AR
devices, potentially decreasing interaction with collaborative content and the other
group members. Research on student flow experiences during a mobile AR science
game [23] and on human-robot collaboration through an AR approach [61] offer
valuable insights into how spatial interactions and collaborative experiences are
shaped within group settings. Other research has also emphasised the importance of
investigating collaborative work in AR settings to understand the current research
status in AR-supported collaborative work [188]. Adding to this challenge, a study
on the affordances of AR in science learning provides insights into how technology
can influence user interactions and collaborative work in groups, underscoring the
intricate web of factors that impact co-located collaboration in AR environments [34].

Investigations of group dynamics in AR environments underscore the importance
of considering spatial interactions to enhance collaborative experiences. These
studies emphasise the need to explore how group dynamics influence collaborative
dynamics within mobile AR contexts. Although these studies contribute to a
nuanced understanding of the interplay between group dynamics, such as context
switches, spatial movements, and device usage in mobile AR collaborations, there is
a notable absence of specific recommendations for improving collaboration within
these environments. Existing research has yet to comprehensively explore the role of
device proximity, alignment, and affordances in shaping collaborative interactions.
This research will propose new models for orchestrating device interactions based

on spatial configurations and contextual awareness.
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1.1.4 Describing Multi-Device Mobile AR Interactions

The rapid evolution of handheld mobile devices has fundamentally transformed
the AR landscape, enabling diverse new interaction possibilities [19, 48, 57, 79].
This evolution has become increasingly pivotal in collaborative work and social
interactions, highlighting the need to redefine our understanding of user interactions
within multi-device contexts. Studies have shown the benefits of using multiple
devices in collaborative decision-making and sense-making activities, leading to
shared understanding, mutual awareness, and more closely coupled collaboration [25].
This change shows a need for a revised perspective that considers the interplay
between multiple users and devices and the seamless integration of virtual content.

Previously, concepts and terminologies focused on isolated user-device interactions,
such as those primarily concerned with single-user usability or device-centric on-screen
interaction metaphors, were considered sufficient for describing user engagement with
AR. However, with the emergence of collaborative and cross-device engagements,
these terms are now inadequate, failing to capture the full complexity of group
dynamics and interactions. This inadequacy is evident in issues such as reduced
shared awareness, increased cognitive load from continuous device handling, and
communication breakdowns in co-located AR settings. To address this gap, it is
crucial to develop a vocabulary that can accurately represent the intricacies of these
interactions. Additionally, exploring the design space for cross-device mobile handheld
AR interactions is essential, and researchers have examined various 3D manipulation
techniques in AR interfaces, highlighting the importance of understanding and
improving interaction techniques to optimise user experience [57]. The design space
encompasses various dimensions, such as the spatial arrangement of devices, the
synchronisation of content, and the real-time coordination of user interactions.
Understanding these dimensions is vital to creating AR experiences that are not
only technologically feasible but also engaging and meaningful for users.

Navigating the complexities of multi-device, handheld mobile AR interactions
shows the need for innovative concepts, vocabulary, and frameworks to enhance user
experiences and address challenges associated with this technology. For example,
Blattgerste et al. introduces the TrainAR system that presents a didactic framework
that is tailored for procedural training tasks in handheld AR environments, providing
a way to guide interactions in such settings [20)].

Although prior research highlights the potential of multi-device environments,

there remains a lack of structured approaches to designing and assessing multi-device
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interactions in AR. Current methodologies often overlook how spatial configuration,
real-time synchronisation, and cross-device coordination impact collaboration. Fur-
thermore, existing evaluation frameworks rely on usability-focused metrics, which
fail to capture the unique affordances of collaborative AR experiences. Addressing
these gaps is essential to developing a comprehensive understanding of multi-device

AR interactions and their role in co-located collaboration.

1.1.5 Central Challenge: Designing Effective Co-Located
Mobile AR Collaboration

From these four challenges, it is clear that there is an absence of a structured frame-
work for designing and understanding collaborative AR experiences. More specifically,
a central overarching challenge emerges: how can we design and implement effective
co-located mobile AR collaboration that balances interaction design, group dynamics,
and multi-device integration while mitigating cognitive and spatial constraints?
This central challenge encapsulates the need for a holistic approach to AR design
that considers technological, cognitive, and social dimensions simultaneously. By
addressing this challenge, we aim to bridge the gap between individual-focused AR
applications and fully collaborative AR environments that enhance group interactions
and productivity. Furthermore, developing a framework for designing collaborative
AR experiences will provide researchers and practitioners with guidelines to create

more effective and immersive co-located AR interactions.

1.2 Research Questions

The research challenges outlined in this thesis highlight several gaps in our un-
derstanding of co-located mobile AR collaboration. They also indicate a need to
reconceptualise our understanding of mobile AR interactions within collaborative
settings. Insights from seminal studies (e.g. [169, 186, 200]) have shed light on the
nuances of supporting collaborative behaviours and the effects of display orientations
on collaborative processes. Moreover, research by Marquardt et al. has deepened
our understanding of cross-device interactions, emphasising the role of sociological
constructs in enhancing device interplay [126]. Despite these advances, the specific
impact of mobile AR on collaboration introduces new complexities that challenge
our existing research and terminologies.

The integration of mobile AR in co-located collaborations presents unique

challenges, particularly in navigating the intricacies of group dynamics. Studies have
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illustrated how context switches and spatial movements influence user engagement
and collaborative efficacy [54, 198], highlighting the need for a refined understanding
of how AR can facilitate and hinder co-located group interactions. Furthermore,
exploration of the benefits of AR in learning and collaborative work settings [34, 188]
underlines the role of physicality and contextual factors in shaping these interactions.

While these challenges span multiple dimensions, ranging from user interactions
to multi-device integration, not all aspects can be addressed within the scope
of this thesis. To ensure a focused investigation that meaningfully advances the
field, three areas where empirical insights and theoretical contributions are most

needed have been prioritised:

e Understanding Group Dynamics in Mobile AR Collaboration — This
is directly motivated by Challenge 3: Group Dynamics in Mobile AR
Collaboration, which emphasises the need to explore how spatial and social
factors influence user engagement. Existing research highlights context switch-
ing and attentional shifts as key challenges in co-located mobile AR interactions,
yet little is known about how these manifest in real-world collaborative settings.
This understanding also fundamentally informs Challenge 1: Co-Located

Collaboration in AR, by detailing how AR shapes group interactions.

« Exploring Device Size and Configuration in AR Collaboration —
This stems from Challenge 4: Describing Multi-Device Mobile AR
Interactions, which highlights the need to understand the spatial and tech-
nological configuration of AR systems in collaboration. Prior work in cross-
device computing has demonstrated that device characteristics (e.g., size,
orientation, input methods) significantly impact collaborative behaviours,
but these effects remain largely unexplored in AR. This investigation also
contributes to Challenge 2: User Interactions, by examining how device

characteristics influence collaborative experiences and cognitive load.

e Developing a Design Framework for Co-Located Mobile AR — This
area directly addresses the Central Challenge: Designing Effective Co-
Located Mobile AR Collaboration, which highlights the absence of a
structured framework for designing collaborative AR experiences. It aims
to synthesise these empirical insights and theoretical contributions into a
practical, structured framework, ensuring that the findings can be translated

into actionable design principles to guide future AR system development. By
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focusing on this framework, the thesis provides a concrete solution to a core

aspect of the Central Challenge, making its broader implications actionable.

Building on these focus areas, in this thesis, [ aim to address key gaps in our ability
to describe, evaluate, and enhance co-located mobile AR collaboration. Specifically,

this thesis contributes to fulfilling these needs by providing:

1. Empirical research demonstrating how handheld mobile AR can effectively

mediate collaboration in co-located settings.

2. A vocabulary that captures the complexities of AR-enhanced collaboration

across multiple devices.

3. A framework that translates theoretical insights into actionable design principles

to guide future AR system development.

By addressing these aspects, this thesis moves beyond device- or domain-specific
investigations towards a more holistic understanding of the collaborative ecosys-
tem shaped by AR technologies. As such, the superordinate research question

driving this work is:

How can insights from co-located mobile Augmented Reality collaboration inform

the design of future Augmented Reality systems?

The question seeks to bridge the identified gaps by focusing on the conceptual
and empirical dimensions of AR technology’s influence on collaboration, aiming
to enrich our understanding of AR’s role in collaborative environments and the
current landscape of AR research and application in co-located collaborative settings.
To achieve this, I define three sub-research questions, each building on insights
from prior research and advancing our understanding of AR’s impact on co-located

collaboration. The research questions are as follows:

RQ1 How do group dynamics and practices affect co-located collaborations
enhanced by handheld mobile AR applications?
The first research question seeks to assess the impact of handheld AR on group
dynamics and user practices in co-located collaborative settings. Handheld AR
applications provide affordances that support shared views and the blending
of physical and virtual content; however, a detailed understanding of AR’s

effects on natural co-located group interactions remains underexplored. RQ1
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RQ2

RQ3

investigates how group behaviours unfold in a basic handheld mobile AR
environment, identifying potential obstacles to collaboration and offering initial

design recommendations to enhance user experiences.

How does device size and configuration affect the facilitation of co-
located mobile AR collaboration?

As the use of handheld mobile devices is the current primary way that users
can access AR experiences, device sizes play a crucial role in facilitating co-
located mobile AR collaborations. No studies currently look at the role that
devices play in guiding group collaborations in this type of AR, and we do
not understand how various handheld devices affect group work. Inspired by
work in cross-device computing, RQ2 aims to examine the group coordination
dynamics and user interactions that are influenced by device characteristics
such as device size, quantity and symmetry, and how these could affect the

efficiency of collaborative work and collaborative behaviours.

How can we formulate design principles into a design space that
enhances co-located mobile AR collaborations?

The third research question seeks to bridge the gap between theoretical insights
and practical applications in co-located mobile AR by exploring how design prin-
ciples might be operationalised into a structured design space. This approach
considers how proxemic concepts and other spatial dynamics might shape
collaborative interactions, as well as how flexible, user-responsive interfaces
could better support varying group sizes, roles, and evolving collaboration
needs. By examining these aspects, RQ3 aims to lay a foundation for a
design framework that could guide the development of AR systems optimised
for diverse collaborative tasks, ultimately contributing to a more nuanced

understanding of the interactions enabled by mobile AR.

1.3 Research Context

The research context of this thesis is situated within the field of Human-Computer

Interaction (HCI), “a discipline concerned with the design, evaluation and implemen-

tation of interactive computing systems for human use and with the study of major

phenomena surrounding them” [192]. The work within this thesis falls within the area

of CSCW, a research area and discipline that falls within Computer Science and HCI

that focuses on the design and implementation of systems that facilitate collaboration
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and coordination among individuals or groups [181]. The field of CSCW considers
the technical, human, and social factors that impact the development and use of
collaborative systems [69]. Research within the CSCW area seeks to understand how
computer systems can simplify the complexity of coordinating cooperative activities.
Over the years, it has dedicated itself to exploring and creating technologies that unite
people in partnerships, teams, crowds, communities, and other group formations [78].

This thesis aims to identify the gaps in co-located handheld mobile Augmented
Reality environments, expanding our knowledge of how people use these technologies
and the frictions that present themselves and proposes recommendations on how

to improve them in future designs and developments.

1.4 Methodology

The goal of this thesis is to advance the understanding of how users collaborate
within co-located AR scenarios and to introduce, design, and develop new interaction
techniques and design spaces that would enhance these collaborations. The introduced
research questions are primarily exploratory in nature and aim to uncover the socio-
spatial dynamics of user interaction and collaboration within AR environments. To
address these research questions, I adopt a mixed-methods approach [36], which
combines technical, qualitative, and quantitative methodologies to provide a compre-
hensive analysis of collaboration in co-located AR. This approach is informed by the
foundational work of Creswell and Clark [36] on mixed-methods research.

The mixed-methods research approach combines qualitative insights, such as
user observations, interviews, and thematic analysis, with quantitative evaluations,
including immersion scores, context-switch analysis, and usability metrics. Initially,
qualitative data are gathered through user observations, interviews, and interaction
logs to identify themes and patterns related to collaboration dynamics. These data are
analysed through thematic coding to inform subsequent iterations of system design.
In parallel, the thesis employs quantitative techniques to measure task performance,
immersion, and user workload using tools like NASA-TLX and SUS. The research
found within this thesis also includes the design, prototyping, and empirical evaluation
of the Collaborative Augmented Reality Interaction Space (CARIS) framework. This
framework serves as a testbed for the iterative development of interaction techniques,
informed by both qualitative findings and quantitative data. For instance, participant

feedback on interaction techniques is thematically coded to refine design principles,
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while immersion and context-switch metrics provide measurable indicators of system
performance and user engagement.

This mixed-methods research approach offers a holistic understanding of collabo-
ration in co-located AR by systematically combining qualitative and quantitative
methods. It ensures that both users’ subjective experiences and objective performance
metrics are considered, resulting in a robust foundation for developing interaction
techniques and a design space that aligns closely with user needs and behaviours.
This approach supports a comprehensive exploration of co-located AR collaboration,

bridging theoretical insights and practical applications.

A. CollabAR — A preliminary study to investigate the impact of handheld
mobile AR interfaces on ad-hoc co-located group practises. By conducting
an observational study using a simple exemplar AR system based on current
AR applications, we examined the interactions of co-located groups engaging
with AR technology, focusing on how different complexities of virtual models
influence collaborative practices, cognitive load, and user experience. The
participants, grouped into teams of four, were observed performing a series of
tasks using the AR system. This allowed the capture of rich, qualitative data on
their interaction patterns, collaboration styles, and the challenges encountered.
The methodological approach facilitated a grounded understanding of the
actual use and implications of AR in these collaborative settings, ensuring
that the findings were deeply rooted in observed behaviours and interactions.
Through detailed analysis, including the examination of video and speech data,
the study offers a nuanced exploration of the affordances and limitations of
current AR technologies in supporting effective co-located collaboration.
Methods: Observational study, system design and implementation, video
recording and analysis, task analysis, surveys, semi-structured interviews, video

coding, statistical analysis.

B. DeviceAR — In exploring the influence of device configurations and sizes on co-
located collaboration within mobile AR settings, the methodology incorporated
a multifaceted experimental design. This design was structured to assess
collaborative strategies, behaviours, and task efficacy across various device
setups. The participants, organised into dyads, engaged in specifically designed
AR tasks that required both cooperative and individual efforts. These tasks were

designed to simulate common collaborative scenarios and were executed across a
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range of device configurations and sizes to systematically evaluate their impact
on collaboration. Data collection was comprehensive, including pre-study
and post-task questionnaires to gauge participants’ background and perceived
workload. Semi-structured interviews were conducted to capture qualitative
insights into the participants’ experiences and strategies. The study sessions
were recorded on video, providing a rich dataset for subsequent behaviour
analysis. This dataset was coded and analysed, focusing on collaboration
dynamics, including focus, communication patterns, and interaction with AR
models. Statistical analysis, including Friedman tests and ANOVA, was used
to interpret the data and identify trends and differences between conditions.

Methods: Experimental study design, task analysis, surveys, semi-structured
interviews, video recording and analysis, statistical analysis, coding scheme

application.

C. A Proxemics-Informed Lens on Handheld Collaborative AR — This
chapter examines the socio-spatial dynamics of collaborative AR through a
proxemics-informed conceptual framework, establishing the foundation for
understanding co-located interaction with handheld devices in shared spaces.
By synthesising insights from prior chapters on system design and device
configuration in collaborative AR, we present proxemics as a lens to address
socio-spatial relations, enabling a more nuanced understanding of collaborative
engagement. The exploration involved mapping interaction techniques within
a continuum from “aligning with reality” to “going beyond reality.” We
created a series of interaction prototypes based on this framework, tested
them through scenarios in architectural design and educational group work,
and illustrated the many-to-many relationship between collaboration styles
and spatial arrangements. This was followed by data collection, involving
video analysis and user feedback, capturing how proxemic-aware techniques
impact user perception, deixis, and control in AR environments. Our findings
support the potential of proxemics to enrich handheld AR design by guiding
configurations that foster flexible, meaningful interactions among co-located
users.

Methods: Proxemics-based framework development, interaction technique
exploration, prototype implementation, design scenarios, user feedback collection,

and video analysis.
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D. Collaborative Augmented Reality Interaction Space — This chapter
introduces the Collaborative Augmented Reality Interaction Space framework,
drawing from existing literature on co-located collaborative augmented reality
(AR) and findings from studies of group interactions through handheld mobile
interfaces and from a research-through-design methodology using proxemics as
a lens. Using a robust methodology that integrates theoretical frameworks with
empirical evaluations, the research commences with a design space exploration.
These guide the creation of CARIS — a conceptual framework addressing the
main challenges in cross-device, multi-user AR systems. A prototype system
based on CARIS was developed and tested through application scenarios,
followed by participant engagement in one such scenario: a collaborative archi-
tectural design task. Data collection included video recordings of interactions,
pre- and post-task questionnaires on user experience, cognitive load assessments,
and group interviews to capture qualitative insights. The data analysis, using
both statistical and thematic methods, revealed collaborative dynamics within
AR, assessing patterns of engagement and the effectiveness of proxemic design
principles in enhancing collaboration across handheld mobile AR scenarios.
Methods: Literature review, framework development, design space exploration,
prototype system implementation, user study, group interviews, quantitative

and qualitative data analysis.

1.5 Contributions

The work presented in this thesis makes the following conceptual, methodological,
and empirical contributions to HCI research:

CollabAR: an investigation into the dynamics of collaborative practices
facilitated by mobile AR technology. By examining the impact of mobile
AR interfaces on co-located group practices, this research offers insights into the
challenges and limitations of current AR interfaces in supporting effective collabo-
ration. The study identifies a nuanced relationship between AR model complexity
and collaborative engagement, suggesting a possible decrease in group interaction
as complexity increases. Through this analysis, the chapter contributes a set of
design principles aimed at enhancing collaborative experiences in AR, addressing
the identified challenges without prescribing specific technological solutions. These
principles offer strategic recommendations for future developments in AR technologies,

ensuring a more collaborative and user-centric approach. This contribution is pivotal
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in advancing our understanding of AR’s role in collaborative settings and provides a
foundational basis for improving AR interface design for co-located group work.

DeviceAR: Examining the Impact of Device Configurations on Co-
located AR Collaboration. Following the preliminary CollabAR study, this
research is grounded in a comprehensive study that explores how the use of mobile
AR interfaces across various device sizes and configurations influences collaboration
strategies, participant behaviour, and overall task efficacy. Through an experimental
setup involving dyads of participants and employing tasks of varying complexities,
the study systematically examined the subtleties of collaborative dynamics in AR-
enhanced environments. Key findings of this research illuminate the nuanced
differences in how participants approach and interact with virtual models, depending
on the size and configuration of the devices. This contribution is notable for its
detailed analysis and insightful observations on the role that device symmetry, size,
and quantity play in guiding group collaboration within mobile AR contexts.

Proxemics in AR: Investigating Socio-Spatial Dynamics in Co-located
AR Collaboration. Building on the insights from CollabAR and DeviceAR, this
thesis introduces an exploration of socio-spatial dynamics in co-located, collaborative
handheld AR environments through the conceptual lens of proxemics. By examining
how spatial configurations — particularly perception, deixis, and control — influence
co-located collaborative practices, this thesis identifies the crucial role of AR system
design in shaping both individual experiences and group collaborative dynamics. The
findings highlight how proxemic dimensions could impact user engagement, spatial
arrangements, and interaction styles in AR, offering insights for designing systems
that foster more natural, intuitive collaboration. This contribution establishes a
theoretical and practical foundation for understanding how spatial relationships in
AR can enhance or hinder effective collaboration, paving the way for the development
of more responsive, socio-spatially aware AR systems.

Framework and Application of Collaborative Augmented Reality Inter-
action Space (CARIS) in Co-located Collaborative Settings. This chapter
presents a framework — CARIS — that redefines the interaction paradigms for
AR in co-located collaborative environments. By focusing on the integration of
physical and digital interaction spaces, this research explores how AR can enhance
collaborative dynamics beyond traditional interaction methods. A key contribution
is the development of a detailed conceptual framework that includes design guidelines

and interaction techniques tailored for enhancing collaborative AR experiences. These
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contributions address existing gaps in AR research by providing a structured approach
to designing AR systems that support complex, intuitive, and effective collaborative
activities. Furthermore, the application of the CARIS framework through practical
scenarios in architecture and education demonstrates its utility and adaptability in
real-world settings. This research advances our understanding of AR’s capabilities in
collaborative contexts and offers actionable insights for future AR system designs,

aiming to improve user engagement and collaborative efficiency.

1.6 Thesis Structure

This thesis serves as a monograph in which I present all of my work on cross-device
handheld mobile AR co-located collaboration.

Chapter 2 provides an overview of the background of research within CSCW
and AR. It provides an overview of different AR displays, as well as existing empirical
and conceptual work within the field of AR research. It also discusses insights
from related fields, identifying four research challenges for co-located handheld
mobile AR collaboration.

Chapter 3 addresses RQ1 by examining the role of handheld mobile AR in
facilitating co-located group collaboration. This chapter introduces and explores the
“CollabAR” system, a basic AR interface for mobile devices, which is designed with the
basic interactions of AR systems in mind. It is used to study the dynamics of group
interaction when engaging with virtual models of varying complexity. The insights
gained from this empirical investigation are used to propose design recommendations
aimed at enhancing collaborative experiences in mobile AR environments. The work
presented in this chapter was originally published in the Proceedings of the 2020
CHI Conference on Human Factors in Computing Systems [217].

Chapter 4 delves into RQ2 by investigating the impact of mobile device
configurations on co-located collaboration in AR environments. This chapter explores
how differences in device size and configuration influence collaborative strategies,
behaviours, and effectiveness through a controlled experimental study. The insights
gathered contribute to a deeper understanding of the role that device characteristics
play in enhancing or hindering effective collaboration in AR settings. The work
presented in this chapter was originally published in [218§].

Chapter 5 partly addresses RQ3 by establishing a foundational lens for under-
standing socio-spatial interactions within handheld co-located AR environments. By

using proxemics as a guiding theory, this chapter introduces an analytical approach
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to examine the spatial, perceptual, and social dynamics essential to collaborative AR
settings. The chapter systematically explores how dimensions such as perception,
deixis, and control manifest in co-located interactions, particularly focusing on
how these elements shape user engagement and interaction flow. This conceptual
lens is then applied to inform design principles that balance individual and group
engagement, providing a structured approach to facilitating effective multi-user AR
experiences. Through this exploration, the chapter builds a theoretical framework
that lays the groundwork for designing collaborative AR systems, offering insights
that bridge theoretical foundations with practical design considerations, thus directly
addressing the critical elements of RQ3.

Chapter 6 addresses RQ3 by building upon the socio-spatial dynamics outlined
in the conceptual lens to introduce a dedicated framework for enhancing collaborative
interactions with AR technologies. Drawing on proxemic principles, this chapter
presents a framework that redefines traditional user interactions by embedding collab-
orative, contextual, and spatial elements into AR design. Named the Collaborative
Augmented Reality Interaction Space (CARIS), the framework transforms individual
AR experiences into dynamic, multi-user engagements within shared physical and
virtual environments. This approach aims to yield improvements in user engagement,
communicative clarity, and collaborative effectiveness. The chapter thoroughly
examines the core elements of the CARIS framework — People, Interaction Portals,
and Physical Features — and illustrates its practical application through its system
implementations and study. The investigation includes a discussion of deployment
strategies and the potential future impact of this framework on AR systems, offering
critical insights that advance the comprehension and practical development of AR
for co-located collaborative use cases. This work directly addresses the essential
aspects of RQ3 by building a robust structure for AR system design that fosters
genuine collaborative engagement.

Chapter 7 revisits the research questions and discusses the overall contributions
of this thesis, reflecting on both the theoretical and empirical findings. This
chapter describes how handheld mobile AR impacts co-located collaboration by
examining the intersection of user interactions, device configurations, and spatial
dynamics. It highlights how mobile AR introduces both opportunities and challenges
in collaborative settings, particularly in balancing individual and group engagement
within shared augmented environments. A key takeaway is the role of proxemics in

structuring collaborative AR interactions, offering a socio-spatial lens that informs
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new design considerations. Additionally, this discussion explores how the findings
extend beyond immediate research questions, addressing broader implications for
cross-device collaboration, interface adaptation, and cognitive load management in
AR systems. Finally, the chapter identifies gaps in current knowledge. It outlines
future research directions, particularly in refining proxemic-aware AR frameworks,
enhancing multi-user interaction techniques, and scaling AR collaboration beyond
handheld devices.
Chapter 8 concludes the work of this thesis.
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Augmented Reality (AR) has evolved over the past few decades, moving from early
conceptualisations of blending the real and virtual worlds to its current widespread
use across various industries. The integration of AR into fields such as education,
healthcare, and entertainment has highlighted its potential to enhance user interaction,
collaboration, and engagement. This chapter delves into the foundational aspects
of AR technology, examining its classification, the development of different display
types, and its application in co-located collaborative environments. By exploring
the intersection of AR and Computer-Supported Cooperative Work (CSCW), this
chapter aims to provide a comprehensive understanding of how AR can support
collaboration while also identifying the challenges and limitations that continue to
shape its practical use in real-world scenarios. This context sets the stage for the
research questions and investigations undertaken in this thesis, which aim to push

the boundaries of AR’s role in facilitating effective collaborative experiences.
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2.1 Augmented Reality Displays

Augmented Reality (AR) displays enable users to overlay digital content onto their
physical environment, enhancing perception and interaction with the real world.
Azuma’s widely accepted definition of AR highlights three fundamental characteristics:
AR integrates virtual and real-world elements, operates interactively in real-time,
and aligns virtual objects within a three-dimensional space [5]. These displays come
in various forms, including handheld devices, head-mounted displays (HMDs), and
projection-based systems, each offering different affordances for user interaction and
collaboration. In their paper, Azuma mentions that “it would appear to the user that
the virtual and real objects coexist in the same space” [5]. These displays can be
used to create immersive and interactive experiences that can enhance collaboration
and communication among groups of people.

The idea of a superimposition of objects onto a real-world plane is not a new one.
It dates back to the 16th century, when Neapolitan scientist Giambattista della Porta
had a similar vision and created the optical illusion technique “How we may see in a
Chamber things that are not” [157] in which della Porta wrote “The variety of the
images that appear, proceed either from the matter or form of the glass. Crystal
must be clear, transparent, and exactly made plain on both sides. And if one or
both of these be wanting, they will represent diverse and deformed apparitions to
our sight”. Moving forward a few centuries, Sutherland presented a Head-Mounted
Display (HMD) that was able to create virtual objects using computing power. This
implementation, the Sword of Damocles [196], was one of the main cornerstones of
AR history. This is because objects were no longer dependent on tangibility, meaning
the physical laws no longer apply to these objects. The systems required to create this
illusion — even from the time of Sutherland’s prototype — have also become smaller,
adaptable, mobile, and affordable. So much so that in modern times, devices and
systems that allow access to AR are in the pockets of the average user at all times.

Within the last two decades, the AR industry has experienced huge growth,
with large companies heavily investing in AR. In 2014, we saw the introduction
of Google Glass [193], which, despite its quite limited success, demonstrated the
potential of AR in the hands of users. Just a few years later, Microsoft announced
its release of the first iteration of the HoloLens [132]. Whilst these are two of the
most popular early iterations of AR displays, many other companies such as Magic
Leap [113], Epson [139], and Vuzix [210] released AR displays that were applicable

for both business and consumer applications. In addition to the advancement of
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hardware is the rapid development of software and toolkits that were created, such
as Vuforia [209], which allows developers to create AR applications easily. Even more
recently, the introduction of software frameworks for i0S in the form of ARKit [1]
and Android in the form of ARCore [59] introduce even more complex algorithms
that allow for person tracking and occlusion handling based on machine learning
techniques. These have led to a new wave of mobile AR applications and have made
AR ubiquitous and a hot topic for research and businesses.

Today, there are different types of AR displays, including head-mounted displays
(HMDs) and handheld displays. HMDs, such as the Microsoft HoloLens, Apple Vision
Pro, and the Magic Leap, are worn on the head and allow users to see AR images
overlaid on the real world. Handheld displays, such as smartphones and tablets,
are held in the user’s hand, providing a smaller and more portable AR experience.
AR displays can be used in various applications, including games, entertainment,
education, healthcare, and many others [44, 85]. For example, by leveraging AR
technology, people who work in education can create interactive lessons that engage
students in ways traditional methods can not [102]. In another example, within the
healthcare sector, AR displays aid surgeons with real-time data and visual overlays

during operations [131], providing touchless interaction technologies.

2.1.1 Classifications of Augmented Reality

| Mixed Reality (MR) |

I_....—l

~—
Real Augmented Augmented Virtual

Environment Reality (AR) Virtuality (AV) Environment

Reality-Virtuality (RV) Continuum

Figure 2.1: Milgram and Kishino’s Mixed Reality on the Reality-Virtuality Contin-
uum [133]

There are numerous different ways in which AR can be classified. One of the
most popular and widely used models to classify AR displays is the reality-virtuality
continuum provided by Milgram and Kishino [133]. “Mixed Reality” (MR) enables

dynamic blending of real and virtual elements, where users can interact with both
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physical and digital objects in a seamless, integrated manner, allowing for more
immersive and flexible experiences than traditional AR or VR. They suggest that AR
display technologies can be classified in relation to the proportions of real and virtual
world components that they present to the user (Figure 2.1). This spectrum definition
places Virtual Reality (VR) in the far rightmost position because it represents an
exclusively virtual environment to the user with no visual connections to the real
world. Whereas, more broadly, displays that contain both real-world and virtual
components are referred to as the aforementioned MR displays. One of the subtypes
that arise from Mixed Reality displays is AR displays, which refer to “all cases
in which the display of an otherwise real environment is augmented by means of
virtual (computer graphic) objects” [133]. There has also been some research that
has proposed the idea of transitional interfaces. These are interfaces that enable the
users to easily switch between Augmented and Virtual reality displays [16, 108, 183].
These transitional interfaces allow users to move along this continuum freely during
collaboration, providing different perspectives on the shared view that is provided [16].

Returning to Azuma’s view of AR, they say it should abide by three key technical
characteristics. Firstly they combine the real and virtual worlds, secondly they are
interactive in real time, and thirdly they are registered in a 3D environment [5].
Like Milgram and Kishino, he considers that AR is a variation of VR and lives
within a reality continuum, noting that VR completely replaces the real world,
whereas AR augments and enhances it. In this situation, AR gives the display
more information about the user’s physical environment that human senses would
not otherwise detect. By Azuma’s standards, AR systems can then be used as
“intelligence amplifying systems” [24].

Other classifications [18, 28, 166] pay particular attention to how AR can alter as
the user’s perspective of their own physical environment changes. According to this
research, AR technologies actually mediate reality, allowing the virtual environment
to modify the existing physical reality environment. AR has been classified in
its ability to help mediate collaborative activities. Billinghurst and Kato in their
research has emphasised two central advantages of using AR over other interface types
within the reality-virtuality continuum. Firstly, the technology that AR provides
enables seamless Computer-Supported Cooperative Work (CSCW), where users of
the technology can shift their focus between their shared workspace and also their
communication space in the physical environment. The assumed strength of AR

builds on the same notion as Rekimoto and Nagao’s view of augmented interaction,
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wherein a user can see the world through a portable device to “enhance the ability of
the user to interact with the real world environment” [166], including the interaction
with other users. Secondly, this augmented reality allows for the enhancement of
the physical shared workspace to support the collaborators’ conversations. It is thus
assumed that co-located collaborations can be enhanced with this augmentation,
enhancing face-to-face collaborations by providing additional support through spatial,

visual, and auditory cues [12, 13].

2.1.2 Handheld Augmented Reality

Handheld augmented reality (AR) is an evolving field that capitalises on mobile
devices such as smartphones and tablets to provide accessible AR experiences,
blending digital and real-world content. Unlike head-mounted displays (HMDs),
handheld AR platforms offer portability and user familiarity, making AR technologies
available to a broad audience. These advantages have accelerated the adoption of
AR in fields such as education, entertainment, and industrial collaboration [176].
Despite its advantages, handheld AR also presents challenges in user experience
and interaction design, particularly compared to the immersive potential of more
specialised AR platforms.

The development of handheld AR systems has been driven by advances in
mobile device capabilities, such as increased processing power, improved camera
resolution, and more efficient graphics rendering. One of the foundational steps
in this field was the creation of the ARToolKit, which enabled AR experiences
on mobile phones by providing the essential tools for marker-based tracking and
integration of 3D models into the real world [81]. This milestone allowed developers
to create applications where users could manipulate and interact with virtual objects
overlaid onto their physical environment.

Over time, handheld AR systems have integrated more sophisticated tracking
methods, such as simultaneous localisation and mapping (SLAM), which allows
for more accurate and reliable tracking of the device’s position in the environment
without requiring external markers [176]. This improvement has enhanced the
usability of AR applications, as users no longer need to rely on specific physical
markers to trigger digital content. Mobile AR frameworks like Apple’s ARKit and
Google’s ARCore have further streamlined the development of AR applications by
providing standardised libraries for creating spatially aware mobile applications that

integrate seamlessly with existing hardware [128].
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2.1.3 Collaborative Handheld AR

Collaboration is a key aspect of handheld AR, which offers unique advantages. In con-
trast to HMDs, which may isolate users from one another, handheld devices allow for
easier face-to-face interaction while simultaneously engaging with digital content. The
AR Pad, one of the early handheld AR systems, exemplified this approach by using
a camera and a handheld display to enable collaborative interactions around shared
AR models [137]. In this system, users could interact with virtual objects within a
shared physical space, making collaborative tasks more intuitive and engaging.
Recent studies on collaborative AR have highlighted the effectiveness of handheld
devices in promoting group interactions. In museum settings, handheld AR has been
used to foster collaboration among visitors by allowing them to explore augmented
exhibits together. For example, the system designed for the Acropolis Museum
adapts its content dynamically based on user interactions and behaviours, enabling
groups to co-experience and discuss the AR-enhanced exhibits [103]. Similarly,
educational systems have leveraged handheld AR to support collaborative learning,
with students working together to solve problems or complete tasks in AR-enhanced

environments [110].

2.1.4 Application Areas of Co-Located Collaborative Aug-
mented Reality

Co-located collaborative augmented reality (AR) has opened up new opportunities
for shared interactive experiences where multiple users interact with digital content
while maintaining direct interaction with their physical environment and one another.
This form of AR leverages handheld devices or other AR systems to enable users to
collaborate in the same physical space, making it particularly effective in settings
that benefit from face-to-face communication and shared task execution. Several key

application areas have emerged as prominent users of co-located collaborative AR.

Education and Learning Environments

One of the most prominent areas for co-located collaborative AR is education.
Handheld AR systems, such as mobile phones and tablets, allow students to interact
with digital content in a collaborative setting, enhancing learning outcomes through
shared exploration and problem-solving. For instance, AR-based learning tools

like ScholAR allow students to visualise complex topics, such as three-dimensional
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shapes and mathematical concepts, in a collaborative environment, where multiple
students can view and interact with the same AR models [171]. This collaborative
interaction encourages students to work together to solve problems, promoting a
deeper understanding of the subject matter and improving retention of information.

In formal and informal education environments, such as museums and science
centres, co-located collaborative AR enables groups of students or visitors to
engage with educational content in a more interactive and immersive way. At
the Acropolis Museum, for example, handheld AR is used to allow visitors to
collectively explore historical reconstructions, where they can view and discuss
virtual models overlaid on the physical exhibits [103]. This co-located collaboration
enhances the learning experience by encouraging peer-to-peer discussion and reflection

on the presented content.

Professional and Industrial Collaboration

In professional settings, co-located collaborative AR has significant potential for
improving teamwork and efficiency. In industrial environments, for example, AR can
be used to assist with maintenance, repair, and training tasks by providing real-time
information overlaid on machinery or workspaces. Technicians can collaborate using
handheld AR devices to view the same digital overlays on equipment, guiding them
through complex procedures and reducing the risk of errors [116]. This type of
collaboration is particularly useful in industries where precision and coordination
are critical, such as aerospace or automotive manufacturing.

In addition to maintenance and repair tasks, co-located collaborative AR is
useful for collaborative design and prototyping. Designers can use AR to project
virtual models of products or structures in a shared physical space, allowing team
members to view and manipulate the same 3D models from different angles. This
facilitates more effective brainstorming sessions and design iterations, as team
members can physically interact with the virtual objects while discussing potential

improvements in real-time [81].

Healthcare and Medical Training

In healthcare, co-located collaborative AR has emerged as a valuable tool for training
and surgical planning. Medical professionals can use AR to collaborate in the same
physical space while viewing virtual models of anatomy or surgical procedures. For

example, surgeons can use handheld AR devices to project 3D models of patient
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anatomy during pre-operative planning, allowing them to collaboratively assess the
best surgical approach [117]. This enhances communication and decision-making
among medical teams, leading to more precise and effective treatments.

Medical training is another area where co-located AR shines, allowing students and
professionals to engage with virtual simulations of medical procedures collaboratively.
Interacting with AR models in a shared space allows trainees to practice procedures
and discuss techniques with their peers, leading to more hands-on learning experiences

than traditional methods.

Entertainment and Gaming

Entertainment and gaming represent one of the most popular application areas
of co-located collaborative AR, particularly due to the rise of mobile AR games
like Pokémon Go. These games encourage players to collaborate or compete with
others in the same physical environment while interacting with digital elements
overlaid onto the real world. Co-located collaborative AR adds a social dimension
to gaming, as players can engage in real-time interactions and experiences that
blend the physical and virtual worlds.

Beyond gaming, AR experiences in museums and theme parks also leverage
co-located collaboration. These experiences allow visitors to collectively explore
AR-enhanced narratives or challenges, turning passive observation into active partici-
pation. For example, visitors can engage with virtual artefacts or characters that are
superimposed onto physical environments, providing an entertaining and educational

experience that can be shared with friends and family [110].

Cultural Heritage and Museums

Museums and cultural heritage sites are increasingly adopting co-located collaborative
AR to enhance visitor engagement. By allowing visitors to view historical recon-
structions, annotations, and other digital content overlaid on real-world artefacts,
museums can provide a richer narrative experience. Visitors can interact with the
same virtual objects, discuss their significance, and gain a deeper understanding
of the exhibits [103].

Overall, collaborative co-located AR has many potential applications in a wide
range of fields, such as education, healthcare, entertainment, manufacturing, and
many others. By providing a shared, immersive, and interactive environment for
collaboration, co-located collaborative AR has the potential to support and enhance

collaboration among people who are physically co-located in the same space.
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2.1.5 Challenges in Handheld AR

Despite its many advantages, handheld AR faces challenges, particularly in user
interaction and immersion. Unlike HMDs, which provide a hands-free, immersive
experience, handheld AR requires users to hold and manoeuvre their devices, which
can detract from the sense of presence and engagement. Studies have shown that
handheld AR experiences may suffer from lower levels of immersion compared to
head-mounted systems, as users are constantly reminded of the device as a mediator
between the digital and physical worlds [117].

The limited field of view on mobile devices also poses a challenge, as users must
continuously adjust the device’s position to view the augmented content. This can lead
to user fatigue during extended AR sessions and may reduce the overall effectiveness
of the AR experience. Moreover, the need to focus on both the screen and the physical
environment simultaneously can create a cognitive burden, especially in tasks that
require precise interaction with digital objects overlaid on real-world elements [171].

In addition, designing intuitive and efficient interaction methods for handheld AR
remains an ongoing challenge. While touch-based interaction is the most common
method, it is often less suitable for complex AR tasks that involve manipulating
3D objects or navigating large augmented environments. Researchers continue
to explore alternative interaction techniques, such as gesture-based controls or
hybrid methods that combine touch and spatial input, to improve the usability
of handheld AR systems [175].

Handheld mobile AR represents AR systems that are based on handheld mobile de-
vices, especially smartphones or tablets, which are popular and daily communication
devices that the majority of the population has immediate access to. Early research
into AR can be traced back to the 1960s [5], but it is the rise of mobile technology
that has significantly propelled the field of handheld AR. Handheld AR leverages
the rapid development and ubiquity of smartphones, making it the most popular
type of AR display today [106]. Recent handheld mobile AR applications, such as
Pokemon Go and Ikea Place, promote the use of AR, and these show the potential
of handheld mobile AR in the consumer markets. Many different research papers
refer to handheld mobile AR in different ways. Some use the word “mobile” AR to
represent mobile/smartphone or tablet-based AR in their papers, while some other
studies use the word “handheld” AR to represent mobile/smartphone or tablet-based
AR systems. To avoid confusion, we will use the combination of the two, “handheld”

and “mobile” as “handheld mobile” AR to represent and differentiate from “mobile”
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AR that not only represents handheld mobile AR displays but also Head-Mounted
Display (HMD) based AR systems [17, 87] which is not the main scope of this thesis.

Handheld AR displays utilise the device’s back-facing camera to capture the
physical environment, which is then augmented with virtual objects on the screen.
This method, known as video see-through, provides a digitised representation of the
real environment, allowing users to interact with both the physical and virtual worlds
seamlessly [165, 199]. Not only does this allow for virtual presence through ubiquitous
devices, but it also provides scalability, giving many users access to the virtual space
synchronously. Handheld mobile devices provide different advantages that support
AR applications as these devices are easy to use, cost-effective, and portable [57].
They also provide a high level of social interactivity and independent operability [57].
This makes them more useful for a variety of different applications, and the flexibility
and portability of mobile devices make them ideal for AR applications, allowing users
to engage with AR content on the go [211], contributing to the user’s collaboration
skills. Unlike traditional desktop/tabletop AR interfaces, handheld mobile AR lacks
traditional input devices such as keyboards and mice [17]. The limited screen size of
smartphones and tablets constrains the field of view and, consequently, the level of
immersion users can experience. Additionally, the battery life of these devices poses
a restriction on usage time, especially during power-intensive AR operations [11,
27]. Unlike HMDs, where the display is worn on the head, handheld AR systems
require users to hold the device, integrating both display and input components into
a single unit. This configuration necessitates new interaction techniques that are
intuitive and effective within the constraints of handheld devices [17].

Handheld mobile AR has found applications in various industries, including
tourism, maintenance, education, and medical practices. These applications showcase
the versatility and practical benefits of handheld AR in real-world scenarios. For
instance, handheld AR is used in educational settings to provide interactive learning
experiences and in medical practices to assist in visualising complex anatomical
structures [32, 105, 138, 155, 167, 190, 207].

One of the significant challenges in handheld AR is the accurate and efficient
manipulation of 3D objects. This includes tasks such as selection, translation, and
rotation of virtual objects within the physical environment. Accurate 3D object
manipulation is crucial for applications like assembly tasks and spatially consistent
alignment of virtual and real objects [22, 43, 51, 160, 216].

The focus on handheld mobile devices within this thesis is driven by their

robustness and greater potential for mass-market adoption than HMDs. Handheld AR
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displays are socially accepted and ergonomically manageable for casual use compared
to bulkier HMDs, which are not yet fully accepted in most social environments [17].
The integrated nature of handheld devices makes them suitable for a wide range
of applications, from gaming to industrial uses.

From 2005 to 2014, there was a notable shift in AR research, with a decline
in studies focusing on HMDs and desktop/tabletop AR interfaces and an increase
in those employing handheld mobile displays. This shift can be attributed to the
growing popularity and ubiquity of smartphones [46]. Handheld AR offers unique
challenges and opportunities, such as the need for innovative interaction techniques
that leverage the integrated display and input components of mobile devices.

Given the widespread availability and acceptance of smartphones and tablets,
handheld AR represents a promising platform for large-scale deployment and user
adoption. Future research should continue to address the limitations of handheld
AR, such as improving battery life, enhancing environmental tracking, and devel-
oping more sophisticated interaction techniques. This will help realise the full
potential of handheld AR, making it more intuitive and accessible for a broader
range of applications.

In summary, handheld AR has emerged as a dominant form of augmented reality
due to the ubiquity and versatility of mobile devices. This section has highlighted
the technical characteristics, challenges, and potential of handheld AR, setting the
stage for further research and development in this dynamic field.

Generally, whilst there have been many advancements in the display quality and
the capabilities of AR displays, more obstacles to widespread adoption have been
encountered than in VR. Further, whilst both AR and VR have been ever-present
in the public consciousness for a long time, the integration of AR specifically into
everyday work practices has not been as successful as the adoption of personal
computing devices, such as smartphones and the Internet of Things. There are many
factors that have impacted the adoption of AR, but one of the main factors found, and
the focus of this thesis, is the challenges and frustrations that users experience when
they are interacting with AR. For all the strides that have been made through moving
to markerless augmentation, the enhanced display capabilities, and the tracking

available, interactions and collaborative opportunities for AR remain in their infancy.
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2.2 Collaboration

Collaboration is everywhere and is an inherent aspect of human society. Whether
it is two people trying to move a table from A to B or a group of people working
on a single research project, it is the art of working together to achieve a common
goal rooted in communication, trust, and shared objectives. Collaboration refers
to synchronised activity that takes place in a shared context, typically toward the
pursuit of shared objectives. Looking back in history, collaboration has always been
a cornerstone of human civilisation. The survival and growth of ancient societies
were based on their ability to collaborate effectively, whether in hunting, farming, or
defence. They understood that a group of individuals working together could achieve
feats that would be impossible for a single individual. This form of collaboration
was primarily direct and involved face-to-face interactions and physical tasks.

One of the most significant advancements in collaboration came with the de-
velopment of computer technologies. While using computers can help mediate
collaboration, we still need to understand the underlying principles. A case described
in Chapter 1 of Schmidt’s 2011 book Cooperative Work and Coordinative Practices
involves moving a table from one side of the room to the other [180]. Some parts can
be done individually, such as moving chairs out of the way, but moving a large table
requires at least two people. He describes the coordinated actions of the two people
and their need to synchronise their respective actions, for example, when to pick
up the table and when to place it down. In a more defined context, collaboration
involves multiple participants working together, following the same rules, normes,
and structures to achieve a common goal.

With the emergence of 3D input and output devices, the perspectives of HCI
design have shifted. Collaborative Virtual Environments, as well as Virtual Reality
and Augmented Reality technologies, allow their users to interact with digital content
in three dimensions. Because not everyone has the same skills, they must collaborate
to share their skills. Collaboration is a key aspect in many fields, such as architectural
design, construction, engineering, and health care. Information technology has been
increasingly used to support collaboration in these domains. Within this context, the
CSCW community has studied a variety of groupware. Johnson-Lenz and Johnson-
Lenz defined this as “intentional group processes plus software to support them” [99].
At the turn of 1989, the term Computer-Supported Cooperative Work (CSCW) was
defined as a “scientific discipline guiding the design and development of groupware

in a meticulous and appropriate way” by Greenberg and Chang [62]. CSCW is a



2. Background 34

multidisciplinary research focus that now encompasses the technical, human, and
social factors that can vary within its implementations by the context, culture,

organisation, and country that it applies to [69].

Table 2.1: CSCW Time-Space Matrix based on Johansen’s framework [98].

Same Place Different Place

Co-located synchronous collaboration | Remote synchronous collaboration

Co-located asynchronous collaboration | Remote asynchronous collaboration

Different Time | Same Time

The CSCW community has explored ways to support collaboration across different
scenarios, considering both temporal and spatial dimensions. Johansen et al. [98]
introduced the time-space matrix, classifying collaborative activities based on whether
participants share the same time and/or the same location. This model defines four
quadrants: same time, same place (co-located, synchronous collaboration), same
time, different place (remote, synchronous collaboration), different time, same place
(asynchronous collaboration in shared physical environments), and different time,
different place (fully distributed, asynchronous collaboration). These classifications
are summarised in Table 2.1.

In the context of Mixed Reality (MR) environments, where multiple users interact
with both physical and virtual content, these classifications become particularly
relevant. Synchronous collaboration in co-located MR settings allows users to share
the same augmented space in real-time, integrating their physical presence with
virtual interactions. Meanwhile, asynchronous MR collaboration leverages memory
storage and decentralised networks to enable users to contribute to shared virtual
spaces at different times. This thesis focuses on awareness-supporting techniques
in co-located, synchronous MR collaboration, aligning with Johansen’s framework’s

“same time, same place” quadrant.
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Several dimensions of a collaboration environment, such as the mobility of its
users, its virtual content, the roles of its users, and the visualisation hardware,
are critical to consider. These dimensions are discussed by Guerrero et al. [70],
who emphasise the importance of contextual attributes in mobile collaborative
scenarios, including environmental factors and user goals. Understanding these
aspects helps design effective collaborative systems that can adapt to various
user needs and contexts, whether in co-located or remote scenarios. Additionally,
work by Isenberg et al. [94] provides a comprehensive overview of collaborative
visualisation, highlighting the unique challenges and requirements that arise from
the intersection of computer-supported cooperative work (CSCW) and visualisation
research. Combining user mobility, roles, and visualisation technology is essential for

designing effective collaborative systems adapting to various user needs and contexts.

2.2.1 Computer-Supported Cooperative Work

Computer-Supported Cooperative Work (CSCW) is a multidisciplinary field that
focuses on designing, implementing, and studying tools and technologies that facilitate
collaborative work. As defined by Carstensen and Schmidt, CSCW studies “how
collaborative activities and their coordination can be supported by means of computer
systems” [29]. In this sense, CSCW bridges the gap between technical development
and the social dynamics of collaboration, ensuring that tools designed to support
teamwork are aligned with how people naturally interact and communicate.

In addition to distinguishing the cooperative arrangement between two or more
people, we also distinguish the work itself. In Schmidt’s example, it is the work
of moving the table set [180]. As defined by Strauss in Work and the Division
of Labour, articulation work refers to the distribution and integration of tasks
between groups [195]. A major reason for the wide adoption of the concept of
collective intelligence is the encapsulation of superior outcomes that result from
collaboration. Sociological approaches to collaboration translate into the field of
computing, eventually ushering in Computer-Supported Cooperative Work (CSCW)
aimed at understanding the nature of collaborative work and how computer systems
could facilitate it. The development of this field was driven by the recognition that
many work environments involve collaborative efforts and that computer systems

could potentially support such work in powerful ways.
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Theoretical Foundations of CSCW

The roots of CSCW can be traced back to early research on groupware and the
sociotechnical systems needed to facilitate collaboration. Seminal figures like Schmidt
have significantly contributed to the field with concepts like “articulation work”
and “coordination mechanisms” [180], which emphasise the need for understanding
how people organise, share, and coordinate their work in complex environments.
In particular, Schmidt’s work on coordination mechanisms highlights how shared
artefacts, such as notes or diagrams, can serve as important tools for facilitating
collaboration by enabling mutual awareness and reducing misunderstandings during
task coordination.

Building on these ideas, Greif first coined the term CSCW at a workshop in 1984,
marking the formal recognition of a field dedicated to integrating computers into
collaborative work practices. Their pioneering work set the stage for the study of
the technologies used to support collaboration and the social and organisational
factors that influence the effectiveness of these tools [64].

Another major theoretical development in CSCW is the concept of affordances,
which refers to the properties of an object that suggest how it should be used.
Affordances are essential in understanding how users interact with collaborative
tools, as they guide users toward natural ways of using these tools in shared
environments [111]. For example, in collaborative AR systems, affordances like
visual cues or shared annotations can help users understand how to manipulate

digital content effectively.

Key Developments in Collaborative Software

CSCW has seen a variety of technological advancements that have shaped how
people collaborate. Collaborative software, such as Google Docs, has revolutionised
how groups work together by allowing multiple users to edit documents in real-
time. This technology embodies key CSCW principles such as awareness and shared
workspaces, where users are constantly aware of others’ contributions and actions.
Schmidt’s work on articulation finds relevance here, as collaborative software often
includes features like version control and annotations that help manage and resolve
conflicts in a seamless way [181].

Similarly, video conferencing and email have become essential tools for col-
laboration in distributed teams. These technologies reduce the barriers of time

and space, allowing teams to collaborate regardless of geographical location. This
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shift to remote collaboration has brought new challenges, such as maintaining
awareness and managing the dynamics of turn-taking in conversations, which
CSCW researchers have addressed through studies on communication protocols
and coordination mechanisms [178].

Collaborative AR systems, like those seen in educational and industrial contexts,
are also rooted in CSCW principles. In augmented reality, collaboration extends to
virtual objects shared among users. Henrysson et al. explored how mobile devices
could support face-to-face collaboration by allowing users to interact with 3D models
in real-time [81]. This kind of interaction highlights the importance of coordination
and mutual awareness, as users need to be aware of each other’s actions to interact

smoothly with shared virtual content.

2.2.2 Awareness

In the field of CSCW, awareness refers to “a person’s being or becoming aware of
something” [179], which provides context for your own activities. To perform effective
collaboration, collaborators need a sense of awareness of the other participants, in
addition to a shared view of a collaborative workspace [179]. Collaborators also
need a sense of who is there, what is there, where, when, and how. To conceptualise
these information requirements, Gutwin and Greenberg define workspace awareness
as “the up-to-the-moment understanding of another person’s interaction with the
shared workspace” [72].

Supporting workspace awareness is a requirement for effective collaboration.
Workspace awareness can help “recognise opportunities for closer coupling, reducing
the effort needed for verbal communication, simplifying coordination, allowing people
to act in anticipation of others” [72]. In face-to-face collaborations, workspace aware-
ness is maintained by a perception-action cycle. Collaborators perceive information
from their environment, add it to previously gathered information, and then use it
to obtain additional information about their workspace. For example, when users try
to help their collaborators, they might seek visual evidence about their collaborators’
understanding, especially when their common vocabulary or past interactions do not
provide enough information about how people understand and use this help [72].

The literature on HCI has introduced a range of techniques to support awareness.
Nam and Sakong used physical turntables whose rotation was synchronised to help

users better perceive the intention of their collaborators [140]. In addition, virtual
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shadows of the users’ hands were projected on the collaborator’s table to give them
more detailed feedback about their manipulation actions.

While workspace awareness primarily focuses on how collaborators maintain
mutual understanding within a shared task space, spatial awareness also plays a
critical role in coordinating collaborative efforts. Beyond visual cues, collaborators
rely on their physical positioning, movement, and proximity to interpret intentions
and facilitate smooth interactions. This notion of proxemic awareness, introduced
by Hall [75], suggests that spatial relationships influence social interactions and
engagement. Proxemics has increasingly been explored in HCI research, where it
has been shown to shape digital interactions by allowing systems to adapt to users’
movements and distances [126]. In the context of AR, proxemic-aware systems can
dynamically respond to users’ spatial behaviours, enabling more fluid collaboration
by adjusting interaction modes based on proximity, orientation, and movement. The
next section explores the role of proxemic interaction in AR environments, detailing

how spatial factors influence collaboration and system responsiveness.

2.2.3 Proxemic Interaction

Proxemic interaction in Augmented Reality (AR) has recently become a focus of
researchers, exploring how spatial relationships can affect user engagement within
digital environments and when using virtual objects. This section looks at key
findings from studies examining the role of proxemic interaction within AR contexts.

One of the foundational elements of proxemic interactions is the understanding
of spatial dynamics. These dynamics can enhance the user experience and encourage
more intuitive interactions with technology. In their research, Marquardt et al. [120]
highlight how proxemic interactions draw upon different spatial relationships between
users and devices, facilitating smoother and more natural engagement within systems.
Looking further into this idea, Daza et al. [40] outline five essential dimensions
within their research: Distance, Identity, Location, Movement, and Orientation.
These dimensions can be important for designing AR applications that can respond
effectively to user behaviour and positioning within the physical space.

Recently, some research has shown that proxemic interaction can be effectively
integrated into AR applications. For example, research by Nigro et al. [144] found
that using an AR interface that is designed for personalised proxemics modelling
significantly boosted the trust in interactions with an AR interface through providing

a pleasurable experience, ensuring they knew what they were doing, and improving
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confidence in adopting new technology, especially among older adults. It can be
implied that these tailored proxemic experiences can enhance user comfort and
engagement when engaging with AR systems, which is particularly important for
collaboration. Similarly, Pérez et al. [151] propose a framework for mobile application
development based on proxemic interactions in their research, which showcases how
adaptable these mobile systems can be when deployed across different contexts. Aslan
and André [3] also demonstrate how proxemic touch targets can trigger emotional
responses, further enriching the collaborative experience.

The social aspect of proxemics in AR has also gathered some attention. For
example, Nijholt [145] further investigate social AR as a concept and highlight
the importance of the use of non-verbal cues and spatial awareness in facilitating
face-to-face group interactions. This also aligns with the work of Petrak et al. [152],
who reveals that proxemic-aware robots can improve first impressions by respecting
established social norms around personal space.

This research shows that integrating proxemic interaction principles into AR

design can improve user experience, foster collaboration, and enrich social interactions.

2.2.4 Affordances for Collaboration

The concept of affordances, introduced by the psychologist Gibson [56], refers to the
actionable properties between an object and an agent. In simple terms, affordances
describe the potential actions that a user can perform when interacting with an
object or environment. When applied to Human-Computer Interaction (HCI) and
Computer-Supported Cooperative Work (CSCW), affordances help us understand
how the design of a system can either facilitate or hinder user interactions, particularly
in collaborative settings. Norman later popularised the term within HCI, emphasising
the importance of perceived affordances, which represent how users perceive the
possible actions with a system based on its design [147].

In the context of CSCW, affordances are crucial for designing systems that support
effective collaboration between individuals. Collaborative affordances in technologies,
particularly in collaborative AR environments, refer to the properties that enable,
constrain, or mediate user interactions in co-located or distributed settings. These
affordances shape how users engage with both the system and each other, guiding
communication, coordination, and cooperation [73, 153]. For instance, an AR
interface that provides virtual pointers or shared markers can enable users to draw

attention to specific virtual objects or locations, fostering clearer communication and
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better coordination [188]. However, if the system lacks intuitive methods for pointing
or indicating shared objects, it can limit the effectiveness of the collaboration.

A critical but often overlooked affordance in collaborative environments is
territoriality, which describes how users establish, maintain, and negotiate ownership
of space and digital resources. Territorial affordances influence how users claim and
control interaction zones in shared AR workspaces. Research by Yim et al. [221] on
Wikipedia editors highlights that territoriality is not limited to physical spaces but
extends to digital environments, where users assert ownership over contributions.
Similarly, Tussyadiah [205] explored how location-based media allow users to establish
territorial claims in hybrid physical-digital spaces, a concept that is particularly
relevant in AR, where virtual overlays can reinforce or disrupt perceptions of
territorial boundaries.

Studies on co-located collaboration demonstrate that territorial dynamics shape
interaction zones within shared workspaces. Scott [184] found that in tabletop
interfaces, users tend to dominate areas directly in front of them, while shared
spaces emerge in the centre for group tasks. This finding aligns with work in AR
collaboration, where personal and group territories influence how users interact with
virtual content. For instance, proxemic-aware AR systems can dynamically adjust
territorial boundaries based on user positioning, movement, and gaze, ensuring
that virtual objects remain accessible to the appropriate users. The concept of
having a personal territory is also explored in educational settings, as can be seen
in the work of Modell and Gray [136]. This study indicates that students display
group territoriality by using personal items to mark individual boundaries within
collaborative spaces. This insight is particularly relevant in AR applications, where
understanding how users establish personal and group territories can inform the
design of collaborative environments that utilise AR.

Territoriality also plays a key role in real-time collaboration and task allocation.
Research by Mahadevan et al. [124] found that territorial and proxemic factors inform
how users negotiate control in human-robot interaction. This directly impacts AR
collaboration, where multiple users may need to claim exclusive or shared access to
digital objects. Understanding territoriality in AR system design can improve multi-
user interactions by enabling explicit ownership markers, turn-taking mechanisms,
and adaptive control zones that reflect natural human spatial behaviours.

Mobile AR systems offer several affordances that have the potential to enhance

collaboration, such as the ability to view and manipulate 3D objects in a shared
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space [15, 199]. These systems afford spatial awareness, which is critical in collab-
orative tasks that require an understanding of object locations and relationships
within a physical or virtual environment. Moreover, mobile AR devices afford
mobility, allowing users to move freely in their environment while engaging with
digital content, which can enhance the fluidity of collaboration [116]. For example,
systems like Studierstube [199] enable multiple users to manipulate 3D models
in a shared augmented reality space, leveraging spatial affordances to facilitate
collaborative design and decision-making.

However, the affordances of handheld mobile AR systems can also introduce
limitations that inhibit collaboration. The small screen size of many mobile devices
can constrain the amount of visual information presented, making it difficult for users
to share and interact with content collaboratively. This is particularly evident when
multiple users gather around a single device, reducing engagement due to limited
screen real estate [74, 130]. Additionally, handheld AR devices may afford individual
actions, such as private viewing of AR content, at the expense of collaborative
awareness. This tension between private and public affordances in mobile AR
systems can lead to breakdowns in communication, as users may be focused on their
individual screens rather than on shared content or interactions [180].

An illustrative example of how affordances can enhance or inhibit collaboration
can be found in studies comparing head-worn AR displays with handheld AR systems.
Head-worn displays, such as the Microsoft HoloLens, afford hands-free interaction,
allowing users to engage more naturally with both the real and virtual environment
without the need to hold or operate a device [33, 188]. This hands-free affordance
improves the user’s ability to focus on the collaborative task and interact with others
without the distraction of manipulating a mobile device. In contrast, handheld
devices afford portability but may require users to divert attention away from the
shared space, diminishing collaborative engagement [123].

In conclusion, affordances in CSCW systems, particularly in mobile AR environ-
ments, play a critical role in shaping the effectiveness of collaboration. Designers
must carefully consider how different affordances either enable or constrain user
interactions, ensuring that technologies provide adequate support for communication,
coordination, and cooperation among users. In particular, territorial affordances must
be accounted for in AR system design, as they dictate how users claim, share, and
negotiate control over virtual objects and spaces. Balancing individual, shared, and
dynamic affordances remains a key challenge for researchers and developers aiming

to enhance the user experience in co-located and distributed AR collaborations.
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2.2.5 Group Dynamics

Group dynamics refer to the behaviours, interactions, and roles that emerge when
individuals work together towards a common goal. Understanding group dynamics
is essential in collaborative efforts, as the success of a group depends on how well
participants communicate, coordinate, and share responsibilities. Several factors,
including group formation, spatial arrangements, leadership, decision-making, and
conflict management, shape the outcomes of group interactions [6, 150]. Effective
group dynamics promote collaboration, streamline decision-making, and enhance
problem-solving capabilities, while poor group dynamics can result in inefficiencies,

miscommunication, and disengagement.

Group Formation and Roles

Groups typically form around a shared objective, with members assuming roles
based on their expertise or assigned responsibilities. The effectiveness of a group
depends not only on the division of labour but also on how roles are distributed
and understood [188]. In Computer-Supported Cooperative Work (CSCW), tech-
nology can aid role allocation by structuring workflows and clarifying individual
responsibilities. Systems such as MobiSurf [187] and GroupTogether [126] facilitate
collaboration by enabling participants to contribute to shared tasks through their
personal devices while ensuring an organised workflow.

However, technological interventions can also introduce challenges. When system
designs do not account for role clarity, users may experience ambiguity in their
contributions, leading to uneven participation and task overlap [212]. Research
has shown that role ambiguity can significantly hinder collaboration by fostering
inefficiencies and disengagement [130]. Therefore, collaborative systems should
incorporate mechanisms that reinforce role differentiation and provide users with

clear participation guidelines.

Spatial Arrangements and F-Formations

Beyond role distribution, the spatial configuration of group members plays a crucial
role in shaping interactions. Facing Formations (F-Formations), introduced by
Kendon [104], describe how individuals position themselves in relation to one another
during social interactions. These spatial patterns define participation zones, affecting

individuals’ communication and task coordination.
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Research in Human-Computer Interaction (HCI) suggests that recognising and
accommodating F-Formations can enhance the design of collaborative environments.
Marshall et al. [129] argue that spatial formations provide a practical framework for
understanding interaction dynamics in physical and digital settings. In Augmented
Reality (AR), where virtual content overlaps physical spaces, maintaining appropriate
F-Formations is crucial for ensuring optimal information flow and engagement [219].

In Mixed Reality (MR), F-Formations influence collaborative interactions by
structuring how users orient themselves around virtual objects. Tong et al. [201]
explored the relationship between F-Formations and device usage, showing that
spatial transitions impact collaboration, particularly in AR settings where users
frequently shift between physical and digital tasks. Designing AR interfaces that
adapt dynamically to spatial formations can enhance usability by ensuring virtual

content remains visible, accessible, and aligned with users’ natural movements.

Leadership in Collaborative Groups

Leadership plays a significant role in guiding collaborative efforts. In group settings,
leaders are often responsible for directing the group’s attention, making key decisions,
and resolving conflicts. Collaborative technologies can support leadership by enabling
leaders to take control of shared virtual spaces, distribute tasks, or highlight
important information for the group [11, 116]. For example, in co-located mobile
AR collaborations, leaders can use augmented reality systems to direct participants’
attention to specific virtual objects, guiding the group’s focus and ensuring that
everyone remains on task [60]. Additionally, technologies like the TrainAR system [20]
offer frameworks that help leaders coordinate complex tasks by providing step-by-step
instructions to team members within a shared AR environment.

However, leadership can be undermined if the technology fails to provide adequate
mechanisms for managing the group. Conflicts can arise when multiple participants
vie for control over the shared virtual space, leading to reduced cooperation. Systems
not accounting for leadership structures may result in power struggles or disor-
ganised workflows [34]. To address this, designers of collaborative systems must
ensure that technological tools support, rather than hinder, effective leadership

within group settings.
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Group Decision-Making

Decision-making is a critical aspect of collaborative work, requiring input from
multiple participants to achieve consensus. In group settings, decisions are often
made through a combination of discussion, negotiation, and compromise. CSCW
technologies can facilitate decision-making by providing tools for information sharing,
brainstorming, and voting [212]. For instance, shared displays in collaborative AR
environments allow group members to visually explore different options and make
decisions based on shared virtual content [97]. Systems like Studierstube [199]
enable users to manipulate 3D models in real-time, fostering group discussions
and collective decision-making.

However, decision-making can be hindered if the system limits communication
or does not support group consensus-building. Research has shown that when
technologies provide inadequate mechanisms for group discussions, such as poor
turn-taking or information-sharing interfaces, group decision-making can become
fragmented [19]. This highlights the need for CSCW systems to incorporate features
that support open dialogue and equitable participation, ensuring that all group

members have an opportunity to contribute to the decision-making process.

Conflict Management in Collaborative Groups

Conflicts are inevitable in group collaboration, arising from differences in opinion,
misunderstandings, or competition for resources. Effective conflict management
is essential for maintaining group cohesion and ensuring that collaborative efforts
stay on track. Technology can play a dual role in conflict management by either
facilitating communication and conflict resolution or exacerbating tensions through
poorly designed interaction mechanisms [150].

CSCW systems can aid in conflict management by providing communication tools
that allow group members to express their views clearly and resolve disagreements
amicably [10]. For example, in collaborative AR settings, systems that enable real-
time annotations or virtual pointers can help clarify misunderstandings, as users
can highlight specific aspects of the shared virtual environment to explain their
perspectives [188]. In contrast, systems that lack these features may lead to further
confusion as participants struggle to communicate effectively within the shared space.

Furthermore, the structure of the technology can either mitigate or exacerbate
conflicts depending on how it manages access to shared resources. Systems that

allow for equal access and control over shared virtual objects are more likely to
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foster cooperation, while those that grant control to only a few users may lead
to competition and frustration [130]. To address this, designers of collaborative
technologies must consider how system affordances can either support or inhibit
effective conflict management, ensuring that users have the tools they need to

resolve conflicts productively.

The Role of Technology in Group Dynamics

Technology plays a crucial role in shaping group dynamics in collaborative en-
vironments. CSCW systems, particularly in AR settings, provide affordances
that can either enhance or inhibit group interactions. Effective collaborative
technologies should support role distribution, leadership, decision-making, and
conflict management by providing tools that foster communication, coordination,
and cooperation [19, 165, 198]. However, if these systems are poorly designed or
fail to account for the nuances of group dynamics, they may introduce barriers to
collaboration, reducing the group’s overall effectiveness [188].

In conclusion, group dynamics are a critical factor in the success of collaborative
efforts. By understanding the roles, leadership structures, decision-making processes,
and conflict management strategies within groups, designers can create technologies
that support and enhance collaboration in CSCW settings. The challenge lies in
developing systems that facilitate individual interactions with technology and nurture
positive group dynamics, ensuring that all participants can contribute effectively

to the collaborative process.

2.3 Cross-Device Computing in Collaborative Aug-
mented Reality (AR)

Cross-device computing has become a significant area of interest in the Human-
Computer Interaction (HCI) domain, particularly for collaborative environments that
require seamless interaction across multiple devices. As AR technologies continue
to evolve, the integration of cross-device capabilities opens new possibilities for
enhancing user experiences, especially in co-located collaboration scenarios. This
section explores cross-device computing and its relevance to mobile, handheld AR
systems, focusing on how interactions across multiple devices can inform the design

of collaborative AR applications.
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Cross-device computing refers to interactions where digital content or tasks span
across more than one device, enabling users to leverage the affordances of multiple
devices in concert. According to Brudy et al., cross-device computing presents unique
opportunities to engage with content beyond the bounds of a single device screen,
offering flexibility in how users interact with information [26]. Brudy et al. conducted
a comprehensive survey of 510 papers in the cross-device computing domain and
developed a taxonomy to unify terminology and facilitate future research. This
taxonomy highlights historical trends, key interaction techniques, and under-explored
application areas. As mobile AR matures, such taxonomies can be instrumental in
designing systems that support seamless transitions and interactions across devices,
enhancing the collaborative potential of AR.

The primary motivation behind cross-device systems is to extend the interaction
capabilities of users by allowing digital content to flow naturally between devices,
enabling more dynamic and flexible workflows. For instance, Chi and Li introduced
Weave, a scripting framework for cross-device wearable interaction, which provides
insights into how device synchronization and interaction can be managed across
wearables and other handheld devices [35]. The framework focuses on enabling users
to create fluid cross-device interactions, an essential feature in AR environments
where different devices could serve as entry points to a shared augmented space. Such
systems highlight the potential for collaboration between users who interact with
virtual objects on different devices while maintaining real-time synchronization
and mutual awareness.

A key challenge in cross-device computing, particularly in the context of mobile
AR, is the design of interaction techniques that facilitate collaboration across various
device types and sizes. Devices such as smartphones, tablets, and wearables offer
different affordances that can either support or hinder collaboration depending on
their configuration. As noted by Marquardt et al., cross-device interactions can
benefit from the application of sociological constructs like micro-mobility and F-
formations, which help users maintain spatial relationships and visual coherence when
interacting with multiple devices [126]. These constructs are particularly relevant
in AR settings where the spatial arrangement of devices and users can influence
group dynamics and the overall collaborative experience.

Moreover, Schreiner et al. proposed the Connichiwa framework, which enables
real-time synchronization and interaction across co-located devices using simple

web-based technologies [182]. Such frameworks are valuable for AR systems, where
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multiple users need to share a common virtual space, interact with the same set
of digital objects, and maintain synchronized views of augmented content. The
synchronization of content across devices is crucial in ensuring that all collaborators
remain engaged and can contribute to the task without interruption or lag.

The importance of device configuration and its impact on collaboration has
also been explored in various cross-device research studies. For instance, Fischer
et al. examined how device size and positioning affect user interaction and group
coordination in cross-device environments [49]. Their findings suggest that larger
devices, such as tablets, tend to facilitate group work by providing more screen real
estate for shared content, while smaller devices, like smartphones, are better suited
for personal tasks within the collaborative workflow. In mobile AR, this distinction is
essential for designing systems that balance individual and group activities, ensuring
that both personal and shared content can be accessed seamlessly across devices.

As we move toward more integrated AR environments, the need for robust cross-
device interaction models becomes more evident. Studies such as those by Goh et al.
have shown that cross-device interaction can improve collaborative decision-making
and sense-making activities by enabling shared understanding and mutual awareness
among users [57]. This is particularly important in mobile AR systems where
multiple users may be interacting with virtual objects from different perspectives
and devices. By enabling fluid interactions across devices, cross-device computing
enhances the collaborative experience, making it easier for users to coordinate their
actions and share information.

Despite the promising advances in cross-device computing, there are still several
open research challenges that need to be addressed to realise its potential in mobile AR
fully. One of the main challenges is ensuring that the interaction techniques developed
for cross-device systems are intuitive and scalable across different device types and
contexts. Additionally, as noted by Brudy et al., there is a need for more research
into the evaluation strategies used in cross-device computing to better understand
how these systems can be optimized for collaborative use [26]. The development of
standardized evaluation methods will be critical in advancing cross-device AR systems
and ensuring that they meet the needs of users in diverse collaborative scenarios.

In conclusion, cross-device computing offers a promising framework for enhancing
collaboration in mobile AR environments. By leveraging the unique affordances
of multiple devices, cross-device systems can support more dynamic, flexible, and

engaging interactions in augmented spaces. As researchers continue to explore the
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opportunities and challenges of cross-device interaction, it is crucial to develop
standardized frameworks, taxonomies, and evaluation methods that can guide the
design of future AR systems. This will ensure that mobile AR applications are
not only technologically feasible but also meaningful and effective for collaborative
work. Furthermore, cross-device computing aligns with Milgram’s Reality-Virtuality
Continuum by facilitating seamless transitions between real and virtual environments.
By distributing interactions across multiple devices, cross-device systems enhance
the spectrum of mixed reality experiences, allowing users to navigate fluidly between
physical and digital spaces. This interplay between devices reinforces the hybrid
nature of AR, where collaboration is not confined to a single reality but rather exists

across a continuum of immersive and non-immersive interactions.

2.4 Conclusion

The background section of this thesis provides an exploration into Augmented Reality
(AR) displays as well as their classifications, which reveals a nuanced landscape
where technological advancements have made AR more accessible. However, there
are still challenges that remain in its practical application. The historical evolution
of AR — from early conceptual frameworks to modern handheld and head-mounted
displays — shows how this technology has become embedded in various industries,
including education, healthcare, and entertainment. Handheld AR, in particular,
has emerged as a dominant platform due to the ubiquity of smartphones and tablets.
This form of AR display offers portability and ease of use. However, the limitations
of screen size, user interaction methods, and immersion highlight areas where further
development is necessary to enhance the user’s experience.

In co-located collaborative settings, AR offers a potential for redefining group
work by blending the virtual and physical environments. Yet, whilst it is assumed
that this may be the case, there are large hurdles that need to be addressed.
Research in the area of Computer-Supported Cooperative Work (CSCW) has provided
insights into how AR could mediate such collaborations by supporting awareness,
group dynamics, and affordances for interaction. But, despite the promise of AR
in improving collaborative tasks, challenges such as managing group awareness,
balancing individual and collaborative affordances, and designing intuitive interaction
techniques that support interactions across both the virtual and physical realms

remain key areas for improvement.
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As we continue with this thesis, we build on the foundational understanding of
AR technology and its integration into collaborative environments. Future research
in this area must focus on addressing the limitations of handheld AR, exploring
how this technology can — in its current state — better support group collaboration,
and refining design principles that bridge the gap between AR’s potential and its
current practical shortcomings. The exploration of these areas will directly inform
the empirical investigations of this thesis, seeking to contribute to the development

of more effective and immersive AR systems for co-located collaborative work.
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This thesis aims to investigate the role of Augmented Reality (AR) in enhancing
co-located collaborative experiences. As an initial step, we seek to develop an
understanding of how state-of-the-art collaborative handheld AR systems are used in
real-world scenarios and identify the challenges that exist in this area, as defined in
Section 1.1. In this chapter, we explore how current mobile AR interfaces influence
co-located group collaboration. By examining the cognitive load, group dynamics,
and device handling associated with these systems, our aim is to answer RQ)1: How
do current group dynamics and practices affect co-located collaborations enhanced

by handheld mobile AR applications?
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3.1 Introduction

While Augmented Reality (AR), particularly handheld mobile AR, is widely recog-
nised for its potential to enhance co-located collaborative experiences, a fundamental
gap persists in the absence of a unifying framework that addresses the challenges in
understanding group dynamics, device configurations, and interaction techniques.
This thesis aims to address this overarching problem by exploring how mobile
handheld AR interfaces impact co-located collaborative work and inform the design
of future AR systems.

Building on this, Chapter 3 delves explicitly into Research Question 1 (RQ1):
“How do current group dynamics and practices affect co-located collaborations
enhanced by handheld mobile AR applications?”. Despite the potential for AR
interfaces to facilitate collaborative work [12], most mobile AR interfaces are currently
designed primarily for individual use rather than explicit collaboration. Although
some studies have explored co-located collaboration for mobile AR (e.g. [81, 146,
158]), our understanding of precisely how mobile AR influences collaboration and
group interaction remains limited. This contrasts with the extensive research that
demonstrates the importance of co-located group work for touch-based interfaces [25,
26, 74, 121, 213]. As Kim et al. concluded in their review of AR, more information
is needed on how to create collaborative systems for AR [106]. This chapter,
therefore, systematically investigates these current group dynamics and practices
to provide fresh insights into the effect of contemporary mobile AR interfaces
on co-located collaboration.

In an effort to develop a systematic understanding of how AR mediates co-
located collaboration, we conducted an observational study exploring the impact
of current mobile AR interfaces on co-located collaboration. Our primary aim
is to shed light on the practices, challenges, and issues faced by groups and to
provide a set of recommendations for the design and development of effective mobile
AR interfaces for collaborative work. In our study, we investigate how groups of
four individuals collaborate on basic tasks using standard mobile devices and a
rudimentary mobile AR interface. The tasks involve the discovery, inspection, and
comparison of various virtual models in a meeting setting (where virtual objects are
projected onto a table). We designed six models that exemplify complex virtual data
that are typically used in medical, educational, or knowledge work domains. We aim
to build an understanding of existing group dynamics and practises in co-located

ad-hoc situations. Our empirical study observes collaborative practises and classifies
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them into three categories of group dynamics: (i) collaboration styles, (ii) context

switching, and (iii) device handling and manipulation.

3.2 Exploring the CollabAR System

The goal of this chapter, and indeed the initial step within this thesis, is to elucidate
the mediating role of handheld AR interfaces in the context of co-located collaborative
work. Rather than immediately proposing novel interaction paradigms, the design of
the CollabAR system was deliberately conceived as a simple exemplar AR interface
for mobile devices to enable a foundational understanding of current group dynamics
and practices when enhanced by handheld mobile AR applications.

This approach allowed for a systematic investigation into how existing, com-
mercially prevalent mobile AR interfaces influence co-located group collaboration,
providing a crucial baseline for identifying challenges and informing future design
recommendations. Other more complex or experimental avenues for AR system
design were intentionally set aside at this initial stage to focus on observing the
inherent affordances and limitations of “out-of-the-box” AR experiences.

In essence, the design of CollabAR was a strategic decision to create a rudimentary
mobile AR interface that served as a controlled environment to observe how groups
naturally interact with AR in a collaborative context, particularly focusing on how
existing designs influence group dynamics, cognitive load, and device handling. This
foundational understanding was crucial before advancing to more complex design

frameworks and interaction techniques in subsequent chapters.

3.2.1 User Interface

The user interface of CollabAR displays a full-screen camera feed. When AR markers
are detected, virtual objects are overlayed on this feed (Figure 3.1). The application,
designed to be an example of simplicity, incorporates features commonly found in
commercially available AR technology. As a web-based interface, CollabAR can
be accessed through a standard browser on most modern mobile devices, including
smartphones and tablets. Multiple users can launch the web URL on their phone and
point the device at the same AR marker to see and interact with the same 3D model.
Users can physically move closer to or further from the marker to zoom in and out of
the model or view it from a different angle. As the AR marker is stationary, altering

the viewing perspective of the models requires physical movement around the marker.
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Figure 3.1: The three views of the CollabAR Interface: nothing in view (left), model in
view (middle) and the locking border (right).

3.2.2 Gesture-Based Interaction

The gesture-based interaction in CollabAR was designed with a fundamental under-
standing of territoriality, conflict management, and sharing aspects in co-located
collaborative work, particularly given the initial aim to understand how basic mobile
AR interfaces influence group dynamics. While the gestures themselves were simple,
the turn-based system for manipulation was a deliberate design choice that directly
grounded these concepts.

Here is an expansion on how these aspects were incorporated and addressed:

« Basic Gestures and Real-time Obersation: To interact with the 3D
models, CollabAR implemented a set of basic gestures commonly found in
standard AR applications, such as touch-and-drag for rotating the object and
pinching gestures for scaling (Figure 3.2). Vertical finger movements tilted the
model, while horizontal movements rotated it. Although only one user could
actively manipulate the model at any given time, all other users could still
view the model on their device and observe the modifications in real-time. This

established a foundation of shared perception even when control was sequential.
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Figure 3.2: Basic interactions with CollabAR

o Territoriality and Control — The Clutching Mechanism: A clutching
mechanism was implemented to lock the model when a user initiated a
modification. This design inherently created a temporary “territory” of control
over the virtual object’s manipulation. By granting exclusive manipulation
rights, albeit temporarily, the system implicitly defined who owned the active
interaction space at that moment. To make this territoriality explicit and
provide clear feedback, each user was assigned a specific colour, and when the
user gained the lock, a coloured border appeared around the camera feed on all
connected devices (Figure 3.1 — right). This visual cue immediately indicated
the current proprietor of the manipulation control, a direct application of
awareness cues identified as crucial for collaborative settings. This allowed
researchers to observe how groups negotiated and managed this sequential

ownership of the virtual object.

o Conflict Management through Turn-Based Control: The primary
motivation for this turn-based system was to simplify and prevent direct
conflicts arising from simultaneous manipulation attempts by multiple users.

In scenarios where multiple users could simultaneously try to rotate or scale
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the same object, it could lead to confusing, conflicting inputs, unintended
results, and user frustration. By enforcing that only one user at a time could
modify the model, CollabAR avoided these concurrent input issues, allowing
for a clearer observation of how groups coordinated their actions despite the
sequential control. This design choice effectively externalised the negotiation

of control into a turn-taking process rather than a simultaneous one.

3.2.3 Technical Implementation

WEBGL REAL TIME

WEBRTC DATA

FIREBASE
WEB

APPLICATION BR0V|VSER
e B

Configuration Interaction Disengagement

Figure 3.3: Technical architecture of CollabAR. The system is implemented as a web
application accessed through a WebGL- and WebRTC-enabled browser on a user’s device.
3D objects are rendered locally upon detecting a marker. Real-time collaboration is enabled
via Firebase, which synchronises object data across clients. The three user interaction
phases — Configuration, Interaction, and Disengagement — are illustrated along the bottom.

CollabAR was specifically engineered as a basic AR interface for mobile devices,
with its technical implementation prioritising simplicity and broad accessibility
(Figure 3.3). The system was developed as a web application, a deliberate choice
made to maximise device compatibility and reduce limitations on the type of mobile
device that could be used. This meant users could access the application via a

standard web browser on most modern mobile devices, including smartphones and
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tablets, provided they supported WebGL and WebRTC capabilities. To eliminate
latency problems often associated with loading 3D objects over a network, each 3D
object was rendered locally in the browser on the user’s device, ensuring a smoother
and more responsive interaction with the virtual models. Google’s Firebase real-
time database [58] facilitated the collaborative functionality of CollabAR. Firebase
enabled the efficient updating of data, such as object coordinates, in the database
and provided real-time notifications to clients about new events. This allowed us
to send information, such as the coordinates of the object, to the database, which
would then be updated in real-time on all clients. We recorded a device ID, enabling
us to detect user interactions with the device and model, and subsequently lock these
interactions to that user. This technical backbone ensured that all connected devices
instantaneously displayed the same changes to the shared virtual model.

User interaction within the system was structured around three distinct interaction
phases: a configuration phase where users would set up their devices and load the
web page; an interaction phase that began when users placed an AR marker on the
table and pointed their device’s camera at it, causing a 3D model to appear for
manipulation; and a disengagement phase when users concluded their interaction by

closing the browser and putting away their devices and the marker.

3.2.4 Virtual Models

We designed and created six models that were used during the study. These models
serve as abstract examples of complex virtual data typically found in various AR
domains such as education, healthcare, or other knowledge-based work settings. We
designed the models to have varying levels of complexity by considering factors such
as scale, geometric shape, colour density and sub-shapes, and intricacies (Figure 3.4).
The models include a Rubik’s Cube, a DNA heliz, a mesh of shapes, a triangle Rubik’s
Cube, a Fullerene Sphere, and a block of houses.

3.3 Study Methodology

In our quest to understand how mobile AR influences and shapes collaborative
group practices and dynamics, we utilised CollabAR, a basic AR interface for mobile
devices, to examine collaborative activities in a co-located setting. Participants
participated in collaborative tasks with virtual models of varying complexity. This

section describes our study design and setup.
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Figure 3.4: The six models of varying complexity used for the tasks.

3.3.1 Participants

We enrolled 20 participants (11 identified as female, 9 as male) through snowball
sampling, who participated in groups of four. There were no strict prerequisites to
participate in the study, barring the requirement that participants not be colour-blind,
as some tasks were colour-specific. We did not disclose any task-related information
prior to the study, as the tasks were abstract and not domain-specific.

The participants ranged in age from 18 to 24 years. Although prior experience
with AR was not a criterion, seven participants had used AR before participating in

the study. Examples of previously used AR applications included a Dulux application
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for augmenting virtual furniture into a physical space, Pokemon GO, an AR-utilising
game for capturing Pokemon, and the Google Pixel AR camera, which allows the
user to overlay 3D objects into a room. All participants owned and frequently used

at least one mobile device, such as a mobile phone or tablet.

3.3.2 Apparatus

We invited the participants to a circular meeting room setup that facilitated free
movement around a table (Figure 3.5). Chairs were provided, but participants were
informed at the beginning of the study that they were not required to remain seated.
After consenting to participate in the study, the participants completed a pre-study
questionnaire that collected basic demographic data and information on previous
experiences with AR technologies and commonly used technology. We provided each
participant with a Moto G4 (XT1642) mobile device featuring a 5.5" display. The
participants sat around the table, and the experimenter was opposite them. Pens
and NASA-TLX forms were provided to complete the questionnaire after each task

and in case the participants wished to take notes during the study.

Figure 3.5: The study set up in a meeting room

After briefing the participants about the task, we allowed them a 3-minute
training session on using CollabAR. The participants were then asked to complete

tasks based on the models given to them. Participants were not time-bound for
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Figure 3.6: The timeline visualises the coding of the video recording per group according
to observed categories. Tasks are labelled using a session-based scheme (e.g., 1.1, 1.2, 1.3)
where the first digit indicates the model level and the second digit the task number. Tasks
x.1 and x.2 correspond to counting tasks. Tasks x.3 represent comparison tasks, which
introduced a second model.

each task: They simply had to complete the task and verbalise the final answer.
After the task, participants were required to complete a NASA-TLX form to
capture the perceived workload. Upon completion of all tasks, we conducted a

semi-structured group interview.

3.3.3 Tasks

We designed a total of six models in three levels of varying difficulty for our study.
Each difficulty level had three tasks. The first two tasks were inspection tasks, and
the third task was a comparison task. During the first inspection task, participants
were asked a question such as ‘count how many red tiles are on this cube’ The
participants then inspected the cube as a group, counting the total number of red
tiles. The second inspection task asked something specific about the model, such
as ‘find how many shapes are touching each other’. Similarly to the first task,

participants inspected the model, completed the given task, and reached a consensus
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before providing the answer. For the third task in each level, we introduced a second
model and asked participants to compare the original model with one they had
not seen. An example question is ‘comparing the third and sixth models, listing
the colours that do not appear in both models’

We chose the questions for each task based on their simplicity, as we wanted
to ensure that changes in collaboration were due solely to the complexity of the

model rather than to the complexity of the tasks.

3.3.4 Data Collection and Analysis

We video-recorded each session to analyse the collaboration practices of the groups,
including their collaboration styles and context switches. We define a context
switch as an instance in which the participant looks away from the virtual content.
Alongside the videos, the experimenter took notes to corroborate the video. We used
the NASA-TLX questionnaire to record subjective workload, which was completed
individually following each task. These questionnaires served as discussion points
during a semi-structured group interview at the end of the session.

We analysed data collected from video recordings using ChronoViz [50]. We
coded the video data for collaboration practises and participants’ interactions with
each other or with their devices. Our analysis followed a grounded theory approach,
utilising open coding of the video material in conjunction with the researcher’s notes.
We adapted an existing coding framework previously developed by Tang et al. [200].
As in a study by Brudy et al. [25], we adapted this framework to include groups of
four participants instead of pairs and to accommodate multiple devices. However, we
also added an additional style, which was ‘Distributed View with Discussion’, as this
happened frequently in each group. Our primary focus was on individuals within the
groups and where their attention was focused. We differentiated this from a context

switch based on duration. The collaboration styles we explored were as follows:

C1 Active Discussion — Active discussion indicated any face-to-face discussions
that included all participants. As a result, there were limited interactions with

their mobile devices.

C2 Single-Shared View — A single shared view indicated that all participants

focused their attention on a single device.

C3 Disjoint and Shared View — Disjoint and shared view indicated 2-3 members

focused on a single device, while others focused on their own device.
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C4 Disjoint and Distributed View — Denoted 1-2 group members focusing on
their device while the other two engaged in active discussion (not using their

own devices).

C5 Distributed View — Denoted that the participants focused on their device
with little to no discussion between each other. Complete focus on the task at
hand.

C6 Distributed View with Discussion — Denoted that each participant was
focused on their device while continuing the conversation with the others in

the group.

3.4 Findings

Our study explored how mobile AR interfaces influence group dynamics and practices.
We noted how teams employ different collaboration styles and context switches to
foster group conversation. This section presents our findings, categorised by the
complexity of the tasks, which ranged from Level 1 (low complexity) to Level 3 (high
complexity). Our study indicates significant differences between the difficulty levels
in terms of mental demand and frustration. As the complexity of 3D objects increases,
there is a decrease in the frequency of participant interactions while observing the

model, with participants tending to concentrate on their individual devices instead.

3.4.1 Utilisation Patterns

Figure 3.6 provides a detailed analysis of group collaboration, showing the entire
timeline for each group with a breakdown of the different categories, including context
switches, collaboration styles, device handling, and task start and stop times. The
timelines reveal that there was a large number of context switches (all groups). More
specifically, across all groups, there was a total of 1,589 context switches (mean:
317.8, min: 183, max: 422, SD: 24.4) over the 9 tasks that each group was given.

The duration of the tasks, shown in Figure 3.7, was relatively short and quick to
complete (mean: 128.19s, min: 6s, max: 386s, SD: 83.15s). Generally, comparison
tasks took longer than inspection tasks, but there was clear variability between groups.

In terms of device mobility, we observed 44 instances of moving to landscape
mode, 50 to portrait mode, 41 to place the device down, and 26 to pick it up.

For overall collaboration styles, we observed 36 instances of Active Discussion, 2
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Figure 3.7: Task completion time for each task.

of Single Shared View, 57 of Disjoint and Shared, 128 of Disjoint and Distributed
view, 104 of Distributed View, 167 of Distributed View with Discussion, and 27
of Disjoint Shared and Disjointed.

Figure 3.8 shows the breakdown of each group and the number of instances for
each metric that was measured. The amount of context switching was extremely high
compared to other metrics. A repeated measures ANOVA shows that on inspection
tasks, there is no significant effect for the levels of difficulty (F(2, 8) = 1.690, p
> 0.1) when it comes to context switches. However, further pairwise comparisons
reveal that there is a significant difference between the third level of difficulty (mean:
17.8) and the other two levels (Level 2 mean: 34.8, Level 1 mean: 38.8).

3.4.2 Task Completion Patterns

Although the frequency of context switches has almost doubled between levels 2
and 3, the time it takes to complete each task is similar. Statistical analysis shows
that during the categories of device handling and device orientation, there was
no significant difference between each measure on the difficulty level. The handle
measure specifically showed that participants would rarely put down or pick up
their devices (F(2, 8) = 1.106, p > 0.1).
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Figure 3.8: Overall occurrences for each group.

The maximum number of times a participant would put down their device was
1, which was toward the end of a task. Participants would generally hold their
device for the entire time, even doing other tasks.

In general, there was no significant difference between the changes in collab-
oration style within inspection tasks (F(1.01,8) = 0.659, p > 0.1). There was a
significant difference between the first (mean: 12.2) and third (mean: 7.8) levels
of difficulty, showing that the less difficult model had more collaboration style
changes, particularly with participants looking through each other’s devices and
engaging in active discussion.

Similar results were obtained through the comparison tasks. We found a significant
difference across difficulty levels (F(2, 8) =9.003, p < 0.05). The pairwise comparisons
revealed that there is a significant difference between level 1 (mean: 51.8) and level
3 (mean: 26.4), which is similar to what we found in the inspection tasks. However,
there is also a significant difference between level 2 (mean: 57.2) and level 3.

The collaboration style metric showed that there was a significant difference
between the levels of difficulty (F(2, 8) = 13.159, p < 0.05). The main difference
found within the styles was that, at the highest difficulty level, there were significantly

fewer changes to the collaboration style.
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3.4.3 Usability Analysis

We applied the NASA-TLX metrics to gauge the perceived workload. We observed
that the perceived load over all metrics were quite high, indicating that participants
often had to multitask. This finding was consistent in both the Inspect and

Compare categories.

Inspection Tasks
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NASA-TLX Category

Difficulty Levels (1)
L1 L2 L3
Mental Demand | 5.55 | 8.95 | 5.85 J (F(141.73,233.6) = 11.528, p < 0.05)

Physical Demand | 3.10 | 5.70 | 6.80 | (F(144.40,284.93) =9.63, p <0.05)

NASA-TLX Metric F Statistic

Temporal Demand | 6.30 | 6.00 | 6.75 (F(2,38)=0.421,p>0.1)
Performance | 4.10 | 5.50 | 3.80 (F(2,38)=2.39,p>0.1)
Effort] 5.40 | 8.30 | 6.60 (F(2,38) =6.87, p <0.05)

Frustration | 4.65 | 7.20 | 4.90 | (F(79.03,394.97) = 3.802, p < 0.05)

Figure 3.9: Statistics of the inspection tasks shown as figures. The top figure is a graph
showing the pairwise comparisons and significance between each level. The bottom figure
is the table of the mean values and the F-statistic for each metric.

The analysis of NASA-TLX shows significant differences in Mental Demand,
Effort, and Frustration between both categories over the three different levels of
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difficulty.

65

This shows that our abstract exemplars were sufficiently different in

difficulty, and when this level increases, it becomes more mentally challenging for

the users to complete tasks. Within the Inspect category, a significant difference

was found within the Physical Demand section.

Comparison Tasks

NASA-TLX Category

LI L3
p <0.001 p<0.1 p>0.1 p>0.1 p<0.01 p <0.05
16 [ ]
14 l
12 ]
%]
£10 —f f |
A 8 — 1 I T T 1 F T
I I - l l I l I
6 — J_ == T | i1 1 EEEml 1 B
4 ' MM | e 1 l, 1 I | e | .
2 Bl 1 EmEml | EEE. 1 i 1 Nl 1 ENEmE 1 =
& & 3 & O &
XS oS & < S
¢ <

NASA-TLX Metric Diflﬁc"ltyL;evelsL(;l ) F Statistic
Mental Demand | 10.20 | 14.90 | 8.10 (F(2,38)=15.77, p < 0.05)
Physical Demand | 7.05 | 5.95 | 6.65 (F(2,38)=.380,p>0.1)
Temporal Demand] 5.55 | 7.95 | 5.90 (F(2,38)=2.110,p > 0.1)
Performance ] 5.45 | 7.60 | 6.65 (F(2,38)=1.76,p>0.1)
Effort] 10.15] 10.75| 7.45 (F(1.52,38)=2.757, p > 0.05)
Frustration{ 7.70 | 9.90 | 6.70 (F(2,38)=3.01, p=0.06)

Figure 3.10: Statistics of the comparison tasks shown as figures. The top figure is a
graph showing the pairwise comparisons and significance between each level. The bottom
figure is the table of the mean values and the F-statistic for each metric.
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3.4.4 User Experience and Observations

We report our findings from our observations and interviews under three themes:

(i) context switches, (ii) device handling, and (iii) collaboration styles.

Theme 1 — Context Switches

AR allows collaborators to dynamically switch focus between a workspace and
a communication space [14]. We observed that context switches occurred when
referencing locations, for example, when a participant would point out “the face
closest to [the researcher]” — P7, or “the face closest to the camera” — P1. These
context switches also occurred when participants wanted confirmation of a particular
statement they had said or even just in a natural conversation. If participants
addressed a specific participant, they would generally glance in their direction, even
if the participant did not look back.

Despite the high number of context switches (Figures 3.6 and 3.8), there was a lot
less context switching during the inspection tasks in contrast to the comparison tasks.
In particular, with the exception of group three (18%), the most difficult task had
the lowest number of context switches (G1: 6%, G2: 8%, G4: 9%, G5: 12%). Even
though the second level of difficulty was considered the most mentally demanding in
our quantitative findings, the third level of difficulty received the least number of
context switches, as the participants were really concentrating on the device. The
same is also true within the comparison tasks, where the least amount of context
switches occurred on the most difficult task for all groups (G1: 11%, G2: 14%, G3:
5%, G4: 4%, G5: 7%). Some participants mentioned that the sixth virtual model was
the most difficult because of how much they had to focus. The participants mentioned
that “if you got closer, you could not see both sides [of the model] and it became
more confusing” — P4. This could explain why the context switching happened less

frequently, as they did not want to lose where the side they were interacting with.

Theme 2 — Collaboration Styles

We were interested in what collaboration patterns would emerge between participants
within the different levels of difficulty. The most used collaboration style in groups
2-5 was Distributed View with Discussion (34%, 36%, 36% and 30%). This means
that each group would actively discuss the task at hand with each other while looking
at their own device rather than each other. Group 1 tended to use a little more
Disjoint and Distributed View (29% see Figure 3.11) when compared to Distributed
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Disjoint and Distributed View

Figure 3.11: Disjoint and Distributed View was the second most common collaboration
style.

View with Discussion (26%), in which we observed that they would often check
each other’s devices to confirm that they were seeing the same object. The video
data shows that there is a common trend with people looking through their device
onto the model but using their words and hands to place spatial signals to other
users when discussing. For example, a participant said “it is the side closest to
the camera” — P14 when asked to find which face had an L. shape made of red
tiles. While spatial referencing contributes towards coordination, our observations
show that it is commonly used in AR-mediated collaboration as a workaround and
replacement for direct face-to-face interaction.

We observed that every group had a high percentage of their collaboration styles
as Disjoint and Distributed View (29%, 28%, 19%, 23%, 26%), with two users sharing
one device to view the model. A trigger generally initialised this to do a context
switch from their own personal device to the group. Such triggers include a brief
conversation about content that the other participant could view, a brief look at the
participants sitting next to them, an explicit invitation to look at another device, or
generally just walking to the other side of the table to view and confirm. In some
cases, participants would walk around the table to the other side to look at the same

view. But rather than looking at their group member’s device, they would look
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through their own device instead. On one or two occasions, a participant glances
at another group member’s device to confirm that they are seeing the same thing.
Participants would point out a certain part of the model or bring attention to it to
ensure that they were looking at the same thing through their own devices.
There was little to no Single Shared View usage, and only groups 2 and 3 used
this shared view once. Common practice was that participants would sit opposite
to each other so that they could view both sides of the model. They would only
move around when they needed to be where all participants could view the same
part of the model. Instead, they would trust each other when answers were given
as part of the task. If participants had to confirm something and look at one part
of the model, they would do so using their own devices instead of looking at the
same device. This is likely caused by the form factor of the devices: because they

were small, it was easier to focus on their own device and view.

Theme 3 — Device Handling

We expected that the orientation of the device would change significantly during
tasks to allow for more content to fit on the smaller form factor screens. However,
our data show that only a few participants turned their device to create a different
field of view. Our observations show that most of the participants decided to keep
their phones in portrait instead of landscape mode. When asked about this, one
participant said, “I never really use my phone in landscape mode. It never crossed
my mind to do that” — P9. Another reason is that the device is easier to hold and
more stable in portrait mode, thus increasing mobility and allowing participants
to do other tasks more easily or perform context switches.

Most 3D objects were scaled in such a way that if the marker was in the middle of
the table, the model would fit completely in the CollabAR viewport when standing
next to the table. From there, the participant could get closer to inspecting the
object in more detail. If the models were scaled larger, more participants may have
felt the need to change their device landscape. This observation is supported by
some of the groups, who turned and moved their device a lot more with the larger
models, stating in the interview that “sometimes it was difficult to concentrate on
the larger objects because of the other things in the room” — P7, such as a TV and
cupboard. More specifically, it is supported by findings from the comparison tasks.
Here, participants attempted to fit both models within their screen to be able to
make the comparison. They would turn their phones to landscape, which meant
we saw an increase in the orientation of the device during the comparison tasks

when compared to the inspection tasks.
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3.4.5 Summary of Findings

Utilisation Patterns — Video analysis shows diverse and changing collaboration styles,
a high degree of context switching, and a decrease in collaboration for complex models.

Usability — Video analysis shows diverse and changing collaboration styles (Iig-
ure 3.6), high degree of context-switching (Figure 3.8), and decrease in collaboration
for complex models.

Observations — We observed a range of group practices and appropriations,
including hand signalling to coordinate work, approaches to switch context between
the AR interface and the face-to-face collaboration, glancing through other peoples’
devices to confirm tasks, or physically moving around the table to inspect the model

in order to ensure operation consistency for other users.

3.5 Discussion

Our study shows how mobile AR mediates collaboration. Although participants
were able to complete the tasks, we identified recurring problems, observations,
and workaround strategies to mitigate the absence of collaborative features. In the

following, we discuss the findings and present design recommendations.

3.5.1 Context Switching and Device Handling

Our findings indicate extreme amounts of context switches for all the levels of
difficulties for each model, especially considering the relatively short task duration
times. Our data indicates that collaboration in M-AR specifically has a very high
mental demand as users divide their attention between managing the device and
collaborating with other users. In particular, the combination of configuring the
device correctly in space to see the AR marker with actually looking through the
device to see the model produces a significant amount of configuration work [88].
The number of context switches decreases slightly as models get more complex,
which — if we class a switch of context as an ‘interruption’ — shows that there is
more focus on the models but less explicit collaboration. This was mitigated by
workarounds such as spatial signalling, waving, or conversing with others without
face-to-face interaction. In general, our study shows that as the intricacies and
complexity of the models increase, there is less collaboration, and users report a

high level of frustration in completing the tasks.
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Throughout the entirety of our study, we observed very little device handling -
by which we mean the placing down and picking up of devices. Participants argued
that it was important for the system to maintain the viewport and the model’s angle
so they could go back to the same point when analysing and discussing the tasks.
As there are no tools available to help participants quickly recover from putting
their device down and picking it back up again to continue where they left off, they
would simply hold it in place while interacting with other participants or looking at
other devices. While holding the device, participants constantly adjusted, moved
and turned the device to ensure that the AR models were clearly visible. Especially
in a collaborative setup, this constant re-alignment and fine-tuning of the device
orientation and angle is a considerable distraction from the actual collaborative
activities and imposes a high physical and cognitive demand on users. The basic
requirement to constantly hold up a device to be able to see the virtual model has a
direct negative impact on collaboration. Although this could be overcome by utilising
HMDs to collaborate, it removes the portability and accessibility of this type of

collaboration, which is what makes this type of AR important.

3.5.2 Impact of Model Complexity on Collaboration

For complex models, the number of changes in the collaboration style decreased
as participants focused more on their own devices. In general, the more complex
the model, the less dynamic collaboration occurs. Across all of the tasks, the most
used type of collaboration style is ‘Distributed View with Discussion’. In this style,
each participant focused on their own device while actively discussing the task at
hand. This type of collaboration style occurred 167 times in the study and was
the dominant way for participants to collaborate. Participants, thus, collaborate
almost literally through the device, and the many observed context switches are
the shift from looking at the device to face-to-face discussions. The second most
popular collaboration style occurred 128 times and was a Disjoint and Distributed
View. Here, 2 or 3 participants focused their attention on one single mobile device
(sharing one viewport), while others in the group focused on their own device. This
happened more often during complex models, as participants wanted to confirm what
they were seeing through another device even though what they were seeing was the
same on both devices. Having a shared view allowed the participants to focus their
attention on the same thing, and they felt more confident in the knowledge that they

‘could see the same thing on the same device’, so there was no confusion.
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The least used collaboration style is the Single-Shared View - which is when all
participants focus their attention on a single device. Over all tasks and groups, this
type of collaboration style only happened twice, when the whole group wanted to
confirm one part of a model. Upon observation, it appeared to be difficult for all
participants to huddle around one mobile device due to the angle and position of the
device but also because there were 4 participants. We observed that no more than
two participants would usually share a single viewport for a short period of time. One
of the report issues is that sharing one single viewport puts constraints on the angle
and position of the device, as multiple participants needed to see the AR model. This
implies that the participants could not get closer to the models and view intricacies

due to physical limitations without a considerable amount of configuration work.

3.5.3 Mobility in Tabletop AR

As AR relates digital models to a location, position, and anchor in the real world, we
observed a considerable amount of mobility work. Zooming and inspecting different
sides of the model or comparing multiple models all required participants to walk
around the meeting table. Our results show that there is high physical demand
throughout all tasks and that this increases when models are larger or more complex.
Participants would view the model from different directions and thus move in all
directions to obtain different vantage points over the model. Our observations even
show that participants, in some cases, would have to stand on their tiptoes to view
the top of the model. In addition, there was a lot of standing up and sitting down
throughout the study. Participants also moved closer or farther away from the device
to zoom in, causing them to lean far over tables to see the model closer in the
physical space. Although CollabAR allowed participants to rotate and scale the
model, most of the groups simply walked or moved around the model to see different
sides. We believe this is to ensure that the model would remain ‘stable’ for the entire
group and not make a modification while multiple participants are collaborating
with the same model. This strong mobility requirement has implications for the

accessibility and general usability of AR.

3.5.4 Design Recommendations

We propose the following five concrete design principles to improve the co-located
collaborative AR experience. These are directly grounded in our empirical findings

and orientated towards building applications and systems for collaborative work.
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D1

D2

D3

D4

D5

View-Clutching — Our observations show that a lot of effort went into aligning
and configuring the AR view. A clutch mechanism could allow a user to hold
the viewport in place whilst looking away from the device. This would mitigate
the need for re-configuration and re-alignment steps when the user’s attention
shifts between looking at the device and looking at other users during the
collaboration. Clutching the view would also allow users to move the device

out of the way without losing the model on the screen.

Spatial Awareness — In our study, context switches were often caused by
mobility (movement) around the table. This could be mitigated by supporting
visual feedback on the location, distance and orientation of the other users in
the room or by giving users accurate spatial references concerning the model.
Particularly when multiple users are inspecting the virtual object, the system
could provide indicators for where users are in relation to the physical marker

or object representing the virtual model.

Visual Guidance — To help users recover from context switches or change to
another collaboration style, a system can provide a visual guidance mechanism
which would help users ‘find’ an appropriate view when they pick up the
device. To avoid longitudinal and manual configuration of the view, the system
could suggest where, when, and how to look at the model by providing visual
indicators for the right direction and distance. This particular design principle
could also help provide various views for users, which allows for different

collaboration styles to be used.

Awareness Cues — While the coloured border helped users see if interactions
were locked, more visual feedback can be provided to the user on where
other users are looking and who are interacting/modifying the model in view.
Similarly to screen-based groupware, collaborative M-AR interfaces could
provide awareness cues for what content is being used by each person. The
‘turn-based’ coloured frame visualisation in CollabAR is one example, but more

advanced visual cues could be included in the interface.

View Filters — To handle increasing complexity in virtual models and objects,
the system can remove the background clutter and noise from the physical
space and allow users to toggle between the full-screen camera view with the

AR model in view and a more annotated, collaborative view that is optimised
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to see collaborative features, awareness cues, visual indicators, or even parts
of the model which are visible to each user. These different filters could also
support the articulation of certain viewing angles, enabling complementary
information when users observe the model from different angles.

3.6 Limitations and Future Work

Understanding the impact of M-AR interfaces on collaboration is important to
be able to push the field forward. There is a need for new design principles
and studies that will pave the way for new frameworks for M-AR to consolidate
different AR applications. Our work focuses on how current M-AR applications
mediate ad hoc collaboration. We provide insights through analysis of collaboration
metrics such as context switching, collaboration styles, and device handling. We
present empirical findings of how users collaborate in a co-located setting and
extrapolate design principles.

Our study was limited in size and scope, with only 20 participants with limited
diversity in demographics. Although we attempted to create an environment similar
to that of the real world (standard meeting room), the study itself was controlled
without a specific focus on one application area. However, while there are limitations
in the scope and size of the study, it sets a clear path for further research in this
area. The results of this study provide general reflections and insights into how
collaborative AR applications work in co-located settings using handheld, through-
the-screen AR. Our work encourages further development in this area of mobile AR,
and we believe that the design principles and concepts introduced in this chapter
can inform future studies and AR technologies.

A more in-depth study of context switches is warranted to uncover important
results. In addition to this, the mobility of the study (people walking around the
table) is something that could also be taken into account, as well as how this affects
the collaboration. A limitation of our study was the limited types of tasks for users.
Future research could look at how a similar collaboration framework lends itself to
more advanced tasks which take a longer amount of time. Through these studies,
there could be further conversational analysis, as well as looking at how different
age groups could play a role. It could also be beneficial for comparative research to
be undertaken; for example, how might context switching differ between handheld
vs. head-mounted AR displays? How could markerless AR solutions change the
user experiences of relocating and manipulating objects? And how might different

form factor displays affect shared-view experiences?
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3.7 Conclusion

This chapter concludes that, while prior work argues that Augmented Reality (AR)
facilitates collaboration, there is little empirical work into how AR affects co-located
collaboration. We explored how current mobile AR interfaces mediate collaborative
work. Our results show that while people can collaborate through a mobile AR
interface, there is a high physical and cognitive load. We also observe extreme
amounts of context switches between looking at the AR model through the device and
face-to-face collaboration. As virtual models become more complex, the amount of
collaboration decreases. Based on our empirical findings, we present design principles
for implementing mobile AR interfaces that support co-located collaboration.

In the subsequent Chapter 4, following lessons learned during this chapter, we
look further into the completion of tasks using a simple handheld mobile AR interface,
paying particular attention to how different device sizes and configurations impact key

factors of collaboration such as collaboration strategy, behaviours, and efficacy.
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Building upon our exploration of how Augmented Reality (AR) impacts co-

located collaborative experiences, this chapter delves into the specific role that device

configurations play in shaping these interactions. Following the findings of Chapter 3,

where we identified cognitive and physical demands imposed by current handheld

mobile AR interfaces, we now turn our focus to the devices themselves and how

these affect cognitive and physical demands. This chapter seeks to investigate how

different handheld mobile AR devices influence user interactions and collaboration in

real-world scenarios. This chapter and the research study within it were conducted

during the COVID-19 pandemic, a period that was characterised by significant

social and operational disruptions. To adhere to safety guidelines and to ensure
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participant well-being, we implemented several adapted measures, including reduced
group size and some social distancing protocols.

We aim to develop a comprehensive understanding of the interplay between
device form factors, user engagement, and collaborative dynamics. By examining
how various device configurations affect the efficiency and fluidity of AR-enhanced
collaborative tasks, we address RO)2: How does device size and configuration affect
the facilitation of co-located mobile AR collaboration?

The increasing availability of portable handheld mobile Augmented Reality
technology is revolutionising how digital information is embedded into the real world.
As this data is embedded, it enables new forms of cross-device collaborative work.
However, despite the widespread availability of handheld AR, little is known about the
role that device configurations and size play in collaboration. This chapter presents
a study that examines how completing tasks using a simple mobile AR interface on
different device sizes and configurations impacts key factors of collaboration, such as
collaboration strategy, behaviour, and efficacy. Our results show subtle differences
between device size and configurations that have a direct influence on the way people
approach tasks and interact with virtual models. We highlight key observations and

strategies that people employ across different device sizes and configurations.

4.1 Introduction

Currently, no studies or insights look at the role of device form factor and configura-
tions in guiding group collaboration in mobile AR — meaning we do not understand
how wusing various device setups and sizes affects group work. Inspired by work
on device size in cross-device computing [26, 223], this chapter is an initial step
in understanding the characteristics of mobile devices. As part of a study aimed
at evaluating the impact of screen size and device configuration on AR-mediated
co-located collaboration, we designed and conducted an experiment with dyads of
participants to examine group strategies and usability metrics as they interacted with
a test application. We investigated the effects of five different device configurations
spanning two different device sizes (a mobile phone and a tablet) on collaboration with
mobile AR. We examined (i) the user’s ability to complete tasks and the perceived
workload, (ii) collaborative behaviours such as focus, communication, and device
interaction, and (iii) general strategies of collaboration adopted by participants.
Through this study, we aim to understand the implications of device symmetry

and sizes on how task labour is divided in AR for pairs of users in a collaborative
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tabletop setting. We conducted an experimental study using the preexisting mobile
AR system for model manipulation found in Chapter 3. Participants were presented
with two different models augmented onto the real world (hereby referred to as
virtual objects) with different levels of occlusion. Participants were required to
complete two types of collaborative tasks on these virtual objects in AR, namely
identifying and locating specifics about them. We believe the results provided will
help future researchers better understand how screen size affects their subjects,
especially when designing and evaluating mobile applications. Our findings show
preliminary evidence and insights into the nature of collaboration between device
configurations, including device symmetry, size, and quantity, as well as the effect

of model occlusion and type of AR activity on collaboration.

4.2 Motivation

Previous work illustrates that while AR supports new forms of collaboration [46, 188],
it also induces problems and challenges related to device type, screen form factors
and AR activity. In this chapter, we extend previous work related to hardware
used for accessing augmented reality, along with AR components as well as 3D
models that are augmented onto the real world, specifically exploring how these affect
co-located AR collaborations. We dissect these challenges in co-located collaboration
in AR into five individual research categories that we examine in our study: (i)
device symmetry, (ii) device size, (iii) device quantity, (iv) model occlusion and

(v) AR activities (see Figure 4.1).

| Device Symmetry

A
3D Model
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Figure 4.1: The five research categories looked into throughout this chapter are
demonstrated in the study set-up.



4. A Study into the Effect of Mobile Device Configurations on Co-Located
Collaboration using AR 78

4.2.1 Device Symmetry (H1)

Device symmetry is a term used frequently in cross-device computing to describe
how devices are arranged [127, 162]. In this chapter, we refer to device symmetry as
when pairs of participants use the same device (i.e. two phones) or different devices
(i.e. a tablet and a phone) in a task. When participants need to accomplish a task
collaboratively but across separate devices, they may need to consider differences in
asymmetric device configurations. As such, we hypothesise that device asymmetry
will impede participant collaboration, with more focus on individual devices in

multi-device setups and increased verbal communication as a workaround.

4.2.2 Device Size (H2)

Device size is a term commonly used to describe different form factors of device
displays. Studies examining the effect of screen size exist (Section 2.2), but the
effect of handheld devices on collaboration remains poorly explored [26]. Handheld
devices can produce a gorilla arm effect [83, 96] depending on their weight, with
designers reporting restrictions in mid-air gestures and handheld mobile devices
as a result of high consumed endurance and fatigue [57, 83]. Larger devices, of
course, allow more content to be viewed at once, but smaller devices are generally
more portable and easier to handle. Our second hypothesis is that larger device
sizes will afford more device sharing during collaboration with participants, giving

more focus to each other’s device(s).

4.2.3 Device Quantity (H3)

Device quantity is simply the number of devices available during collaborative tasks.
As the number increases, so does the task of managing the devices in the scenario [76].
In pairs, with a maximum of two devices, the only real consideration is the claiming or
sharing of ownership, along with the negotiation of control in multi-device setups. We
hypothesise that in single-device configurations, participants with device ownership
will interact with the virtual model more, as opposed to multi-device setups, as

participants won’t be concerned with breaking shared operational consistency.
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4.2.4 Model Occlusion (H4)

Model occlusion is a problem that occurs in 3D environments and is most commonly
seen when a user navigates through them for 3D visualisation. Occlusion of objects
is caused by the environment itself, the model, and its geometrical properties
[45, 191]. In 3D environments and on 3D models, occlusion effects influence how
users perceive concepts such as continuity, proximity and atomic orientation [173].
We hypothesise that a more occluded model will result in less autonomous work
and promote more communication among participants. Increasing the amount of

collaboration necessary to complete a task.

4.2.5 AR Activity (H5)

An AR activity is a task or goal a participant needs to complete using Augmented
Reality. This could be something as simple as different ways of experiencing a
museum [103] or co-creating persistent structures in AR [71]. While the task may be
the same, individual user goals may affect the overall AR activity and the overall
collaboration to complete that task. We hypothesise that participants will need to
adapt their collaboration strategies for different tasks, but the degree of adaptation

will vary depending on the device configuration.

4.3 Study Detalil

Extending on previous work in this area and within the defined research categories,
this chapter aims to establish an initial understanding of the role of device size
and configuration. We assume that in a world of heterogeneous devices, many
real collaborations will involve a variety of device combinations and sizes. Simi-
larly, we can assume that the 3D models being interacted with will vary in terms
of complexity and occlusion. Additionally, users’ activities can vary even when
interaction techniques remain consistent when using handheld AR. Considering
these assumptions, what implications do these factors have on the strategy and

efficacy of user collaboration in AR?
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Figure 4.2: This figure illustrates the different combinations of device configurations
between participants, including pairings of phones, tablets, and no device.

4.3.1 Device Ecology & Interaction Techniques

We study 5 different device configurations involving handheld mobile devices and
tablets that vary in the number of devices and heterogeneity (Figure 4.2). These
configurations include Phone + No Device, Tablet + No Device, Phone + Phone,
Tablet + Tablet, and Tablet + Phone. We specifically focus on device configurations
designed for pair work, as related work demonstrates that pairs are sufficient
for evaluating general collaboration styles and strategies [95, 154, 223]. The
device configuration, interactions, and tasks are designed specifically for tabletop
collaborative settings with AR as a mediating technology. We used touch-based
WYSIWYG interaction techniques for rotating and scaling the virtual model (see
Figure 4.3). Inspired by the CollabAR system used in Chapter 3, we intentionally
distribute the model interaction across all devices. Each user can use their device to
manipulate the model whilst seeing the changes in real-time. This ensured a more
organic development of rules and group strategies. We also utilise marker-based

tracking to physically position the virtual model, which users can freely manipulate.

4.3.2 AR Tasks & Virtual Models

To evaluate group collaboration, we employ two types of virtual models and two

types of tasks to be completed in every device configuration. The two task types were
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Scale Object Rotate Object

User pinches the screen and move their fingers User moves thumb or finger up, down, left, or right
close together/further apart to scale the object to rotate the object in any direction.

Figure 4.3: Basic interactions with the system. Rotation is controlled by swiping the
object and scaling via pinch gestures, as is common in many commercial AR apps.

“identify”, describe something about the virtual model, and “locate”, find an object
of interest on the virtual model. The tasks were designed for the study based on
their simplicity and application independence, rather than being directly drawn from
prior work. The aim was to ensure that any observed changes in collaboration were
attributable solely to the complexity of the virtual models and device configurations,
rather than to the inherent difficulty of the tasks themselves. The models were
designed to be immediately recognisable by participants, incorporating assorted
intricate details such as randomised colours. The two models, with varying levels
of occlusion, were used for each device configuration and repeated for each AR
task (see Figure 4.4). Utilising two different models, we can explore the effect of
different levels of occlusion within a virtual model on how a device configuration
is utilised and how collaboration strategies are formulated. Model 1, a variation
on a Rubik’s cube, and Model 2, a variation of a fullerene sphere, were designed to
be immediately recognisable by participants but with assorted intricate details,
such as randomised colours.

For identify tasks, participants would be asked, for example, ‘count how many
tiles on the cube that have the colour combination blue and yellow’. For locate
tasks, participants would be asked to find something specific such as ‘locate the
hexagon on the sphere which has the colour combination orange, red, blue, yellow,

green, yellow’. Across both tasks, participants were encouraged to come to a
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consensus through deliberation before finalising an answer for the task. Task time
and task errors were recorded, but participants were informed to complete the

tasks within their own time. Once a consensus was reached, participants would

proceed with the next task and model.

Figure 4.4: The two different models used for each task. One with more occlusion (Cube,
Left) and one with less occlusion (Sphere, Right).

4.3.3 Apparatus & Participants

We recruited 20 participants (9 identified as male, 11 identified as female) and divided
them into pairs. Using a snowball sampling method, we recruited pairs of participants
who were already acquainted. There were no special requirements for this study
other than the participants who had no colour vision deficiency, as tasks required
the identification of colours. The tasks were abstract and not domain-specific, so no
information about the task content was provided prior to the study.

Most participants were between 18 and 24 years old, with two participants
aged between 25 and 34. Whilst not a requirement, all participants had some AR
experience prior to this study. Most cited social media filters (such as Snapchat
and Instagram) as their use of AR. Other AR applications include Pokémon Go,
Google AR, and Minecraft Earth. All participants owned and regularly used at least
one handheld device (such as a mobile phone or tablet).

Participants were invited into a circular meeting room setting, which allowed for
free movement around a table (see Figure 4.5). Chairs were provided, and participants

were free to arrange themselves around the table as they pleased. Participants were
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also informed that they did not have to remain seated. After completing a consent
form, participants completed a brief prestudy questionnaire, which gathered basic
demographic data, including their prior experience with AR technology.

The device configurations included either a Samsung A70 (mobile device), which
has a display size of 6.7", or a Samsung S5 Tab (Tablet), which has a display
size of 10.5". The order of device configuration presented to the participants was
counterbalanced across each group using the Latin Square method to account for
learning effects during the study. In configurations where there was only a single
device, participants were free to decide how ownership and control of the device
should work. Each participant was seated around the table, with the experimenter
at the opposite end of the room. Pens and NASA-TLX forms were provided to
complete after every task. Participants were also free to use pen and paper to
note when completing the tasks.

After explaining the study, participants were given an introduction to the handheld
AR system and time to become accustomed to the interaction. After this, they were
given a brief sensemaking task, which allowed them to familiarise themselves with
the models and also further solidify how to use the system. The introduction was
completed using their initial device configuration. Participants were then informed
of each task by the experimenter, who also provided the subsequent models by
replacing the physical markers. After each task was completed, the participants
would complete a post-task NASA-TLX questionnaire to capture the perceived
workload for that task using that device configuration and a Likert scale survey
regarding how they felt they communicated during this task. After all tasks and
configurations were completed, we concluded the study with a semi-structured group
interview, probing the different device configurations and the strategies adopted

by the participants for the different tasks and models.

4.3.4 Data Collection & Analysis

Each study session was video recorded, and the experimenter took observation notes
to analyse general collaborative strategies, participant focus, communication,
and group interactions. After all tasks were completed for a device configuration,
the participants were asked to complete a NASA-TLX questionnaire to record their
perceived workload for the entire device configuration. In addition, participants
would also be asked to complete a Likert scale survey to record a self-reflection

on how they felt they communicated during this configuration. On completion of
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Figure 4.5: The study was set up in a circular meeting room portraying a pair of
participants with the Phone + Phone configuration. Virtual models were projected using
standard marker tracking.

all device configurations, the Likert scale answers, NASA-TLX questionnaires, and
experimenter observations were used to elicit conversation during the semi-structured
interview to conclude the study session.

The video footage was analysed by a colleague and me to define a set of
collaboration strategies, and for each participant group, each task was labelled with
a predefined strategy. We used and adapted an existing coding framework used by
Zagermann et al. [223]. Similarly to this study, we recorded participants’ interactions
with their devices, i.e., how many rotations were performed on the virtual model, as

well as their focus and communicative behaviour. The following codes were derived.

0 - Focus - To investigate participant’s focus during the tasks, we distinguish

between sub-codes:
0.1 Focus on Own Device - where the participant’s focus is on their own
device.

0.2 Focus on Partner’s Device - where the participant’s focus is on their

partner’s device.
0.3 Focus on Partner - where the participant’s focus is on their partner.

0.4 Focus on Other - where the participant’s focus is on anything else.

1 - Communication - To analyse the communication of participants during the

study, we coded:

1.1 Talking - where the participant is talking.
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1.2 Silence - where the participant is silent.
We also further coded communicative behaviour as:

1.4 Spatial Reference - where the participant makes a verbal reference to the

virtual space.

1.5 Deictic Gesture - where the participant makes a physical gesture in the

virtual space.

Participant interaction data was also recorded on the handheld devices during the
study. Using this coding scheme, we can determine the level of participant focus and
communication for a device configuration at certain intervals in a task or throughout.
We can also further describe the nature of collaborative strategies adopted under
different device configurations regarding focus, communication, and interaction. We
analyse the NASA-TLX data, task time and error, as well as participant quotations
to understand the impact of a device configuration and collaboration strategy on

the perceived workload and task efficacy.

4.4 Results

The following section presents the results from the user study with dyads of
participants. We categorise these results into findings associated with the efficacy,
nature, and strategies of collaboration. We observe a balance between both positive
and negative effects that relate to how dyads are affected in their focus, mental
and task workload, and general communicative behaviours. We also observe how
collaborative strategies are adopted, adjusted, and appropriated to meet these

effects’ challenges.

4.4.1 Efficacy of Collaboration
Individual NASA-TLX Metrics

A Friedman test was run on each individual TLX metric and overall Perceived
Workload to determine differences exist in reported scores across device configurations.
It was found that most metrics were not statistically significant (see Figure 4.6 for
individual test results). We see a trend in the Median values that indicates a
higher perceived workload across all metrics on configurations that contain a tablet,
including Tablet + Tablet (Mdn = 28.85) and Tablet + Phone (Mdn = 28.35),
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Figure 4.6: Median responses for the NASA-TLX questionnaire metrics and overall
perceived workload, along with K-Related samples chi-square results, where the p-values
report the significance between device configurations.

followed closely by Phone + No Device (Mdn = 26.00). The lowest perceived
workload was in Phone + Phone configurations (Mdn = 20.00). Below, we break

down each individual metric and note any observed differences across them.

Mental Demand

Configurations that contained tablets had the lowest medians, with the symmetric
configuration Tablet + Tablet having the lowest (Mdn = 3.84), followed by
Tablet + Phone (Mdn = 4.59) and then Tablet + No Device (Mdn = 4.67).
Configurations containing only phones tended toward the highest Median, with
Phone + No Device having the highest (Mdn = 6.67) followed closely by Phone
+ Phone (Mdn = 6.42). We see a large difference between the symmetric Tablet
+ Tablet configuration and the single Phone + No Device configuration regarding

how mentally demanding they made collaboration.

Physical Demand

We see that the medians for Physical Demand rest mostly the same across all
configurations, which lends to the tasks not needing much physical exertion to
complete. We do see that configurations containing a tablet tended to have
slightly higher Physical Demand, such as Tablet + Tablet recorded as the highest
(Mdn = .67) and Tablet + Phone recorded as the second highest (Mdn = .58).
In group interviews, some participants noted that holding, manoeuvring, and
interacting with a larger screen had an impact on their physical demand. This
holds true with the median of Phone + Phone configurations (Mdn = .17)
reported as the lowest. However, when using the Phone + No Device configuration
(Mdn = .25), we observed that participants generally moved around the space

more. Primarily to join their partner but also to look around the model.
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Temporal Demand
Participants tended to feel more time pressure in Tablet + Tablet (Mdn = 3.34)
and Phone + No Device (Mdn = 4.50) configurations. Other configurations
reported roughly the same, where participants did not feel rushed to complete
the tasks (see Figure 4.6).

Performance
Performance metrics with the highest ratings came from the single device
configuration Phone + No Device (Mdn = 6.00), and the dual device configuration
Tablet + Tablet (Mdn = 4.25). This shows that participants generally felt they
performed better when they would either share a device or have a larger device

screen available.

Effort
There is a notable difference between the reported Medians for Tablet + No
Device (Mdn = 5.58) and Phone + Phone (Mdn = 5.25) configurations being
lower in Effort when compared with the other three configurations. The highest
reported Effort was in the Phone + No Device configuration (Mdn = 7.83) with
Tablet + Phone (Mdn = 7.75) not far behind. There seems to be no correlation
between Effort and specific devices, only that sharing one larger device or having

two devices of the same smaller size results in similar Effort.

Frustration
The level of frustration remains mostly the same across all device configurations.
There seems to be a noticeable difference between the Phone + Phone (Mdn =
2.09) configuration, which has slightly less Median frustration than the other
configurations, and the opposite symmetric configuration Tablet + Tablet (Mdn =
3.50) has the highest frustration. This shows that symmetrical configurations

have a small difference in frustration between device sizes.

Task Completion Times

We ran a two-way repeated measures ANOVA to determine the effect of different
configurations and levels of model occlusion on task completion times. Analysis
of the time data showed a non-normal distribution (right-skewed) when assessed
by Shapiro-Wilk’s test of normality. As such, we transformed the data using a log

transformation and re-assessed it using the same test of normality and found it to
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Figure 4.7: The mean task time for each device configuration to complete the tasks.

be normally distributed (p > .05) with no outliers. Mauchly’s test of sphericity
indicated that the assumption of sphericity was met for the two-way interaction,
X2(9) = 15.50,p > .05. There was no statistically significant interaction between
the model and configuration, F'(4,36) = .42, p > .05. However, the main effect of
the model showed a statistically significant difference in task completion, F'(1,9) =
96.62, p < .001, showing that the observation of more occluded models having an
increased average task completion time is correct.

Through further observation of Figure 4.7, we see that by far the shortest task
to complete on average was the Locate task on the more occluded object. However,
the occluded object also took the longest to complete Identify tasks. We see that
over the Phone + No Device configuration, the Identify tasks generally took the
shortest amount of time. Whilst in the dual-device Phone 4+ Phone configuration,
it took the most time. Locate tasks were, in fact, the shortest time on average in
the Phone + Phone configuration but the most time-consuming in the Tablet +
Phone configurations. We can infer that compared to asymmetrical configurations
such as Tablet + Phone, symmetrical configurations such as Phone + Phone and
Tablet + Tablet took longer on Identify tasks. We also see a trend that more
occluded models increased the average task completion time in all cases except

for the Phone + No Device configuration.

4.4.2 Task Errors

A task error is defined as an incorrect answer given by a group of participants. For

task error, we only report the error rate for identify tasks, since locate tasks were
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Figure 4.8: A total of all errors across all device configurations and models occlusions on
the ‘Identify’ task.

B SE. Wald daf Sig. Exp(B) 95% C.Lfor EXP(B)
Lower Upper
Device Configuration| 20,071 0.189 0.142 1 0.707 0931 0.643 1.349
Model Occlusion 20.142 0534 0.071 1 0.790 0.868 0305 2.469
Constant| 1306 0.661 3.902 1 0.048 0271

Table 4.1: Logistic Regression Predicting Likelihood of Task Error based on Device
Configuration and Model Occlusion.

not prone to error. We see that both occluded and non-occluded models have a
similar number of errors, with the more occluded object having a total of 8 errors
and the less occluded object having a total of 9 errors. A binomial logistic regression
was performed to ascertain the effects of device configuration and model occlusion
on the likelihood that participants would give an incorrect answer. The logistic
regression model was not statistically significant, X?(8) = 9.423,p > .05. Of the
two predictor variables, none were statistically significant (as shown in Table 4.1).
Through observation, and if we consider device configuration and task performance as
a whole, it was found that while the Phone + No Device configuration had generally
shorter task times, they were also the most error-prone (see Figure 4.8). We also
see that symmetric configurations Tablet + Tablet and Phone 4+ Phone were the
least error-prone. Both tablets and phones were similarly prone to errors, but we

see a trend in tablets being slightly faster to use.

4.4.3 Nature of Collaboration

Following our coding scheme (see Figure 4.9) outlined in the study detail, we

observe how collaborative behaviours change between different device configurations,
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Figure 4.9: A timeline detailing how focus, communication and task completion time
varied across groups. Different shades of the same colour represent the two different
participants.

we analysed participant collaborative behaviours across all configurations, and we

categorised our findings into three categories: (i) Focus, (ii) Communication, and

(iii) Interaction.

4.4.4

Focus

We ran four Friedman tests to determine if there were differences in Focus across the

five different configurations during the tasks. Pairwise comparisons were performed

with a Bonferroni correction for multiple comparisons. It was found that Focus on

Own Device was statistically significantly different across different configurations,

X2(4) = 74.119,p < .001.
differences between Tablet + No Device (Mdn

Post hoc analysis revealed statistically significant
12.275) to Phone + Phone

(Mdn = 30.667)(p < .001), Tablet + Tablet (Mdn = 38.576)(p < .001), and Tablet
+ Phone (Mdn = 37.264)(p < .001). Post hoc analysis also revealed statistically
significant differences between Phone + No Device (Mdn = 10.343) to Phone +
Phone (Mdn = 30.667)(p < .001) and Tablet + Phone (Mdn = 37.264)(p < .001).
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Figure 4.10: The average percentage of participant focus during all tasks. "Focus on
other’ in this case refers to participants being idle, such as looking around the room.

It was also found that Focus on Partner Device was statistically significantly different
across different configurations X?(4) = 51.206, p < .001. Post hoc analysis revealed
statistically significant differences between Tablet + No Device (Mdn = 0.000) to
Phone + Phone (Mdn = 0.000)(p < .001), Tablet + Tablet (Mdn = 0.000)(p < .001),
and Tablet + Phone (Mdn = 0.000)(p < .001). Post hoc analysis also revealed
statistically significant differences between Phone + No Device (Mdn = 0.000) to
Tablet + Tablet (Mdn = 0.000)(p = 0.002), Phone + Phone (Mdn = 0.000)(p =
0.007), and Tablet + Phone (Mdn = 0.000)(p < .001). No statistically significant
differences were found between Focus on Partner and Focus on Other.

Across all device configurations, the participant’s primary focus was on their own
device without changing their gaze. It was especially prevalent in configurations with
two devices, where people spent over 75% of their time looking at their own devices
(Tablet + Phone, Tablet + Tablet, Phone + Phone). In these configurations, we
observed participants looking out their viewports at the object during a discussion,
even when they coordinated their actions. Sometimes, very briefly, they switch
their focus to their partner.

In tasks in which only one device was present, 42% of the time was spent with
one participant looking at their own device. Participants who were not in control of
the device, however, spent less time concentrating on their partner’s device when

only a tablet was present and even less when only a phone was present. When
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Figure 4.11: The average percentage of time participants spent talking in each task.

asked about this, participants mentioned that the tablet was “easier to share” (P12)
because of the larger screen and that “phones are more personal devices” (P16),
so in the real world “you wouldn’t just look over someone’s shoulder to view their
phone, so it was slightly more awkward” (P19).

Although there is only a small difference in percentage (around 4%), we see pairs
spent more time looking at their own device in configurations that included a phone
(Tablet + Phone, Phone + Phone) than in those that included two tablets (Tablet +
Tablet). With two phones (Phone + Phone), participants tended to spend most of
their time looking at their own devices but very little time looking at their partners’
devices or their partners. This means they spend most of their time looking around
the room, generally waiting for the task their partner is working on to be completed.

The results indicate that in both multi-device and single-phone configurations,
participants’ attention is drawn more toward their own devices. This is also found in
a configuration with a single tablet but to a lesser extent. Due to their focus on their
own devices, there is less “face-to-face” interaction. Furthermore, we discovered that
all configurations that include a phone seem to draw the user’s attention to their
own device, lending to the idea that a phone has some innate privacy attached to it,

thus making it feel “awkward” (P19) to look over someone’s shoulder at their device.

4.4.5 Communication

Based on our observations, we see how communication varies between configurations
and tasks (Figure 4.11). Across the different configurations, we do not observe a large
change in the amount of talking. Across all tasks, configurations with two devices had
an average talking time of 26%, and configurations with one device had an average

talking time of 24%. In the ‘Locate’ tasks, the configurations with a single device
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experienced substantially less talk throughout. The participants generally operated
from a shared device and adopted a Independent Work or a Asynchronous Work
strategy. Participants felt they “didn’t need to discuss” (P6) the model as much as
they were “seeing the same thing” (P6). In addition to communication across these
configurations, we also considered the time participants spent counting out loud since
sometimes this distracted other participants and would result in them losing their
count and having to start over. Even with this in mind, the participants discussed
very little in their groups, spending an average of 75% of the task time in silence.

We ran a three-way repeated measures ANOVA to determine the effect of different
configurations, tasks, and levels of model occlusion on time spent talking during
tasks. Analysis of the time data showed a non-normal distribution (right-skewed)
when assessed by Shapiro-Wilk’s test of normality. As such, we transformed the data
using a square root transformation and re-assessed them using the same normality
test and found them to be normally distributed (p > .05) with no outliers. There
was no statistically significant difference between configuration, task, and level of
occlusion, F'(4,76) = 1.72,p > .05.

However, there was a statistically significant simple two-way interaction between
task and occlusion, F(1,19) = 191.839,p < .001. Pairwise comparisons in this
two-way interaction show that there was a statistically significant difference in time
talking on the occluded model between the Identify task (Mean = 5.190) and Locate
task (Mean = 3.387)(p < .001). Pairwise comparisons in this two-way interaction
also show that there was a statistically significant difference in time talking on the
Identify task between the Occluded (Mean = 5.190) and Non-Occluded Models
(Mean = 3.387)(p < .001) and on the Locate task between Occluded (Mean = 1.958)
and Non-Occluded Models (Mean = 3.600)(p < .001)

There was also a statistically significant difference between in time spent talking
between configuration and task, F'(4,76) = 3.788, p = .007. Pairwise comparisons
show statistically significant differences in Phone 4+ No Device to tasks Identify
(Mean = 4.289)(p = .002) and Locate (Mean = 2.779)(p = .002), Phone + Phone
to tasks Identify and Locate (p < .001), Tablet + No Device and tasks Identify and
Locate (p < .001), and Tablet + Tablet to tasks Identify and Locate (p = .003).
Pairwise comparisons on time spent talking during Locate tasks found a statistically
significant difference between Phone + No Device (Mean = 2.396) to Tablet +
Phone (Mean = 3.603)(p = .030), and Tablet + No Device (Mean = 2.311) to
Tablet + Phone (Mean = 3.603)(p = .015).
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Figure 4.12: Median scores on a 5-point Likert scale of participants’ individual self-
reflection on their communication. A dashed border is present to show significant differences
in ‘Consider’ and ‘Understood’ questions.
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When asked in a Likert-scale questionnaire how participants felt they com-
municated across all tasks, each participant generally Strongly Agreed that they
communicated well with their partner and found it easy to initiate conversation
(Figure 4.12a and b) on tablets, and mostly agreed that they communicated well
on phone configurations (Phone + Phone and Phone + No Device). When asked
if they felt their partner understood them at all times, we see that there is a
trend in dual-device configurations (Tablet + Tablet and Phone + Phone) that
they are slightly less agreeable.

A Friedman test was conducted to determine whether agreement in a self-reflection
of communication differs between the different device configurations. The results
show non-significant differences in how they felt they communicated, how easy they
felt it was to initiate conversation, and how carefully they had to interpret their
partner’s meanings, so therefore, retain the null hypothesis. However, we did find
a significant difference when asked if the participants needed to carefully consider
how to portray their thoughts (Figure 4.12d) (2?(4) = 16.040, p = 0.003) and how
well they felt their partner understood them (22(4) = 9.696, p = 0.046). The results
indicate that on configurations that only contain a tablet (Tablet + Tablet and
Tablet + No Device), participants had to more carefully consider what they would
say to their partner to portray their thoughts. However, separately, on symmetric
configurations Tablet + Tablet and Phone + Phone, participants felt less strongly
that their partners understood what they were trying to communicate.

Participants used deictic gestures most often to point at their devices. This

happened often when participants were working on Identify tasks, as they pointed
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Figure 4.13: The average amount of rotations per task on occluded and non-occluded
models.

at the model and counted individual objects. Participants displayed this behaviour
primarily when both were focusing on a single device and when referring to a specific
area on the virtual model. There were also instances when this happened naturally,

even when participants did not share their views with one another.

4.4.6 Interaction

The occluded model generally required more rotations to complete the task, as
opposed to the less occluded model. According to our observation, on the less
occluded model, using the symmetric configuration with tablets (Tablet 4+ Tablet),
there was a low amount of average rotations. We saw high average rotations on
the more occluded object in the same configuration. We can see from our video
observations that participants would typically scale the non-occluded model larger
on most configurations and would be able to see through the object and identify
the areas of interest more easily. This is in contrast to the more occluded object,
where participants would be required to rotate the model to cover all areas for
both types of tasks.

In general, configurations that included a phone had more interactions than
configurations with a tablet. However, one interesting observation was that par-
ticipants often preferred to use the tablet over the phone in the Tablet + Phone

configuration when rotating more occluded models. The participants commented that
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they preferred using the tablet because they could “see more” (P8) and they could
“see rotations better” (P12) during the Tablet + Phone configuration. Regarding
other configurations, participants commented that the phone was easier to manipulate
the object with due to its size, mentioning “being able to hold it in one hand and
rotate it using your thumb” (P1) and that the participants were also “used to

using it” in every day life (P14).

4.4.7 Strategies of Collaboration

A post hoc analysis of participant video data and an examination of collaboration
metrics across all tasks were conducted to observe the effects of different device
configurations on participants’ general collaboration strategies. Four distinct col-

laboration strategies emerged:

1 — Independent Work
A task was completed by one participant within the pair entirely independently,
with their primary focus on their own device, little to no communication,

sharing of the device, or negotiation of control in multi-device configurations.

2 — Asynchronous Work
A task was completed independently by each participant asynchronously, with
primary focus on their own device, by sharing device ownership in single-device
configurations, or by negotiating control through turn turn-taking in multi-device

configurations.

3 — Synchronous Work
Participants completed the task synchronously either by sharing a device view
in single-device configurations — demonstrated by higher focus on partner’s
device — or more communicating with their partner to negotiate control of

the virtual object in a multi-device configuration.

4 — Divided Work
A task is explicitly divided into smaller components, often spatially, with partici-
pants taking ownership of a component and then working on this simultaneously
with more focus on own devices. For example, spatially dividing a virtual
model into separate areas for each participant to work on for either single or

multi-device configurations.
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Figure 4.14: The average amount of collaboration strategies adopted over each device
configuration.

4.4.8 Frequency of strategies across device configurations

These strategies were applied in varying frequencies depending on the device con-
figuration, task type, and model type (Figure 4.14).

We see throughout our results that Synchronous Work was overwhelmingly the
most popular strategy amongst participants across all device configurations, task,
and model occlusions. We saw a reduction in the Synchronous Work strategy on
the Tablet + Phone configuration, specifically when participants were working on
Identify tasks on models that had more occlusion. We also see a reduction in
this strategy when single-device configurations are in use (Tablet or Phone + No
Device). While Synchronous Work was the most popular overall for single-device
configurations, Independent Work and Asynchronous Work were adopted more than
multi-device configurations and were mostly equal in popularity for both Phone
+ No Device and Tablet + No Device.

While Divided Work was the least popular, there were cases where this strategy
increased in popularity. For instance, participants would more often use this approach
in multi-device configurations, especially in cases where the devices were symmetrical,
such as Phone + Phone and Tablet + Tablet. Furthermore, Divided Work was
used more when working with more occluded models, in which case participants

would always be positioned face-to-face [129].
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4.5 Discussion

In this research, we have explored the impact of device configuration on collaboration
efficacy, behaviour over time, and strategies formed. Based on five separate research
categories, our findings provide insights into the nature of collaboration between
different device configurations.

We first hypothesised (H1) that having asymmetric devices would yield more focus
on individual devices and an increase in communication as a workaround. We found
that participants tended to focus on one device during single-device configurations
(one phone or one tablet) and share. However, the results show that there is still a
slightly higher ‘Focus on Other’ during tasks, which indicates that in some groups,
there is still a lot of time spent on individual work, with one participant doing their
own thing, not in the AR space, which is in support of the hypothesis. This is further
backed up by ‘Independent Work’ being higher on single-device configurations in
general. We also see that single-device configurations had statistically significant
differences to asymmetric multi-device configurations in communication on Locate
tasks. However, communication was generally lower on single-device configurations.

Our second hypothesis (H2) was that a larger device size would afford more sharing
during collaboration, giving more focus on own and partner devices. This is supported
by a trend of somewhat more ‘Focus on Partner’ in tablet configurations, but no
statistically significant differences were detected. While there was no statistically
significant difference, we did see that configurations containing a tablet have a higher
‘Focus on Partner Device’ than symmetric phone configurations. However, there is
insufficient statistical difference to conclude that device size facilitates more sharing
during collaboration, therefore we reject the second hypothesis.

Our third hypothesis (H3) explains that single-device configurations would lend
to increased interaction. From the results, we can observe that the single-device
configuration containing a phone had more interactions than any other. In contrast,
the single-device configurations containing a tablet had one of the lowest across
both levels of model occlusion, meaning we reject this hypothesis. This can be
related to the additional effort that is necessary to hold a tablet up while also
interacting with the touch screen.

In our fourth hypothesis (H4), we wrote that more occlusion would mean more
communication between participants. We observe that with more occluded models,
participants would generally position themselves face-to-face. We also saw an

increase in Divided Work adoption and less independent work. However, we do
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not see a large change in the amount of talking when the occlusion changes across
the different device configurations.

We hypothesised in our fifth and final hypothesis (H5) that collaborative strategies
would need to be adapted depending on the type of task the participants were
required to perform. We observe that the most common way participants would
collaborate is through a Synchronous Work approach. Once adopted, this strategy
would be carried throughout each configuration. The exception is in single-device
configurations, in which we see an increase in the Asynchronous Work strategy.

Therefore, we reject this hypothesis.

4.5.1 Task Performance

Our results indicate a trend that task performance was better for symmetric
configurations and single-device configurations, though single-device configurations
were more prone to error. Observations indicate a reason for this could be due to the
higher adoption of Independent Work approaches for the single-device configurations,
which, in general, required less communication and negotiation of control. However,
it has the disadvantage of tasks not being validated by another user. The increase
in task performance in symmetric configurations could be the result of an equal
perception of control from participants where Divided Work could be more readily
applied to decrease the task space and workload of each participant, which in turn
reduces the likelihood of errors within the task.

Further, the increased perceived workload and frustration seen in all phone-based
configurations cannot be attributed to any noteworthy differences in collaboration
strategy when compared to tablet-based configurations. However, we can speculate
that the form factor and decreased screen ‘real estate’ of the phone may incur extra
physical or cognitive steps for the user. Additionally, the much lower perceived
workload of single-device configuration Tablet + No Device might be the result
of better affordance of the tablet to the popular Synchronous Work collaboration
strategy with the increased screen ‘real estate’ reducing the strain of viewing and
perceiving the virtual model simultaneously. Interestingly, in configurations that
were rated as requiring more effort and being more demanding, there was a small

increase in participants’ perceiving their performance as better.
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4.5.2 Impact of Device on Collaboration

Phones tended to facilitate slightly more focus on their own device, as opposed
to tablets which afforded more screen sharing and shoulder-surfing, however these
differences are relatively minor. We also see differences in interactions across device
configurations. In asymmetric configurations, participants, depending on the device
ownership and model’s occlusion level, would adopt loose roles for completing the
task and also manipulating the model, which is reflected in the average number
of rotations in the Tablet + Phone configuration. For example, tablets were used
more often to control more occluded models, whereas phones were used to control

less occluded models.

4.5.3 Collaborative Strategies

Using the Synchronous Work strategy, negotiation of control was typically an
ongoing and fluid process between participants based on verbal communication,
implicit markers such as movement of the model or the other participant, and deictic
gestures. This was also similar for Divided Work, as opposed to Independent Work
and Asynchronous Work where control was often negotiated by device ownership.
For both Synchronous Work and Divided Work, participants occasionally adopted
supplementary tools to sketch, annotate, or spatially point on the device screen
or in physical space, all in reference to the virtual model. The prevalence and
popularity of Synchronous Work over a similar strategy such as Divided Work could
be due to the added overhead of democratising the labour of a task. Due to the
simplicity or low workload of the tasks, the ad-hoc nature of Synchronous Work
may have been preferred as a 'quick-and-easy’ approach as opposed to something
more structured such as Divided Work. Despite Synchronous Work being the most
popular collaborative strategy, participants would encounter issues not observed in
other strategies. For example, in single-device configurations, participants sharing
a view would be less strict about negotiating model control and would often cause
unintended interactions.

For Independent Work, participants without device ownership were often com-
fortable letting the other participant complete the task and trusting the outcome.
At the same time, they were mostly idle, with instances where they would even
distract the other participant from completing the task. For Asynchronous Work,
control of the model was mostly negotiated via device ownership, with the occasional

instance of the device handler holding the device for the other participant and inviting
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them to complete the task and interact. Regarding the type of task, identify tasks
involved more Asynchronous Work and locate tasks had more Independent Work
strategies. This could be due to the lower cognitive effort required for the locate
tasks, meaning that Independent Work strategies are more desirable. For Divided
Work, we can postulate that participants were more comfortable using this strategy
in symmetric device configurations as there was more perceived equity in terms of
the tools available to each participant despite the interactions being the same in
asymmetric device configurations. We can also infer that participants were more
encouraged to adopt this strategy if they were not able to perceive most of the
information, i.e., when working with a more occluded model.

In summary, we observed and identified distinct collaborative strategies used by
participants using handheld AR, and they adopted them at varying rates depending
on device configuration. The effect of task type and model occlusion on collaboration
strategies and user mobility was also observed. Generally, the results of this study do
not make a strong claim that different categories influence co-located collaboration.
However, the preliminary results provided insight and evidence about the nature of
collaboration between devices of different configurations, including their symmetry,
size, and quantity. In addition, there is evidence that model occlusion may affect

collaboration, though further research is required.

4.6 Limitations and Future Work

Our work attempts to provide an initial investigation into the influence of different
device ecologies and configurations on collaboration in co-located handheld AR.
However, there are some limitations with our current work that show potential
opportunities for future work to be built on. Firstly, our work primarily focused on
tasks and interactions with a 3D virtual model, but AR can be used in different ways
to support activities in the physical space, providing additional digital information
and content. Naturally, it would be interesting to see how collaboration strategies,
behaviour, and effectiveness are influenced when activities include physical and
virtual interactions. The tasks and models used in the study were abstract and
limited in scope but provided initial generalisable results for more application and
context-specific work to build on.

Furthermore, the tasks were intentionally designed to be possible independently
or collaboratively to keep the participant strategies open, sometimes resulting in less

collaborative approaches from the participants. Future work could focus on tasks
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that require more than one participant to complete, ensuring that in every instance,
some manner of collaboration occurs. Regarding the analysis of collaboration, future
work could better cross-reference strategy, behaviour, and task efficacy together
to increase understanding of which device configurations and strategies work in
different tasks and application contexts. Finally, the participant interaction could be
analysed along with the mobility, spatial formation, and movement of the participant
in similar handheld AR tasks to understand how collaboration strategies relate to

on-screen interaction and group movement during a task.

4.7 Conclusion

This chapter shows that Augmented Reality has the potential to become an instru-
mental tool for collaboration. While many new technologies and devices are being
introduced, currently, the dominant way to use and collaborate in AR is through
mobile devices. Understanding the precise role that device size and configurations
play in mobile handheld AR systems for collaboration is essential for developing new
design approaches that enable and facilitate collaboration. In our study, we examine
how mobile AR affects (i) the efficacy of collaborative work, (ii) changing collaboration
behaviour and (iii) collaboration strategies. Our findings show a nuanced balance
between positive and negative effects related to how participants were affected in their
focus, mental /task load, and communication — but also how collaborative settings
were adjusted, appropriated and adapted to adjust for such challenges.

In the next chapter, we consolidate the findings and insights gathered from the
previous studies in Chapter 3 and Chapter 4, including the design recommendations,
spatial configurations, and identified collaboration styles that emerged from our
empirical investigations, and building on these foundational elements, we introduce
an initial framework for a collaborative augmented reality interaction space. This
framework aims to integrate the various elements discovered in our research, providing
a cohesive structure that enhances co-located collaborative experiences through
augmented reality. By leveraging the configurations and collaboration styles identified
in the earlier chapters, this framework seeks to address the challenges and maximise

the potential of handheld mobile AR systems in real-world applications.
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In the previous chapters, Chapter 3 and Chapter 4, this thesis examined the role
of handheld mobile AR in co-located collaborative settings, each offering insights
into how different aspects of AR systems and device configurations can enhance or
hinder collaborative engagement. Chapter 3 addressed Research Question 1 (RQ1)
by investigating the “CollabAR” system, an exemplar prototype designed to support
basic AR interactions on mobile devices in collaborative contexts. Through this
system, the chapter explored how co-located users interact with virtual models of
varying complexity, identifying key dynamics in group interactions and proposing ini-

tial design recommendations to enhance collaborative experiences. This foundational
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work highlighted the potential of handheld AR to support meaningful collaboration
by making virtual content accessible and engaging within shared physical spaces.

Chapter 4 then expanded on this foundation by focusing on Research Question
2 (RQ2), examining the influence of mobile device configurations on collaboration.
Through controlled experimentation, the chapter explored how factors such as device
size and orientation impact collaborative strategies, behaviours, and effectiveness in
AR environments. The findings demonstrated that device characteristics play a crucial
role in shaping how users engage with AR content and each other, underscoring the
importance of designing AR systems with flexible configurations that cater to diverse
collaborative needs. Together, Chapter 3 and Chapter 4 provide a comprehensive
overview of how basic AR interactions and device configurations can enhance or
limit collaborative efficacy in co-located AR settings.

Building on these foundational insights, we now shift the focus to the theoretical
underpinnings that can further guide the design and understanding of co-located
collaborative AR and begin to put these into practice. Researchers have shown that
Augmented Reality (AR) effectively facilitates co-located collaboration [46], particu-
larly with handheld devices due to their accessibility and versatility. Collaborative
Handheld AR systems are becoming increasingly common in various domains such
as education, social gaming, and design [8, 38, 172], supporting innovative forms of
collaborative engagement and offering new ways for users to interact with virtual
content in shared environments. Despite the practical advancements in Collaborative
Handheld AR, there remains a gap in our understanding of how AR systems’ design
choices influence social dynamics and collaborative behaviours in co-located settings.

We propose proxemics as a conceptual lens to understand better and design co-
located collaborative AR systems. Through this lens, we aim to support interaction
designers in developing a socio-spatial literacy that informs their understanding of
how AR systems shape user interactions in shared spaces [111]. Specifically, we
expand upon Collaborative Coupling Styles found in previous chapters to explore how
coupling styles and device configurations intersect in many-to-many relationships,
providing more nuanced and adaptable collaboration options within AR environments.

To operationalise this approach, we conduct a design exploration of collaborative
AR interaction techniques guided by proxemic concepts. Using a functional handheld
multi-user AR prototype, we investigate the design space and identify ten interaction
techniques that span a continuum from being “aligned with reality” to going “beyond
reality” (illustrated in Figure 5.1).

The work in this chapter contributes the following:



5. A Conceptual Lens on Handheld AR Collaboration 105

e A conceptual lens grounded in proxemics, establishing a common vocabulary
for articulating and comparing collaborative AR systems based on socio-spatial

properties.

o An expansion of the design space for interaction techniques in co-located

collaborative AR, promoting greater flexibility and adaptability.

o A discussion aimed at fostering a nuanced socio-spatial literacy, guiding
designers in evaluating trade-offs when creating handheld AR interaction

techniques for co-located settings.

5.1 Introduction

Augmented Reality (AR) has demonstrated great potential to support co-located
collaboration [46]. Due to their widespread availability, handheld devices have
become the dominant platform for AR applications and use cases. They have been
explored in domains such as education, social gaming, design, and architecture [8].
Collaborative Handheld AR (CHAR) systems allow for novel forms of co-located
collaboration [38, 92, 222] and can be integrated into many different environments,
such as the classroom [102, 172, 206, 208] to support new collaborative learning
activities, as well as support new forms of collaborative design and architecture [71,
101, 189], and other domains such as sports [39].

Early research on Augmented Reality (AR) has focused on how technology
supports this collaboration [15, 102, 164] and more recently, there has been an
increase in research on collaborative AR systems [8, 46]. Although some of this
work focuses on technical, usability, and human factor issues, less attention has been
paid to the social aspects of collaborative AR [46]. In research on co-located AR,
the concept of collaborative AR frequently emerges. However, its interpretation
varies widely between different systems. For example, in HyperCubes [52], students
collaborate around a singular AR-capable device, whereas in the Meta-AR-app [208],
each student has their own device at their own table. Additionally, in Blocks [71],
co-located users each have a device and collaborate to construct shared AR structures.
Furthermore, there is a lack of clarity on how the system’s design may affect co-
located collaboration. As such, there is a need for shared terminology and richer
notation styles for co-located AR systems [38, 46, 201].

Collaborative AR systems are often classified using traditional Computer-Supported

Cooperative Work (CSCW) classifications, where they consider different dimensions
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such as time, space, symmetry, scenario, and also input/output devices [46, 188].
While existing CSCW frameworks address certain terminology and notation challenges
in collaborative AR [38, 46, 201], they do not fully capture the specific challenges
of co-located collaborative AR [46, 188]. Although previous work has identified
different categories of co-located collaboration in this thesis (Chapter 3) and beyond
([200]), current AR or spatial collaboration schemes are limited to a fixed one-to-one
relationship between interpersonal distances and collaboration styles [200]. Therefore,
there is a need to support a better and wider understanding of co-located AR
collaboration and the designs of these systems and interactions.

Researchers commonly articulate Proxemics theory to explain how people use
space to enact their intentions toward engaging with co-located others [75]. This
research has also demonstrated that proxemic interaction [7, 63] serves as a useful
analytical lens for designing interactive surfaces, spaces, and cross-device systems.
However, there is yet to be an application of these theories and interactions to
co-located collaborative handheld AR. By leveraging proxemics, designers can
explore how to develop handheld AR systems that facilitate co-located collaborative
interactions and examine how different design choices influence the socio-spatial
dynamics of collaborating users.

This chapter presents proxemics as a conceptual lens to help researchers un-
derstand how handheld AR systems enable and constrain different socio-spatial
configurations [75]. By using this lens, interaction designers can become more
aware of the co-located collaboration dynamics they aim to support, ultimately
strengthening their socio-spatial literacy [111]. In particular, we synthesise a series
of proxemic concepts to expand on the notion of Collaborative Coupling Styles [156,
200] for co-located collaborative AR systems. Additionally, we extend the work
discussed in Chapter 3 on collaboration styles for groups by demonstrating that
coupling styles and device configurations share a many-to-many relationship, thereby
increasing flexibility in collaborative AR.

We specifically apply the lens of contextualised proxemic concepts to systemati-
cally explore the design of collaborative AR interaction techniques. By designing
and implementing a functional handheld multi-user AR prototype, we facilitate this
exploration, allowing users to engage with and experience the design space [114].
Through this endeavour, we introduce 10 interaction techniques that range from
being aligned with physical reality to extending beyond reality. The findings in this

chapter lead us to propose a continuum for designing AR systems, spanning those
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that align with reality, those that go beyond it, and those that exist in between.
To further clarify how these techniques apply in practice, we present two scenario-
based examples using an Evaluation by Demonstration approach (Type 1) [114],
illustrating how different interaction techniques integrate within key application

domains such as design and education.

5.2 A Conceptual Lens for Co-Located Collabo-
rative Handheld Augmented Reality

Throughout this chapter, we aim to develop a socio-spatial literacy that enhances
our understanding of how AR system design influences co-located collaboration. To
achieve this, we synthesise concepts from proxemics theory to create a vocabulary
that articulates the socio-spatial dynamics of group collaboration among co-located
users. This vocabulary enables us to systematically examine design rationales and
explore alternatives for collaborative handheld AR systems based on their impact
on the socio-spatial nature of co-located collaboration. In the following section, we
define the individual dimensions of this framework and analyse how they interplay
with each other. Additionally, we demonstrate how this lens can be used by applying

it analytically and articulating how it relates to previously introduced systems.

5.2.1 The Interplay Between F-Formations, Collaboration
Styles, and Physical Features

Since virtual content in AR applications is situated in the physical space, there is
an argument to be made that AR interfaces should be understood by researchers as
working in interplay with the spatial configuration of people, the devices, and the
physical space — and the features within it — to shape an individual’s opportunities
for collaborating with other co-located people.

In this section, we show how we can operationalise proxemics to understand
collaborative handheld Augmented Reality (AR) by analysing its connection to
existing mobile AR systems. By drawing on examples from previous research, we
identify the different ways collaborative mobile AR can take different forms, helping
to develop a vocabulary that strengthens socio-spatial literacy when considering
design trade-offs in mobile AR systems. To illustrate how various systems influence
group dynamics, we use the F-Formation system [104] to visually map spatial

patterns. Alongside these illustrations, we explore three dimensions of Interaction
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Proxemics [66, 131] — perceptual, deixis, and control proxemics — to explain how
a group’s physical positioning affects their collaboration style and enable smooth
transitions between different ways of working together.

More specifically, we use these three proxemic dimensions to articulate the

following concerns of co-located communication needs in AR systems:

« Configuring Perceptual Proxemics: The support for achieving shared or

private perspectives on AR objects and spaces.

o Configuring Deixis Proxemics: The support for expressively communicating

through deictic referencing in the shared AR space.

o Configuring Control Proxemics: The support for configuring the access to

control and manipulation of AR objects.

To contextualise these three proxemic dimensions for collaborative handheld AR
systems, we can use prior handheld AR systems as examples of how the design
of such systems can influence the social and spatial configurations of co-located
collaborators. For instance, in research by Sarkar et al., ScholAR [172], two students
work together on AR maths exercises using a single handheld mobile device. This
type of collaboration requires users to be in close proximity to each other to share
AR content perception, fostering a closely coupled collaboration. However, control
of the application is limited to the user holding the AR device.

Similarly, in research by Fuste and Schmandt, HyperCubes [52], students collabo-
rate around a single AR device but with the addition of multiple tangible cubes. As
with ScholAR, the students have a closely coupled collaboration and must be close
to each other to share AR content perception. However, the use of tangible cubes
allows all users to interact with the system without having to hold the device. As
the virtual content is anchored to the physical cubes, the users can directly share
deictic gestures towards the physical objects.

In Blocks [71] by Guo et al., co-located users build AR structures, with the AR
content anchored to the physical space around them. The users each have their
own device with a networked connection synchronising their virtual content. When
oriented towards virtual content, they both perceive and control the virtual content.

In Meta-AR-App [208] by Villanueva et al., co-located students sit at their own
tables, each with their own device and tangible setup, collaborating by uploading,

sharing, and downloading AR content. In this case, each student has control of their
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own setup, and the sharing of perception and deictic gestures happens through the
system itself. Due to this, the collaboration styles dynamically shift between loosely
coupled, where each user works on their own tasks, and more tightly coupled, where
participants help each other by sharing perception and deictic gestures.
Articulating these examples from the perspective of perception, deixis, and
control proxemics illustrates how F-formations and collaboration styles can be
related in different ways and how the physical features of space (such as tangible
objects and permanent structures) also serve to configure possibilities for orientation

and collaboration.

5.2.2 Cross-Device AR for Aligning With and Going Beyond
Reality

Beyond understanding the proxemic relations of co-located collaborative AR systems,
we also seek to develop a design lens for considering how cross-device interaction
techniques [26] for multi-user handheld AR can enable new forms of proxemic
relations for co-located handheld collaborative AR. For instance, when comparing the
spatial cross-device configurations enabled by Meta-AR-App [208], ScholAR [172],
and Blocks [71], we observe that ScholAR and Blocks enable a natural form of
F-formation around shared virtual content as if the users organised around a real
object. Whereas the co-located networking of devices for cross-device communication
in Meta-AR-App shows how AR systems can also expand on the possibilities of
using space for collaboration. Together, these systems exemplify each end of the
Reality € Beyond that we propose in this chapter, emphasising how AR can either
reinforce familiar spatial interactions that are aligned with reality or redefine them
entirely by going beyond it (see Figure 5.1).

As demonstrated in the concept of Proxemic Interaction [7, 63, 126], designers can
create spatial interactions that align with how people navigate a space. For example,
as individuals move closer to a physical display, the UI can trigger implicit responses
based on their proximity. Building on this, Marquardt et al. expand on how users
engage in F-formations and introduce micro-mobility gestures as a means of sharing
content across devices [126]. Some studies on co-located collaborative AR show how
these spatial dynamics naturally emerge as users position themselves in F-formations
during co-located collaboration around handheld mobile AR devices. Examples of
this include Project IRL [38] and Blocks [71], along with observations discussed

in Chapter 3. From a design perspective, research on collaborative immersive
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analytics has explored how to integrate proxemic principles into physical reality
when designing collaborative interactions with 3D visualisations [55, 91]. These
studies highlight how spatial relationships between users and devices can shape
engagement, demonstrating the potential for proxemic-aware design to enhance
co-located collaborative AR experiences.

Even though Augmented Reality is anchored in the physical environment, the
technology can still use the available cross-device possibilities to go beyond physical
reality and overcome the constraints of the physical socio-spatial relations through
wireless co-located sharing of views and controls. Grgnbaek et al. have explored how
this perspective can support interpersonal flexibility in cross-device systems [67].

Even though Augmented Reality (AR) is inherently anchored in the physical
environment, it still has the ability to extend beyond the limitations that physical
reality brings by leveraging cross-device interactions. Through the wireless, co-
located sharing of views and controls, AR systems can transcend traditional socio-
spatial constraints, enabling new forms of collaboration that are not restricted by
physical proximity or direct line-of-sight. This approach allows users to interact
fluidly across multiple devices, maintaining operational consistency and fostering
greater adaptability in how information is accessed, shared, and manipulated within
a shared AR experience. Grgnbak et al. has explored how these cross-device
interactions enhance interpersonal flexibility, demonstrating how AR can dynamically
support co-located collaboration without being bound strictly to physical spatial
arrangements [67].

For the remainder of this chapter, we will focus on how a proxemic lens may
generate new ideas for designing interaction techniques with handheld mobile AR to
support co-located collaboration. In particular, we will use proxemics as a lens to
understand how AR interactions can align with, and also go beyond, the physical
reality. We methodically examine two complementary aspects. Initially, we look into
how AR interactions might seamlessly broaden socio-spatial relations as they are
experienced in terms of perception, deixis, and control within the physical realm
among users. Then, we further analyse how AR interactions can go beyond the
limitations of physical socio-spatial connections by enabling cross-device sharing

of perception, deixis, and control.



5. A Conceptual Lens on Handheld AR Collaboration 111

5.3 Research Through Design: Prototyping AR
Interaction Techniques

To guide our exploration of a broader design space for co-located AR, we draw
inspiration from proxemics and the wider Computer-Supported Cooperative Work
(CSCW) literature. Specifically, we operationalise key theoretical concepts from
prior research, including collaboration styles [156, 200] and the three dimensions of
interaction proxemics — perceptual, control, and deizis prozemics [66, 131]. These
frameworks provide a structured foundation for the understanding and designing
of co-located AR interactions. We apply these notions together as a conceptual
lens to co-located collaborative handheld AR — a type of system to which they
have not previously been applied. This leads to the construction of a design
space, including exemplar interaction techniques, that are articulated in terms
of their proxemic consequences.

We introduce terminology for articulating design intentions around collabora-
tion within collaborative handheld AR systems, offering a foundation for future
explorations of this emerging design space. This chapter presents the initial work
in developing a theoretically grounded design framework, focusing on early-stage
design exploration rather than direct user studies. As a result, we evaluate this
work through demonstrations rather than usage-based assessments [114]. In terms
of demonstration, we provide both an exploration of a design space as well as two
scenarios of envisioned application usage [114]. This research does not validate that
the proposed interaction techniques and enriched design space will be used in line with
the proposed scenarios. Further, to limit the scope of the design space explorations,

we focus on AR systems that are based solely on mobile, handheld technologies.

5.4 Reality & Beyond: Designing Collaborative
AR Interaction Techniques

To explore proxemics as a lens for generating new ideas that support co-located
collaboration in mobile AR systems, we systematically examine how to design
interaction techniques that either align with reality — for example, by following
the natural patterns of physical, interpersonal space — or extend beyond reality by
intentionally breaking those same spatial conventions. By doing this, we focus on
three dimensions of collaborative actions regarding proxemics: perception, deixis,

and control. As a result of the design space exploration, we map out and position the
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Figure 5.1: The design space of collaborative AR interaction techniques. The 10
interaction techniques explored range from aligning with reality to beyond reality.

interaction techniques along a continuum that ranges from techniques that align with
reality to those that extend beyond the constraints of physical socio-spatial relations.
This continuum, and also the design space exploration, can be seen in Figure 5.1.

On the left side of this continuum (Figure 5.1), we have techniques that are
aligned directly with reality. This means that these users’ interactions with the AR
content are constrained by interpersonal distance and orientation by the devices,
the physical layout of the space, and also the position of the AR content. These
techniques, grounded in reality, are often found in out-of-the-box multi-user AR
systems, where the virtual content acts — as much as possible — as real objects
are completely shared between the users.

On the right side of this continuum, we have techniques that explore how the
users can collaborate with each other whilst still remaining completely flexible in
their interpersonal distance and orientation. For example, the techniques that go
beyond reality and make use of the networking between the AR devices.

In this chapter, we have techniques that mix these two different approaches

between the two different ends of the continuum. Close to the alignment of reality,
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we can design interaction techniques that are inspired by proxemic interactions [7,
63] that can extend the enacted proxemics. Learning further toward going beyond
reality, we can design interaction techniques that add flexibility in interpersonal
distance and orientation but still draw upon physical reality. In the following section,
we present each interaction technique explored in this lens to support the three
dimensions of collaborative actions: perception, deixis, and control. We also further
illustrate how these align with, or go beyond, reality.

To further clarify the continuum, “aligned with reality” and “beyond reality” can
be understood through their relationship with spatiality, the physical environment,

and proxemic interactions within collaborative Augmented Reality (AR) systems.

1. Aligned with Reality: This side of the continuum focuses on designing AR
interactions that mirror or reinforce real-world socio-spatial conventions.
Interactions are typically constrained by physical factors such as interpersonal
distance, user and device orientation, and the physical layout of the environment
where the AR content is anchored. For example, to achieve a shared perception
of a virtual object, users might need to physically move closer or stand side-by-
side, much as they would when examining a tangible object. Basic AR control
is often tied to immediate physical proximity and line of sight, respecting
established social norms and the tangible environment. This approach aims
for a natural, intuitive feel by leveraging existing human spatial understanding

and behaviours.

2. Beyond Reality: In contrast, this end of the continuum explores how AR
can transcend the physical limitations and socio-spatial constraints
by leveraging the networking capabilities inherent in modern mobile handheld
AR devices. This enables forms of collaboration that are not strictly bound
by the physical proximity or line of sight. While it modifies perception and
deixis through techniques like Remote Peeking and Remote Sketch — allowing
users to share views or make deictic references without physical relocation —
“beyond reality” also provides for the modification of control proxemics. An
example of this is the Privacy Fence, which enables users to define a private
virtual territory anywhere, irrespective of their physical standing or the existing
physical boundaries. This flexibility extends to other aspects, allowing dynamic
content access and manipulation that isn’t tied to a single physical viewpoint or

a fixed F-formation, thereby supporting more fluid and adaptable collaborative



5. A Conceptual Lens on Handheld AR Collaboration 114

styles. These techniques allow AR systems to expand on the possibilities of
using space for collaboration, moving beyond merely augmenting reality to

actively reshaping the interactive experience.

5.4.1 Configuring Perception Proxemics

Basic AR Perception

In Augmented Reality applications, developers tend to anchor virtual content to
the physical world, which in turn defines how users perceive the content based on
their distance and orientation. To share the same perception of virtual content in
most basic AR applications, users must position themselves at the same distance
and angle, either by standing closely together and looking through a single device or
by each looking through their own device in close proximity. However, there may be
some limiting factors that make this difficult. For example, the size of the mobile
device and the field of view can restrict the space used, requiring users to arrange

themselves in a specific F-Formation to share their perception.

Freeze Frame

By utilising the possibilities of mobile devices, we can overcome the constrained
interpersonal distance and orientation when sharing perception. In Freeze Frame,
known from remote collaboration [31], users can take a snapshot of virtual content
from the perspective they wish to share (see Figure 5.2). This allows them to
attach the content directly to the device instead of having to perceive the content
through the device. Using this technique in co-located collaboration enables the
user to make micro-mobility gestures with the device, enabling more flexibility in

their interpersonal distance and orientation.

FReeze FRAME

U

Figure 5.2: In Freeze Frame Alice freezes a perspective on the AR content (A1). Alice can
now use micro-mobility to share the perception of the AR object with Beth with flexibility
in interpersonal distance and orientation (A2).
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Remote Peeking

While Freeze Frame allows for more flexibility in user interpersonal distance and
orientation, users must still be relatively close to each other to perceive the attached
content on the mobile device. In Remote Peeking (Figure 5.3), the networking
possibilities of the devices allow users to peek at other users’ perspectives. For
example, if Alice wants to peek at Beth’s perspective (see Figure 5.3 (Al)), Beth
starts by selecting the location of Alice’s device (Figure 5.3 (B1)). This enables
the peeking view, allowing Beth to perceive the content from Alice’s perspective
(Figure 5.3 (B2)). Beth can switch between the peeking view and her own view
(Figure 5.3 (B3)). Beth does not need to physically move to see Alice’s perspective of
the virtual content. This technique allows users to be flexible in their interpersonal
distance and orientation. However, the use of this interaction technique still draws
upon reality to understand which perspective they are seeing. This means that
the user who wishes to peek at another user’s device still needs to be able to view

the device of the user they want to peek at.

REMOTE PEEKING

Figure 5.3: In Remote Peeking, Beth can peek at Alice’s perspective (Al) by selecting
the position of Alice’s device (B1). Beth can now swap between seeing Alice’s perspective
(B2) and her own perspective (B3) in focus.

Perspective Broadcasting

The Perspective Broadcasting technique is similar to Remote Peeking, but in this
technique, the initiative comes from the user sharing perspective instead of the
peeking user. Users can broadcast their current perspective to all other users no
matter where they are physically located in the space. This allows users to be
fully flexible in their interpersonal distance and orientation while still being able

to share their perception of the virtual content.
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5.4.2 Configuring Deixis Proxemics

Basic AR Deixis

Even though AR content imitates physical objects in the way they are anchored
in physical space, Poretski et al. [156] found that users use fewer deictic references
when collaborating around virtual content in AR in comparison to physical objects.
In basic AR, using deictic references to the AR content often means pointing to
the content in the physical space as if it were real. These gestures are usually
done either directly towards the objects in the physical space whilst maintaining
a view of the screen or pointing directly to the screen. In handheld mobile AR,
the devices have a limited field of view, making it challenging to see both the
virtual content and the deictic references. If the deictic gesture was made in the
physical space, it also has a non-specific location to most users other than the
person pointing when they are not tightly coupled, as the users do not share the

same perspective. As such, sharing deictic references is constrained by the users

interpersonal position, distance, and orientation.

Spatial Reference

Using the Spatial Reference feature, a user can anchor a spatial reference into the
space to make deictic references later, as seen in Figure 5.4. In this exemplar
figure, Alice creates a spatial reference on a perspective she wishes to save for later
(Figure 5.4 (Al)). She sees the reference as an AR object pointing (Figure 5.4
(A2)). Beth also sees the spatial reference on her device (Figure 5.4 (B1)). When
Alice makes a deictic gesture roughly in the direction of this spatial reference, Beth
casily follows her deictic reference (Figure 5.4 (B2)). This technique draws upon
reality by augmenting a position in space, but it enables users to share more precise

deictic references in more flexible f-formations.

Remote Sketch

Whilst Spatial References can create more interpersonal flexibility, users still need to
be oriented towards the virtual object and reference point to be able to understand
the deictic references made by other users. However, with Remote Sketch (Figure 5.5),
the users can be even more flexible with their interpersonal positions and orientation
while sharing deictic references. Remote Sketch builds on the Freeze Frame interaction

technique, allowing users to broadcast the frozen frame to other users and annotate
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SpATIAL REFERENCE

Figure 5.4: Alice can create a Spatial Reference at a desired perspective (Al). An AR
object appears pointing from the previously selected perspective (A2). Beth also sees the
spatial reference (B2), and when Alice points towards the AR object, Beth knows what
she is referencing with help from the spatial reference (B2).

the frame for everyone, as seen in Figure 5.5. In this figure, Alice freezes a frame
and broadcasts it to the other users no matter where they are (Figure 5.5 (Al)).
She sketches on the frame to reference some specific detail (Figure 5.5 (A2)). Beth
receives the frame and sees Alice’s live sketch on top (Figure 5.5 (B1)). By freezing
the frame, the user that makes the deictic gesture is suddenly released from the need
to hold their position, making them flexible in moving to a more comfortable position
before making the references. Other users are able to see the deictic references

from anywhere, enabling flexible F-formations.

REMOTE SKETCH

Figure 5.5: In Remote Sketch, Alice can freeze a frame and share it with everybody (A1l).
She sketches the frame in order to explain a detail (A2). Beth sees the frame and follows
Alice’s sketch in real-time.

5.4.3 Configuring Control Proxemics
Basic AR Control
As the input device that is used to view and manipulate virtual objects in handheld

mobile AR is in the hands of the users, in basic AR applications, users can realistically

control objects whenever they are within the field of view of their device. However,
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in practice, the control that is demonstrated is contained in users’ personal space,
fixed and semi-fixed features of the physical environment, and social norms. For
example, you would rarely manipulate an object that is right in front of another
user, an object that is behind a table or at another table other than the one you

are sitting at, or an object in the process of being manipulated by others.

Proximity Threshold

Although basic control of AR follows physical and social rules, there is also the
opportunity to enhance these within the system. With the Proximity Threshold,
users can only control objects that are within close proximity (Figure 5.6). In this
figure, we see that Beth is manipulating the AR object in front of her (Figure 5.6
(B1)). Alice sees that the object is there, but she cannot see any details of the object
(Figure 5.6 (A1)). When approaching the object and when in close enough proximity,
Alice now sees the object and can start manipulating it along with Beth (Figure 5.6
(A2)). Since Alice has to be close to the object to see and manipulate it, she also
moves closer to Beth, who is already interacting with the object, entering a closer
coupled collaboration. Beth can easily see if other users have control of the object

along with her. In this way, the AR system extends the enacted proxemics.

PROXEMITY THRESHOLD

Figure 5.6: In Proximity Threshold, users are able to control AR objects when being close
by. Beth is manipulating an object in front of her (B1). Alice only sees that some object is
there from a distance, but she does not see details and has no access to manipulate the

object (Al). When she moves closer, the object appears, and she can now manipulate the
object (A2).

Privacy Fence

By using Proximity Threshold, users have more privacy around virtual objects within
their personal space, but the control of the virtual environment still has socio-spatial

meaning. With Privacy Fence, users can create their own private territory anywhere.
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The user defines a spatial fence, where everything they put inside the fence will be
their private objects completely hidden from other users, giving them full control as
seen in Figure 5.7. If Alice wants to work on something private along with the public
content, she creates a Privacy Fence next to the public object (Figure 5.7 (Al)), adds
the content she wants to work on inside (Figure 5.7 (A2)), and starts manipulating her
private content (Figure 5.7 (A3)). Beth still only sees the shared content (Figure 5.7
(B1)). This interaction technique allows users to control directly what they want
to share with other users in the group and also what they want to keep completely

private by moving virtual objects inside and outside of the Privacy Fence.

Privacy FENCE

Figure 5.7: In Privacy Fence, users can create their own private territory anywhere. Alice
creates a Privacy Fence next to a shared object (A1-A2). Alice works on her private object
(A3), while Beth still only sees the shared object (B1).

5.5 Example Applications Scenarios

To demonstrate how the conceptual lens can be used as a tool for developing new
AR applications, we consider two different domains and lean upon application areas
that have already been explored within co-located AR [8]. This includes an AR
application for architectural design and an AR application for education. With
these example scenarios, we want to illustrate how we can use the proxemics lens
to design for flexible social interactions. The described scenarios illustrate how the
interaction techniques can be complementary to and also support the dynamics of the
collaborations over time. In addition, they illustrate the potential value of interaction

techniques that are not only grounded in the physical space but go beyond reality.

5.5.1 Architectural Design Meetings

In this scenario, an architect company wants to have an AR application that their

architects can use to collaborate around 3 models of building designs in internal
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Figure 5.8: A closely coupled collaboration between architects in an internal design
meeting. A) The architects view and discuss the overall design of the building. B) They
shift into discussing a detail, one peeking over the shoulder (Basic AR Perception), while
the others use Remote Peeking to see the detail. C) One creates a Spatial Reference
highlighting the detail. D) Later, one of the architects points towards the Spatial Reference
to reference the detail again.

design meetings and external client meetings. In these internal design meetings,
the architects meet within a meeting room to discuss different specific designs,
and they use this time to agree on the details of the designs. Most of the time,
architects should have a tightly coupled collaboration while they discuss the design
of a building (see Figure 5.8).

Sharing perception should have a low proxemic threshold to rapidly shift between
the overview and the specific details. If the architects are side by side, sharing
perception is made easy by looking at each of their own devices from almost the
same angle, basically placing their phones almost side by side. However, if one is
sitting on the opposite side of the table, the proxemic threshold is much higher.
In this case, being able to provide multiple alternatives, such as also enabling the
Perspective Peeking technique, could create a low proxemic threshold for all the
users and support these rapid shifts between contexts, as illustrated in Figure 5.8.

When the architects find problems with the designs, they need to be able to
make detailed deictic references to the problem areas and then remember them later.
Here, the Spatial References interaction technique comes in handy, supporting both
referencing the problems when they are found and the spatiality of the reference
point, making it easy to remember and revisit the point later.

In these internal design meetings, the architects have symmetric roles. However,
in external client meetings, the roles between architects and clients are asymmetric,
which creates other needs for collaboration. At the external client meetings, the

architects and clients discuss the design prepared by the architects (see Figure 5.9A).
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PERSPECTIVE
BROADCASTING

Privacy FENCE

Figure 5.9: A meeting between architects (green) and clients (yellow). A) The architects
and clients discuss the overall design of a building. B) One of the architects shows details
to everyone using Perspective Broadcasting. One of the architects breaks out of the
closely coupled collaboration and creates a Privacy Fence to work on a new design without
interrupting the others’ conversation.

In this case, the architects want to show a detailed design to the clients. Using the
Perspective Broadcast interaction technique, the architects are able to share their
perspective with everyone without needing to change the current F-formation, as
is illustrated in (see Figure 5.9B). In this meeting, the client may not like some of
the designs that are being proposed to them. In this case, one of the architects
may want to create a quick design variation for the client. By creating a Privacy
Fence alongside the shared model, it is now possible for the architect to privately
create a variation of the design without breaking out of the current F-formation,
retaining operational consistency, and not disrupting the discussion that is already

taking place, as illustrated in (see Figure 5.9C)

5.5.2 Classroom Group Work

In a classroom setting, group work is an activity that commonly happens in which
students work together on an exercise. At the same time, the teacher moves around
the room to assist the different groups of students. Designing an Augmented Reality
(AR) application for this usage case requires the consideration of the collaborative
work among students, as well as the teacher’s role in the collaboration. In group
work scenarios, students have similar roles, and ideally, they adopt a closely coupled
collaboration style. With regard to the role of the teaching, the teacher moves around
the classroom to discuss the exercises with each of the student groups and is only
interested in helping one group at a time. In this situation, the use of a Proximity

Threshold ensures that the AR content is only perceived and controlled once the
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Figure 5.10: Classroom scenario where a teacher (yellow) walks around to groups of
students to help with their AR exercises. A-B) The teacher walks within the Proximity
Threshold to a group to see their AR content. C) The teacher uses Freeze Frame to show a
problem to a student. D) The teacher shows the problem to the entire class by broadcasting
a live sketch (Remote Sketch) of the problem to the class while explaining.

teacher is close to it. For example, when the teacher approaches a group to help them,
the content appears once within close proximity, as illustrated in Figure 5.10A-B.
In addition to the use of the threshold, the teacher could also use the Freeze Frame
feature to allow them to show details of the virtual content to one of the students by
attaching the view to the device viewport and turning the device away from the AR
collaboration to display the information, as can be seen in Figure 5.10C.

In the case that the problem being shown is relevant to all the students in the
class, the teacher can keep the frame on the device, move away from that group
and use Remote Sketch to talk to the whole class, using Perspective Broadcast to
display their content to the entire class, and using the live sketch to highlight parts
of the object, as shown in Figure 5.10D. These features enable teachers to better

manage group work in a classroom setting using AR technology.
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5.6 Discussion

In this section, we return to the initial goals of this chapter, where we aimed to
explore how proxemics theory could provide a socio-spatial conceptual lens that would
help to understand and design co-located collaborative handheld AR systems. More
specifically, these goals were threefold. Firstly, we aimed to establish a conceptual
vocabulary for AR systems and design that focuses on the socio-spatial dynamics.
Secondly, we looked to investigate how proxemic concepts — such as perception,
deixis, and control proxemics — can help to operationalise flexible and collaborative
experiences. Finally, we aimed to offer a continuum of AR interaction techniques
that not only align with the physical reality but extend beyond this into virtuality.
This then provides AR interaction designers with versatile tools to navigate and
shape social configurations in AR.

By looking at AR through the conceptual proxemics lens, we have been able to
identify how interaction techniques can either constrain or extend spatial relationships,
directly influencing the way AR systems can support and shape collaboration in
co-located collaborative situations. By grounding the exploration of this chapter
in practical and applicable application scenarios — ranging from educational to
architectural design — we demonstrated how these interaction techniques can facilitate
dynamic collaborations, allowing users to more fluidly switch between closely and
loosely coupled collaboration. The findings of this chapter offer interaction designers
a structured design space to draw upon, fostering an awareness of how proxemic
relationships may be leveraged to enhance social and spatial adaptability in co-
located collaborative handheld AR interactions.

Below, we summarise the key insights from this exploration of proxemics as a

lens for co-located collaborative handheld AR.

5.6.1 AR for Aligning With and Going Beyond Reality

In this chapter, we have explored the potential of designing AR applications that
not only align with the physical reality but also leverage the networking capabilities
that inherently come with modern mobile handheld AR devices to go beyond reality.
The focus was not to compare the different systems or judge them as better or
worse, but rather to showcase the different possibilities of designing collaborative
AR systems, taking a first step from shifting the attention from viewing AR as a

linear interaction to one grounded in reality. The exploration of the design space
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for different interaction techniques that are based on the dimensions of Interaction
Proxemics [131] — perception, deixis, and control — highlighted how AR interaction
techniques can be based on reality, whilst also extending beyond it into virtuality [84].
This exploration indicates how we can utilise the medium of AR to transcend our
physical limitations. The contribution of this chapter is not only to demonstrate
individual interaction techniques, which have been explored before in the context
of AR, but also to present a broader design space for interaction techniques that

can be used in co-located collaborative handheld AR.

5.6.2 A Many-To-Many Relationship Between Collaboration
Styles and F-Formations

The model of group dynamics in this chapter builds on prior research of collaborative
coupling styles [156, 200], which are based on empirical studies. We presented
interaction techniques that are derived from the use of the proxemics lens, which
expands the possible forms of collaboration styles from a different perspective. This
presents a novel opportunity for AR to transform the one-to-one relationships between
coupling styles and interpersonal distance, as well as between coupling styles and
device configurations that have been identified in empirical studies [200].

Using the conceptual lens of proxemics, we show that group dynamics within
AR can be understood as a many-to-many relationship between F-formations and
collaboration styles. Co-located collaborative handheld AR systems can enable users
to engage in the same collaboration style while enacting it in various F-formations.
Conversely, these systems can also allow the users to switch between multiple
collaboration styles while maintaining the same F-formation. For example, both the
Perspective Broadcast and Remote Sketch interaction techniques enable users to
be in and also transition between different F-formations, all while still keeping the
same collaboration style, such as discussing the same details of the virtual content.
Another example can be seen in the Privacy Fence interaction technique within the
client meeting. This technique enables users to transition between collaboration
styles while keeping the same F-formation, such as an architect shifting from closely
coupled collaboration with the clients to working on something private for a brief

period of time before then returning to active discussion.
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5.6.3 Designing for Awareness and Control in Flexible Prox-
emic Interactions

Designing for going beyond the physical reality not only enhances flexibility in
socio-spatial configurations but also adds complexity to the application in terms of
the user’s understanding. Remotely controlled interactions, which provide flexible
options, may feel less natural to the user’s collaborations because they do not
immediately extend our physical spatial relations, which we rely on when we are
interpreting non-verbal cues. As such, future investigations in this area should focus
on the design of appropriate awareness cues to address questions such as how users
can understand the application’s functionalities, what the different ways to share
user perception and deictic gestures could be, and also who controls the content.
For example, with the Remote Peeking interaction technique, users can now flexibly
peek into another user’s perspective — but how can they determine who is seeing
what? With the Privacy Fence interaction technique, a user can work on something
privately, even while standing directly in front of another user, who remains unable to
see the content. Although awareness cues have been extensively explored in remote
collaboration, more work is required in this area to understand how these cues can
be used to support co-located handheld mobile collaboration. This also highlights
the trade-off between adding flexibility and understanding the application.

5.6.4 Conceptual Framework for Real-World Application
Scenarios

The scenarios in architectural design and classroom group work illustrate how the
proxemic lens can be applied practically to meet the unique needs of real-world co-
located handheld collaborative settings. In particular, the ability to transition fluidly
between aligning with the physical reality and also going beyond it can support diverse
group configurations and collaborative demands. For example, in the architectural
application scenario, the Privacy Fence interaction technique demonstrates how a
designer might support individual ideation within a collaborative setting, a capability
that is particularly beneficial for client-focused work in design industries. The
classroom application scenario highlights how proxemics could enable more adaptable
group configurations, helping educators to balance individual, small-group, and whole-
class interactions seamlessly. These examples showcase how this conceptual framework

can be applied and extended to cater to the evolving needs of diverse domains.
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5.6.5 Insights on Trade-Offs in Flexibility and Intuitiveness

An important insight from this exploration is the inherent trade-off between enabling
flexibility in AR interactions and maintaining intuitive, contextually relevant cues
for user understanding. Systems that go beyond reality offer enriched possibilities for
remote control and flexibly available views but risk introducing cognitive challenges by
departing from natural spatial cues. For example, the Remote Sketch and Perspective
Broadcast interaction techniques both empower users to access shared perspectives
from a distance but may require users to interpret non-physical representations of
proximity and control. These findings underscore the need for careful calibration in
designing interaction cues, especially in settings where real-time group coordination
and seamless flow of interactions are crucial, as with architectural teams and
classroom dynamics. Future work within this area should investigate the optimal
balance between flexibility and ease of use, considering how intuitive feedback
mechanisms might help users understand shared virtual space without losing track

of co-located cues and intentions.

5.6.6 Potential for Extending Proxemics Theory to AR

The work in this chapter also highlights a gap in the research and paves the way
for further theoretical development by demonstrating how proxemics, traditionally
applied to physical interactions, can inform AR design. This extension of proxemics
to AR reveals new ways of understanding spatial dynamics in digital settings and
suggests potential refinements to the proxemic theory itself. For example, the
concepts of deixis proxemics and control proxemics, introduced here, reflect how
AR allows users to engage in complex, multi-layered socio-spatial relationships that
go beyond physical constraints. By articulating these dimensions, this research
encourages future studies to expand and refine proxemic concepts to accommodate
the unique affordances and interaction patterns of AR, potentially influencing
more expansive fields such as Human-Computer Interaction (HCI) and Computer-
Supported Cooperative Work (CSCW).

5.6.7 Limitations and Future Work

Based on the design exploration within this chapter, we have mapped out the different
interaction techniques on a continuum, ranging from aligning with the physical reality

to going beyond it. However, using a design space exploration and evaluation by
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demonstration [114] has certain limitations. As the interaction techniques are based
on an exploration and not an extensive review, the presented techniques should not
be seen as an exhaustive list. Rather, they should be treated as a starting point for
the further exploration of this design space. Furthermore, the interaction techniques
have not been evaluated in the system usage section of this chapter. Further to
this, the interaction techniques have not been deeply evaluated in usage, so more
work is needed to validate the techniques further and study their interplay and how
they are useful in specific contexts and domains.

In this chapter, we have focused on AR systems based on handheld mobile
technologies. In handheld mobile AR, the device acts as a portal to perceive the
AR content anchored in the physical space. The limited Field of View (FoV) of the
handheld mobile device creates some challenges in the co-located collaborative setting.
However, the mobility of the device also creates opportunities, as shown in the design
exploration. In other AR technologies, AR devices are in the same way a portal to
the AR virtual world, but devices have different roles in the physical environment.

For example, with AR glasses, the device is worn directly on the user’s head. At
the same time, in spatial Augmented Reality, virtual content is seamlessly integrated
with the physical environment by being anchored directly onto physical space. This
direct connection — whether linking the viewing device to the user or embedding
content within the environment — simplifies the relationships between users, devices,
the physical space, and AR content when compared to standard handheld mobile AR.
However, we argue that proxemics still hold value in understanding and informing
the design of these display types, offering deeper insights into how users interact
within augmented spaces. Future research is needed to broaden the space for the

use of proxemics in designing for collaborative handheld AR.

5.7 Conclusion

In this work, we have demonstrated how proxemics theory can be used as a conceptual
lens for articulating the socio-spatial dynamics of collaborative AR systems and
informing their design. Through design space exploration, we have explored how
interaction techniques for handheld multi-user AR applications can either align with
physical reality or extend beyond it, offering new possibilities for flexible collaboration.
Our findings reveal a many-to-many relationship between collaboration styles and F-
formations, highlighting the dynamic ways users can engage with both virtual content

and each other in co-located settings. Building on this, we introduced the Reality and
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Beyond continuum, illustrating how AR systems can extend enacted proxemics by
reinforcing natural spatial relations or supporting greater flexibility by transcending
physical constraints. We also emphasise the importance of understanding trade-offs
in AR design — particularly in terms of perceptual, deixis, and control proxemics — to
balance flexibility with intuitive and socially grounded interactions. This framework
not only provides valuable guidance for designing co-located collaborative handheld
AR systems but also underscores the broader potential of proxemic theory to drive
future innovations in augmented reality experiences.

In the next chapter, we build on the theoretical foundation of proxemics to intro-
duce the Collaborative Augmented Reality Interaction Space (CARIS) framework,
which translates socio-spatial insights into a practical model for designing co-located
collaborative AR systems. CARIS integrates key proxemic dimensions into a flexible,
component-based architecture that facilitates intuitive interactions across users,
devices, and physical space. Grounded in research on co-located AR, proxemics, and
Computer-Supported Cooperative Work (CSCW), the framework supports dynamic
collaboration by accommodating diverse spatial configurations and interaction styles.
The chapter outlines CARIS’s core elements — People, Interaction Portals, and
Physical Features — and demonstrates its application through an exemplar system
and a small-scale architectural design study. Together, these contributions offer
a foundation for designing AR systems that foster meaningful collaboration and

align with natural human interactions.
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In the previous chapter, we introduced proxemics as a conceptual lens for
the understanding of socio-spatial dynamics in co-located, collaborative handheld
Augmented Reality AR. Through dimensions of perception, deixis, and control,
the chapter explored how spatial configurations influence user interactions and
collaborative styles within co-located handheld AR environments. These insights
show the critical role of AR systems design in shaping not only the individual user
experiences but also the broader socio-spatial dynamics among collaborators.

In this chapter, we extend these theoretical insights by presenting a Collaborative
Augmented Reality Interaction Space (CARIS) framework. CARIS moves from

abstract proxemic principles to a structured, practical model that addresses the
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challenges of designing co-located collaborative AR systems. By integrating proxemics
theory with interaction design components, CARIS provides a flexible, component-
based architecture allowing intuitive, proxemic-aware interactions across people,
devices, and physical space. This framework serves as both a conceptual and
operational space, enabling AR designers to create socio-spatially aware systems
that foster genuine collaborative engagement within a shared AR space without
breaking operational consistency.

CARIS is shaped by empirical research on co-located AR and theoretical concepts
from proxemics and Computer-Supported Cooperative Work (CSCW). This research
reveals the importance of fluid, flexible interactions across users, devices, and physical
space, underscoring the need for a shared, cohesive AR experience that supports
collaborative engagement. By synthesising these insights, CARIS offers a structured
approach to designing AR systems that honour proxemic principles in a shared
interaction space. This chapter unfolds the CARIS framework journey and its three

components: People, Interaction Portals, and Physical Features. We provide:

1. An overview of the CARIS framework’s core elements — People, Interaction
Portals, and Physical Features — and how each plays a critical role in structuring

collaborative AR environments.

2. An exploration of how these components operationalise proxemic dimensions
(perception, deixis, and control) to create a dynamic AR collaboration space
that accommodates various collaborative styles and spatial configurations.

3. An exemplar system implementation demonstrating proxemic- and cross-device-

aware interaction techniques, as discussed in Chapter 5.

4. A small-scale study based on an architectural application scenario, aligned
with the examples presented in Chapter 5. This study evaluates collaborative

behaviours, context-switching dynamics, and user engagement within the

CARIS framework.

Together, these sections provide a first illustration of how we can integrate
proxemics principles into a cohesive AR interaction space, guiding the design
of socio-spatially dynamic, proxemic-aware collaborative AR systems. With this
framework and study, CARIS not only extends proxemic principles into actionable AR
components but also validates these through an empirical examination of collaborative
dynamics. By designing for socio-spatial awareness, CARIS sets a foundation for
AR systems that align closely with natural human interactions, redefining the
collaborative potential of handheld AR environments.
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6.1 Introduction

Augmented Reality (AR) has come a long way since its initial conceptualisations,
evolving into a transformative medium that seamlessly blends the digital and physical
realms [5]. Handheld mobile AR is currently the dominant way people can consume
AR [18], and recent advances in mobile technology have accelerated this evolution,
ushering in an era where handheld AR devices are increasingly accessible and play
a key role in shaping digital interactions [1, 46, 59]. These frameworks have led to
the development of a variety of AR applications in different domains, for example,
IKEA Place [93], which allows users to place furniture in their home, Pokémon
Go [143], which combines gaming with the real world by overlaying virtual creatures,
and QuiverVision [159], which brings colouring pages to life to improve engagement
in classroom environments. However, while the ubiquity of these devices offers
unparalleled opportunities, they can disrupt face-to-face social interactions [135, 149,
204], and their prevalent design paradigms lean toward individualistic consumption,
often at the cost of genuine collaborative experiences [123, 204, 217].

Historically, AR’s primary vision was not solely individualistic. From its inception,
there was a promise of a shared and collaborative space where users could interact
with digital content and each other in meaningful ways [9, 15, 177]. However,
the current state of AR, particularly in the context of handheld devices, seems
to have drifted away from this vision. This drift is evident in the overwhelming
emphasis on device-centric on-screen interactions, which often impede the fluidity and
dynamism inherent to collaborative experiences [68, 106]. Common handheld device
applications use device-centric on-screen interaction metaphors designed for devices
with touch-based screens [57]. Previous research has explored general interaction
techniques with handheld devices and also gestures that occur between [33, 68, 178]
and around [220, 224] devices. These techniques of cross-device interaction transcend
the typical linear view of device-centric AR, making use of multi-device tracking
and external cameras in one system [26, 89] to enable expressive 3D motions for
techniques. However, these approaches typically rely on the modification of existing
devices using advanced sensing techniques, making them difficult to build, test,
and deploy to ad hoc mass audiences [26]. In addition to cross-device interactions,
research on proxemic interaction shows an improved semantic relationship between
devices, which is a “central precondition for any application or technique to work
across devices” [26, 66], and can facilitate further control of digital devices when

interpersonal distance is introduced [7, 63]. While the benefits of these works for
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interaction and collaboration have been well demonstrated, they have yet to be
introduced to co-located AR collaboration.

Recognising this gap, CARIS revisits AR’s collaborative roots by drawing from
diverse collaborative domains such as tabletop interactions, cross-device computing,
and proxemic interactions. CARIS aims to rekindle the collaborative spirit of AR [7,
26, 63, 89]. The framework not only conceptualises a holistic AR space but also offers
tangible guidelines for its realisation. Building on CARIS’s principles, we developed
an exemplar component-based system that encapsulates its principles. This system
introduces interaction techniques that, although familiar in other domains, present
a fresh perspective in the co-located AR domain. These techniques are designed
to foster various interaction modalities, increasing user immersion and offering a
more nuanced AR experience [33, 178, 220, 224].

Drawing on the conceptual insights of proxemics, CARIS responds to the limita-
tion of an individualised device-centric AR space by reintroducing the collaborative
potential of AR. By designing AR spaces that integrate both physical and digital
elements through proxemic principles, CARIS enables a dynamic interaction space
that supports diverse collaborative styles and spatial configurations. This transition
from individualised device-centric AR to a flexible, interactive AR space establishes
CARIS as a framework for designing AR systems that are responsive to socio-

spatial dynamics.

6.2 CARIS Framework: Operationalising Prox-
emics in AR

CARIS builds on proxemic insights to establish a collaborative AR framework centred
on three core components: People, Interaction Portals, and Physical Features. Each
component embodies a specific proxemic function — perception, deixis, or control —
enabling a fluid, shared AR experience. In contrast to the typical linear view from
user to device, CARIS treats the AR space as an interconnected environment where
users, devices, and spatial features interact fluidly and meaningfully.

Mobile AR applications typically focus on device-centric, on-screen interactions,
thereby providing an individualistic linear view between the components of co-
located AR collaboration. Related work illustrates that co-located collaboration can,
therefore, adversely affect group collaborations by, for example, causing high levels of

physical and cognitive load, as well as large amounts of attention switching [123, 217,
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Figure 6.1: A sketch of the conceptual Collaborative Augmented Reality Interaction
Space (CARIS) with each of the components highlighted and labelled.

218]. To address this problem and move beyond an individual AR experience, CARIS
aims to interconnect the individual components of co-located collaborative AR into
one seamless space, allowing free interaction across devices, people, and 3D models.
Specifically, we define CARIS as being composed of a commonly shared ground
plane and a 3D volumetric space above and around users and handheld devices (see
Figure 6.1). As such, rather than the typical linear view from the user through
the handheld device into the AR space, we propose that everything is connected
and aware of everything else within the single interaction space. As a result of this
approach, users are enabled to bring their own device into the space and interact with
the virtual content, being able to interact fluently in this 3D area — either with other
users, their own devices, or the fixed /semi-fixed features around the room. We believe
that interactions should not be limited to those that happen in a device-centric,
on-the-screen interaction below the user’s fingertips but also across users and devices;
gestures should flow freely through each component. At the same time, the user is
directly in control of one device, which does not preclude gestural acts from extending

across multiple users and devices beyond the physical limits of one person.
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Figure 6.2: The three foundational elements of CARIS: Physical Features (left),
Interaction Portals (middle), and People (right).

6.2.1 Foundational Elements of CARIS

In the realm of co-located AR collaborations, three fundamental elements consistently
emerge as pivotal for fostering collaboration [4, 5, 18, 30, 46, 106, 163]: Physical
Features, serving as the focal point or periphery around which collaboration revolves;
Interaction Portals, offering a window into the virtual realm; and People, the driving
force behind collaboration. The CARIS framework is intricately woven around
these components, ensuring that AR transcends a solitary experience bound to a
device and thrives as a collaborative venture seamlessly integrated with the ambient
environment. The foundational elements of CARIS — People, Interaction Portals,
and Physical Features — translate the dimensions of proxemics into practical design
components that structure collaborative AR interactions. These elements address key
socio-spatial needs in AR design, each serving as a point of interplay where perception,
deixis, and control proxemics are expressed and refined in the collaborative space.
Together, these components facilitate a seamless, proxemic-aware AR environment

that fosters flexible, engaging interactions.

C1 - People
In CARIS, People are the primary agents driving collaborative interactions
and configuring perception proxemics. Each user’s position, orientation, and
proximity to others shape how AR content is perceived and shared within the
group, enabling seamless transitions between tightly coupled group tasks and
loosely coupled individual activities based on the proxemic requirements of each
interaction [75]. This flexibility empowers users to arrange themselves as needed,

adapting their engagement levels dynamically. Additionally, CARIS provides
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options for users to share or maintain privacy over their Interaction Portals,
facilitating both private views and group-based public perspectives within the

AR environment [169].

C2 - Interaction Portals
Interaction Portals are handheld devices that function as adaptable windows
into the AR space, anchoring deixis proxemics by enabling users to perform
and observe deictic gestures across devices [169]. These portals facilitate
clear, proxemic-aware communication, allowing users to navigate public and
private views of the AR space, which fosters flexible, real-time collaboration.
Serving as both input and output interfaces, Interaction Portals can transition
between states: for instance, shifting from standard AR views to “Perspective
Broadcasting” or “Freeze Frame” modes, where users can share live or static

perspectives, dynamically adapting to the collaborative context [26, 77].

C3 - Physical Features
Physical Features encompass the fixed and semi-fixed elements in the AR
space, such as furniture, tables, walls, or doors [75], that help to structure
and anchor collaborative activities within the AR environment. These features
support control proxemics by providing stable anchor points for positioning AR
content, serving as territorial zones that distinguish between public and private
areas [25, 77]. For instance, semi-fixed elements like tables can serve as Overview
Devices [25], facilitating collaboration by providing a shared focal point for AR
content, thereby enhancing decision-making and group interactions [95, 213].
Additionally, Physical Features enable users to set privacy boundaries, such as
the “Privacy Fence,” which demarcates zones for private and collaborative work,

balancing individual and shared control within the AR space.

While these foundational elements define the core components of CARIS, their
dynamic interrelationships and interactions truly bring the framework to life and

enable versatile collaborative experiences.
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6.2.2 Interplay of CARIS Components

Having established the foundational elements of the CARIS framework, it is essential
to understand how these components interact within the collaborative AR space.
The strength of CARIS lies not just in how these foundational components — People,
Interaction Portals, and Physical Features — interact within the AR space but in their
interplay, fostering dynamic and meaningful interactions. Each component’s dynamic
relationships support the continuous, proxemic-aware flow of interactions across users,

devices, and space, facilitating a seamless transition between collaborative modes.

People — People
Within the CARIS framework, interpersonal interactions are as dynamic as
the AR space itself. People can shift from private, individual engagement to
more public, collaborative modes, reflecting the fluid nature of proxemics in co-
located AR. This flexibility supports various forms of perception sharing, ranging
from individual views to group-wide broadcasts, thus enhancing collaborative

immersion.

People — Interaction Portal
People’s interaction with portals goes beyond the device-centric model, allowing
them to share perspectives and engage in deixis with ease. CARIS’s structure
accommodates both private and shared interactions across portals, empowering
users to manage their visibility and deictic references effectively. This shift
facilitates proxemic-informed deixis that promotes clearer, more intentional

collaborative exchanges.

People — Physical Feature
Physical Features within CARIS act as spatial anchors that support both shared
and private collaborative zones. By positioning devices and AR content in
relation to physical elements like tables or walls, users can control the visibility
and accessibility of AR content. For instance, a user might place an AR object
on a shared table for public viewing or create a “Privacy Fence” around specific

content, balancing control proxemics with the need for shared interaction.

CARIS is shaped by empirical research on co-located AR and theoretical concepts
from proxemics and Computer-Supported Cooperative Work (CSCW). This research

reveals the importance of fluid, flexible interactions across users, devices, and physical
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space, underscoring the need for a shared, cohesive AR experience that supports
collaborative engagement. By synthesising these insights, CARIS offers a structured
approach to designing AR systems that honour proxemic principles in a shared
interaction space.

The CARIS framework builds on the theoretical insights of proxemics, transform-
ing these into an operational model for co-located collaborative AR. By defining
three core components and exploring their dynamic interplay, CARIS establishes
a proxemic-aware AR space where users, devices, and physical features interact
seamlessly. This framework invites AR designers to craft flexible, socio-spatially
responsive AR systems that foster genuine collaboration, bridging the gap between
individual agency and collective engagement.

This approach aligns CARIS more explicitly with proxemic insights, creating
a natural transition from the theoretical to the practical. Each component is
clearly related to proxemic functions (perception, deixis, control), grounding the
framework in the socio-spatial principles discussed in the prior chapter. This ensures
that CARIS is not only a continuation but also a realisation of the proxemic lens

tailored for collaborative AR.

6.2.3 Inspiring Design Guidelines

Using the components that established the foundational elements of the CARIS
framework, we examine the guiding principles that inform its design. Drawing
inspiration from empirical studies in co-located collaborative domains [7, 67, 126,
200], as well as findings throughout this thesis, we discern important considerations
for the shaping of collaborative AR systems. These studies not only highlight
the challenges inherent in AR-mediated collaborations but also suggest potential
pathways to mitigate them.

The CARIS framework captures these insights and advocates for a paradigm
shift in how we perceive the capabilities of AR handheld devices. Instead of a siloed,
individual-centric perspective, CARIS envisions a cohesive space where all components
are interconnected and contextually aware. This vision led us to formulate four
central design guidelines for co-located AR collaboration, each deeply rooted in
tried-and-true co-located collaborative practices. Here, we elucidate the core design

guidelines that underpin the CARIS framework:
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D1 - Enable Proximity and Orientation
To enable natural and fluent interactions, it is imperative to consider the spatial
relationships between the CARIS components. The way we physically interact
and communicate with other people, as well as objects in our daily lives, is
profoundly influenced by spatial relationships [7, 63, 75]. These proxemic
considerations offer invaluable insights into group processes and dynamics.
Furthermore, the gradual engagement between digital devices as a function of
proximity — ranging from mere awareness to progressive reveal and eventual
information transfer — underscores the importance of these spatial relationships
in the design of collaborative systems [125]. As such, systems that adhere to the
CARIS framework should prioritise the proximity and orientation of components
within the system to facilitate and enhance interactions with the surrounding

components.

D2 - Support Device Mobility
Mobile devices are not inherently confined to a specific interaction space. This
allows users to select their desired viewing angles by orienting the device in
a manner that suits them. This freedom of movement and orientation of the
device has paved the way for cross-device sharing techniques [33, 126]. However,
challenges arise with static content on devices that are meant to be dynamic.
The resultant mobility can sometimes hamper the user experience, especially
when users are expected to change their viewing perspectives frequently [217].
Current AR applications generally do not factor in the flexibility of roaming
within the virtual space, restricting user interactions. Adherence to the CARIS
framework implies that systems should accommodate and even encourage micro-
mobility during content interactions. They should also ensure that larger-
scale interactions are seamless, facilitating user movement within the virtual

environment [200].

D3 - Support Collaborative Transitions
Collaborative transitions, from a user’s primary focus to secondary areas of
interest, are crucial in co-located AR collaborations. The fluidity between the
collaboration styles, from loose interactions to tightly coupled interactions, is
paramount for fostering seamless collaboration [89, 200]. However, existing AR
applications often fail, lacking the agility to allow users to quickly transition be-

tween focal points and various collaboration styles without affecting operational
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flow [46, 217]. For AR systems that adhere to the CARIS framework, there is
an implicit need to incorporate techniques that allow rapid switching between
primary and secondary collaboration styles or interaction spaces, ensuring

uninterrupted and harmonious collaboration [126].

D4 - Provide Multiple Alternatives
When considering flexible social interactions in group collaborations, it is vital
to offer users flexibility in their interactions. Research has highlighted the
importance of “supporting multiple alternative manipulation opportunities to
achieve the same effect” [67]. Current AR applications often have a single,
prescribed way to complete an interaction, which can constrain the fluidity of
co-located collaborations. Systems designed with the CARIS framework in mind
should entertain the idea of multiple avenues of interaction. For example, a
user could physically approach another participant to share a view or receive a

method to see this view by proxy without the need for physical relocation.

6.3 System Implementation

Building upon the established foundational elements and inspired by the design
guidelines, we present the system implementation of the Collaborative Augmented
Reality Interaction Space. Pioneering interaction techniques as realised in Chap-
ter b, our system upholds recognised principles of co-located collaboration, such as
proxemic and cross-device interactions. Developed as an iOS mobile application, the
CARIS system champions the co-creation of structures in synchronous, co-located
environments. Drawing cues from Minecraft [134] and Blocks [71], it empowers users

to prototype AR scenes using coloured blocks through an intuitive interface.

6.3.1 System Architecture and Component Structure

The CARIS system follows a modular component-based architecture where each
component is responsible for handling user input, managing tools, processing in-
teractions, and synchronising across devices. The architecture consists of the

following core components:

1. Collaborative Features: Drawing inspiration from common tabletop collab-
oration strategies such as territoriality [184], we developed a solution in which

the building process is managed through collaborative plots. Users can claim
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Figure 6.3: Two of the core features of the CARIS system implementation. The left
figure shows a full and empty plot, and the right figure shows the Geofence placement.

plots, build on them, or work collaboratively. This feature allows users to
manipulate entire structures, including moving, rotating, scaling, resizing,

copying, saving, deleting, and replacing plots (see Figure 6.3 (left)).

An additional feature, Geofence (see Figure 6.3 (right)), allows users to define
spatial boundaries around specific areas or physical objects. The Geofence
creates a rectangular public space within the collaborative system, while
anything outside remains private. Users can dynamically scale and rotate the

Geofence, affecting all enclosed plots accordingly.
2. Input Handling and Tool Management:

o InputHandler: Captures user interactions, such as screen taps, ges-

tures, and device movement.

« ToolManager: Determines the currently active tool (e.g., BuildTool

for placing objects).
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« Selected Tool (e.g., BuildTool): Executes user actions based on the

tool’s state.
3. Plot Management and Object Placement:

« PlotGlobal: Manages global modifications to plots, ensuring consistency

across multiple users.

o PlotLocal: Handles local object placement before broadcasting changes

to the network.

o Unity Object Integration: Converts user interactions into AR-rendered

objects in the virtual scene.
4. Network Communication and Synchronisation:

« NetworkHandler: Passes updates to the NetworkLayer, ensuring real-

time collaboration.

o NetworkLayer: Utilises Apple’s Multi-Peer Connectivity Framework to

synchronise interactions across devices.

e Anchor Points & Shared Dot Clouds: Ensures that all devices align

3D spatial coordinates in the same AR environment.

6.3.2 Flow of Information in CARIS

The CARIS system processes interactions through a structured flow of information.
User actions propagate through multiple system components before being rendered
in the AR environment and synchronised across devices. The interaction flow begins
when a user engages with the system (e.g., tapping the screen) and passes through
input handling, tool selection, spatial processing, and network synchronisation.
At the core of this flow, the ToolManager dynamically switches states based
on the system’s current state, the object the phone is focused on, and the touch
interaction. This ensures the system interprets user inputs contextually and selects

the appropriate action.
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Figure 6.4: Example flow of information during block placement in CARIS

General Flow of Information While multiple interaction flows exist in CARIS,

a generalised pipeline follows these steps:

1. The user initiates an interaction (e.g., tapping the screen, dragging an

object), which is first processed by the InputHandler.

2. The ToolManager determines the active tool (e.g., BuildTool, DeleteTool),

switching states accordingly.

3. The selected tool executes the action, modifying a targeted AR object
(e.g., an AR plot handled by PlotGlobal or PlotLocal).

4. If the action affects a local AR object, PlotLocal updates the Unity

environment, rendering the changes visually.

5. If collaboration is required, the NetworkHandler transmits updates to the

NetworkLayer.

6. The NetworkLayer synchronises changes across all connected devices,

ensuring consistency.
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7. Other devices receive and apply the update, ensuring a shared and

synchronous AR experience.

Example: Block Placement Flow An example of this flow can be seen in
Figure 6.4, which illustrates how information moves through the system when placing
a block in AR. In this case:

e The ToolManager determines that the user is using the BuildTool.
e Both the PlotManager and the Plot are notified of the interaction.

o The Plot or PlotManager then modifies the local scene, placing the block within
AR.

o This updated information is shared with other peers via the network layer to

ensure synchronisation.

This structured flow enables CARIS to support real-time co-creation, ensuring
that local interactions are efficiently processed and consistently reflected across all

devices in the collaborative AR space.

6.3.3 Interaction Space

CARIS defines the input and output of interactions as separate units, providing a
foundation for flexible software interactions. Unity’s in-built event system makes it
possible to create valuable classes that define an input or an output. The event system
ensures that the output components, which subscribe to certain input components,
receive information as user input information. This gives us a set of high-level
input and output components that facilitate the configuration of individual parts,

allowing explorative and flexible studies.

Input Events

A set of input interactions has been implemented in the system. Primary input
includes orienting the phone and clicking on the display. To determine which objects
users wish to manipulate, they simply point a crosshair in the middle of the screen
at the given object. This gives users the means to focus on objects by changing the
orientation of the phone, which engages more muscle memory and frees up screen
space for other interactions. For now, screen interactions include left-click, right-click,
continuously pressing, long-click, erase gesture, scale gesture, and rotate gesture.

Other means of input into the system include the following.
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(b) BRING PORTALS TOGETHER (c) BRING TOGETHER AND SHAKE

a4

Figure 6.5: Illustration of input actions in the CARIS system. (a) Point and Click:
Users interact by aligning their device’s crosshair with an object or another portal and
tapping, allowing for selection without direct touch input. (b) Bring Portals Together:
Users initiate interaction by moving two AR portals into close proximity, triggering a
spatial event. (c) Bring Together and Shake: In addition to proximity-based interaction,
shaking the device while portals are near each other activates a distinct input event. These
techniques leverage spatial positioning, device movement, and proxemic interactions to
enable more natural and intuitive user experiences.

(a) POINT AND CLICK

Point and Click As devices are aware of each other’s coordinates and angles,
looking at other portals also gives valuable input. In the system, each portal
has a ring attached, which you can click through your own interaction portal.
This fires an event, and the output may involve one or both of the portals. This

is illustrated in (a) on Figure 6.5

Distance to Devices Utilising distance to other phones provides a foundation for
interesting interaction abilities. For example, shaking or clutching one’s phone
when close to others triggers two different events. These are illustrated in (b)

and (c) on Figure 6.5

Distance to Plots Distance to plots also serves as meaningful information for
implicit interaction with the environment. This concept draws on proxemics
and how distance from objects in the physical world changes, complicates or

prevents interaction.

Output Events

Output events can be configured to listen to any type of input event, provided there
is a sensible connection between the two. The following output events include both
the manipulation of objects and the change in viewpoint to increase flexibility

and aid communication.
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(a) A wuser decides to peek (b) The user’s view is split into (¢) The user can flip between
through another user’s portal by two, with the other user’s portal views by clicking the bottom
aiming and pressing the screen. being the new main view. right corner.

Figure 6.6: Demonstration of Perspective Peeking.

Save, Load, or Duplicate Objects House manipulation allows much more than
the placement and removal of blocks. This includes placing, moving, erasing,
duplicating, scaling, rotating, saving, loading, and resizing the grid size of the

plots.

Perspective Freeze To increase communication flexibility, users can freeze the
current frame on the display. Freeze frames break the continuous timeline of

augmented reality and can provide a focal point for discussion.

Perspective Peeking To aid visual communication between users, a peek-interaction
allows FaceTime-similar communication, where a user sees both their own and
can be shown simultaneously (see Figure 6.6). For two or more peers to share,

an identical view gives way to well-informed conversations and discussions.

Visual Guidance Expanding on the ideas of peaking, peers can create guidance
objects whose purpose is twofold. First, they spawn camera points through
which users can peek in the same manner as peeking through other portals.
This is interesting. Second, they provide a guide in the air from which users can

obtain the same view of the world as when the frame was created. If a specific
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task involves creating something with a specific point of view in mind, this may

be useful.

Geofence Building and marking the Geofence requires selecting three points in the
environment from which a rectangle can be defined. The act of choosing these
points, as well as rotating and scaling the fence, are acts of output and require

coordinates.

6.4 Study Design

In our research, we used the CARIS system to explore collaborative activities within
a synchronous, co-located setting. Our study participants were engaged in co-creation
tasks that encompassed a range of collaboration levels and roles. The objective of
this study was to gain insight into the dynamics of collaboration, the impact of
spatial configurations, and the effectiveness of various interaction techniques in a
CHAR environment. This involved a comprehensive examination of the behaviour of
the participants and the tasks performed. The data collected was then analysed to

identify patterns, challenges, and opportunities that could inform CHAR systems

future design and implementation.

6.4.1 Participants

A total of 20 participants were recruited for this study using a snowball sampling
method. The participant group was diverse, with 10 individuals identified as female,
8 as male, and 2 as non-binary. The study did not impose special requirements on
participants. The tasks assigned during the study were abstract co-creation tasks
framed within the context of architectural design. This theme was introduced as
part of a narrative during the study to engage the participants and provide a context
for the tasks. Most of the participants (19 of 20) were between 18 and 24 years
old, with one participant falling in the age bracket of 25 to 34 years. No previous
experience with AR was required for participation, although 11 participants had
used AR technologies before the study. Examples of their previous AR experiences
included applications like Pokémon Go, Harry Potter: Wizards Unite, Apple’s
product visualisation feature, and various social media filters. All participants owned

and regularly used at least one mobile device, such as a mobile phone or tablet.
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6.4.2 Apparatus

The study was conducted in a circular meeting room, which was chosen for its
ability to facilitate free movement around semi-fixed and fixed furniture. Chairs
were provided, but participants were explicitly informed before and during the study
that they were not required to remain seated. On arrival, participants were asked to
complete a consent form, followed by a prestudy questionnaire. This questionnaire was
designed to gather basic demographic data and information on previous participants’
experiences with AR technologies. Each participant was provided with an iPhone
11, equipped with a 6.1" display, with the CARIS application preloaded onto it for
the duration of the study. At the start of the study, the participants were seated
across from each other on one side of the table, with the researcher positioned at the
opposite end. For the purpose of data collection and note-taking, pens, NASA-TLX
forms, and an SUS form were made available to participants. These materials were
to be used at specific intervals during the study, as well as whenever participants

wished to write down any observations or thoughts.

6.4.3 Tasks

Our study focused on examining collaborative dynamics in the context of Augmented
Reality (AR) through a task termed the ‘City Co-creation Task’ This task aimed
to understand the natural progression and nuances of collaboration without strict
guidelines. To accomplish this, the task was divided into various subtasks, which
included directives like “add more greenery to your houses” and “in pairs, build a fire
station”, among others. Although participants were provided with some direction,
such as the need to transition to dyad work at specific moments, they were largely
given creative freedom. This approach allowed us to observe organic collaborative
behaviours as they emerged in the AR setting without imposing specific spatial

dynamics or collaboration strategies.

6.4.4 Data Collection and Analysis

Each session was recorded on video to analyse the group’s collaborative behaviours,
including collaborative styles, F-formations, and context switches. Context switches
were identified as instances where users disengaged from the system’s immersion,
i.e. looked away from their device. Alongside the video, the investigator recorded

observations that corresponded to the video events. After the session, participants
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completed a NASA-TLX questionnaire to gauge their subjective workload and a
System Usability Scale questionnaire to evaluate the system’s performance. A semi-
structured group interview concluded the data collection. During this, reflections
on tasks and feedback from the questionnaires facilitated deeper discussions. We
analysed the data collected using ChronoViz [50]. The video and investigator notes
were coded for collaborative practises and participant interactions. We followed a
grounded theory approach and used open coding. We used a framework of Tang
et al. [200] and modified it according to Chapter 3 to include groups of four and
multiple devices. Our focus was on individual participants for system immersion

and on group and subgroup dynamics when coding F-formations.

6.5 Results
6.5.1 Interactions

Distribution of "Perspective Peek" Interactions Over Session Duration
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Figure 6.7: Distribution of “Perspective Peek” Interactions Over Time. Each dot
represents a unique instance of the interaction, with its vertical position indicating the
duration.

In the analysed session, the “Perspective Peek” interaction technique was employed
12 times by the participants. The average duration of these interactions was
approximately 7.91 seconds. However, the duration exhibited variability, with some
instances being brief and others extending longer. When examining the temporal

distribution of these interactions, they were found to be spread throughout the session,
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suggesting sporadic usage based on need rather than regular intervals. Additionally,
when contextualised within a 1-minute window around each “Perspective Peek”
occurrence, the technique was frequently associated with context-switching events,
especially for participants labelled P2 and P3. Furthermore, the technique was
often used during collaborative styles characterised by individual focus, both with
and without verbal communication. This suggests that users might resort to the
“Perspective Peek” technique during moments of individual concentration, task

transitions, or when adjusting to new contexts.

Distribution of Immersion Percentages Across All Participants
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Figure 6.8: Boxplot visualising the distribution of immersion percentages across all
participants. The central line within the box represents the median immersion level. The
interquartile range (IQR), indicated by the width of the box, demonstrates the range
within which the middle 50% of participants’ immersion levels fall. The whiskers of the
boxplot extend to the minimum and maximum values, providing a comprehensive overview
of immersion variations.

6.5.2 Context Switching

To analyse the immersion of the user within our system, we examined the context
switches during the task. Context switches were defined as moments when users
removed themselves from the immersive experience of the system. Data was extracted
from the video coding of these switches, and each entry captured both the start
and end times of the interruption. To quantify the level of immersion of each

participant, we calculated:

Total Non-Immersed Timep,,

Percentage Immersed p,, = 100 — ( x 100)

Task Duration

Where Pn represents a participant (e.g., P1, P2, ...), and Total Non-Immersed Timep,

is the sum of all durations of context switches for that participant. In cases where
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Timeline of Context Switches with High Context Switch Periods (2-minute Rolling Average) Highlighted
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Figure 6.9: Timeline illustrating the context switches of four participants (P1 to P4).
Each horizontal bar indicates a period during which a participant disengaged from the
immersive experience, while the crosses represent momentary switches. The highlighted
regions, shown in a light yellow overlay, indicate periods with a significantly high number
of context switches based on a 2-minute rolling average.

the start and end times of a context switch were identical, a default duration of
one second was assumed, representing a brief momentary lapse in immersion. We

also calculated the total immersion time using:

Total Immersion Timep,, = Task Duration — Total Non-Immersed Timep,

For visual analysis, we illustrate the rolling average of context switches over time
by group (see Figure 6.10). The graph presents the rolling average of context switches
over a 2-minute window for each group (G1 to G5) during the AR task. The rolling
average, calculated at every second, provides a smoothed representation of how often
participants transitioned between tasks or contexts. Each group is delineated by a

distinct line, allowing for comparisons between the different groups.

1 t
~ Window Size . Z

i=t—Window Size+1

Rolling Average(t) Context Switches(i)

This rolling average was calculated over a 2-minute window for each group to
further elucidate patterns in the context-switching behaviour across participants.

This analytical approach facilitated the identification of periods characterised by
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Rolling Average of Context Switches Over Time by Group
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Figure 6.10: Rolling average of context switches over a 2-minute window for each group
(G1 to G5) during the AR task. The graph illustrates the frequency of context switches,
with each group represented by a distinct line. The rolling average offers insights into the
periodicity and consistency of participants’ engagement and transitions during the task.

increased or diminished context-switching activity. By plotting these rolling averages,
distinct trends emerged, revealing intervals during the task where participants,
collectively, were more prone to disengage from the AR system. Reference to the
rolling average graph (see Figure 6.10) underscores these pivotal moments. In
particular, the highlighted regions in the graph mark periods where the frequency of
context switches notably exceeded the rolling average. Such intervals may correspond
to parts of the task that were either inherently challenging or where the AR interface
possibly introduced ambiguities. Conversely, periods with a low frequency of context
switches, lying below the rolling average, signify moments of sustained immersion,
potentially indicating smoother user interactions or more intuitive task segments.

The analysis of immersion levels centred on the time durations in which the
participants were not immersed, which served as an indicator of distraction or loss of
engagement. A summary of the non-immersion times and corresponding immersion
percentages for each participant can be found in Table 6.1. On average, participants
in G1 were not immersed for about 187.3 seconds. Those in G2 experienced an
average non-immersion duration of 186.5 seconds. G3 participants, on the other hand,

had the highest average non-immersion time across all groups, with a mean duration
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Table 6.1: Non-Immersion Times and Immersion Percentages for Each Participant

Participant  Non-Immersion Time (s) Immersion (%)

P1 240.0 89.57
P2 134.0 94.18
P3 219.0 90.49
P4 156.0 93.22
P5 199.5 89.73
P6 169.0 91.30
pP7 239.0 87.70
P8 138.4 92.88
P9 287.0 86.91
P10 283.0 87.09
P11 153.0 93.02
P12 145.0 93.39
P13 173.0 93.36
P14 119.0 95.44
P15 287.0 88.99
P16 270.0 89.64
P17 203.5 92.08
P18 61.7 97.60
P19 205.8 91.99
P20 321.7 87.47

of 217.0 seconds. Participants in G4 and G5 were not immersed for an average of
212.3 and 198.2 seconds, respectively. A deeper dive into individual performances
revealed that P20 had the most prolonged non-immersion time of 321.7 seconds.
For a complete view of all participants’ immersion levels, we refer to Figure 6.8,
which provides a visual summary of the data distribution. The median immersion
level, represented by the central line within the box, was approximately 91.64%.
The interquartile range (IQR), indicated by the width of the box, ranged from
89.43% to 93.26%, which indicates that the middle 50% of the participants had
immersion levels within this range. The whiskers of the boxplot extended from
the minimum value of 86.91% to the maximum value of 97.60%. No outliers were

detected, suggesting consistent engagement across all participants. This uniform
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engagement underscores the effectiveness and appeal of the collaborative co-creation

AR tasks presented to the participants.

6.5.3 System Usability

Participants evaluated the CARIS system using the System Usability Scale (SUS),
responding to ten statements on a five-point Likert scale (1 = strongly disagree, 5
= strongly agree). The average scores and standard deviations for each statement
are summarised in Table 6.2.

Table 6.2: Summary of System Usability Scale (SUS) Scores, showing the average score
and standard deviation for each statement.

Statement Average Score Standard Deviation
S1 2.50 1.000
S2 2.95 0.759
S3 2.65 1.040
S4 2.15 1.268
S5 3.20 0.834
S6 3.25 1.020
S7 2.90 0.718
S8 2.45 1.050
S9 2.45 1.146
S10 2.35 0.988

S1 - I think that I would like to use this system frequently.
S2 — I found the system unnecessarily complex.
S3 — I thought the system was easy to use.

S4 — I think that I would need the support of a technical person to be able to use
this system.

S5 — I found the various functions in this system were well integrated.
S6 — I thought there was too much inconsistency in this system.

S7 — I would imagine that most people would learn to use this system very quickly.
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S8 — I found the system very cumbersome to use.
S9 — I felt very confident using the system.

S10 — I needed to learn a lot of things before I could get going with this system.

The highest-rated statement was S6 (M = 3.25, SD = 1.020), indicating that
participants found the system somewhat inconsistent. Similarly, S5 (M = 3.20,
SD = 0.834) suggested moderate agreement that the system’s functions were well
integrated. The lowest-rated statement, S4 (M = 2.15, SD = 1.268), reflected a
perception that users did not require significant technical support to use the system.
The overall SUS score — calculated based on adjusted participant responses — ranged
between 32.5 and 87.5, with an average of 67.5 (SD = 18.7). These results suggest
a mixed user experience, with some participants finding the system intuitive while
others encountered usability challenges. Notably, the lowest SUS score (32.5) was
observed for one participant (P1), whereas the highest scores (87.5) were recorded

for two participants (P2 and P20), illustrating the variation in perceptions.

Average Adjusted Score for Each SUS Statement Distribution of Overall SUS Scores
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Figure 6.11: System Usability Scale (SUS) Analysis. (a) Average adjusted scores for each
of the ten SUS statements, highlighting the variability in participant responses to different
usability aspects of the system. S5, related to the integration of functions, stands out with
a notably high score. (b) Distribution of overall SUS scores across participants, showcasing
a varied user experience with notable peaks around scores of 32.5 and 87.5.

Visualisations were constructed to offer a clearer representation of these findings
(see Figure 6.11). A bar graph detailed the average adjusted score for each SUS
statement, with S5 related to the integration of functions, which is particularly
highlighted. A histogram further illustrated the distribution of overall SUS scores,

indicating a varied user experience with peaks around scores of 32.5 and 87.5.
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6.5.4 NASA-TLX Analysis

NASA-TLX Workload Ratings

801

Mean Score

Workload Dimensions

Figure 6.12: Distribution of NASA-TLX scores across six dimensions of perceived
workload during an AR-based co-creation task. Each bar represents the mean score, with
error bars indicating the standard deviation. This visualisation highlights variations in
participants’ experiences across different workload dimensions.

To assess the perceived workload of the participants during the task, a NASA
Task Load Index (NASA-TLX) was used. This subjective workload assessment
tool was used to gauge participants’ experiences across six dimensions: Mental
Demand, Physical Demand, Temporal Demand, Performance, Effort, and Frustration.
Each participant rated their experience on a scale from 0 (very low) to 100 (very

high) for each dimension.

Mental Demand
Among the 20 participants, the mean score for mental demand was found to
be 48.75 (SD = 16.37), ranging from a minimum of 20 to a maximum of 75. It

captures the cognitive and perceptual challenges encountered during the task.



6. Designing Collaborative Spaces in Mobile Augmented Reality: Integrating
Proxemics and Cross-Device Interactions 156

Physical Demand
For this metric, participants generally found the task to be not physically
demanding. The mean score was 28.00 (SD = 17.27), with scores ranging from
5 to 65. Given the AR nature of the task, it is noteworthy that the physical
demand was relatively low, suggesting that the task was not overly taxing on

the physical faculties of the participants.

Temporal Demand
Temporal Demand had a mean score of 50.50 (SD = 25.64). The scores for this
dimension, which gauges perceived time pressure, ranged from 10 to 90. This
wide range provides information on participants’ varied experiences, some of

whom may feel more rushed than others.

Performance
The self-assessment of the performance of the participants produced a mean
score of 34.50 (SD = 25.75), with scores ranging from 5 to 85. This dimension
evaluates how successful participants felt they were in completing the co-creation
task.

Effort
The level of effort required to achieve their level of performance produced the
highest mean score of 57.00 (SD = 22.27). Scores for this dimension ranged from
20 to 90, indicating a notable degree of variability in perceived effort among

participants.

Frustration
The levels of frustration among the participants had a mean score of 33.00 (SD
= 23.59), with individual scores ranging from 5 to 85. This dimension captures
feelings of insecurity, discouragement, irritation, and stress versus feelings of

contentment and relaxation during the task.

6.6 Discussion

In examining the influence of providing multiple alternatives for the same task within
co-located AR on collaboration styles such as F-formations, a critical aspect to
examine is the interaction cost associated with each alternative. The interaction cost,

which encapsulates the cognitive, physical, and temporal efforts necessary to engage
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with these alternatives, could influence user preferences and, consequently, shape
collaborative dynamics. For example, if an alternative presents a high cognitive load,
such as complicated procedures or a steep learning curve, users might face challenges
in collaboration, resulting in potential disruptions in collaboration dynamics. On
the other hand, alternatives that reduce cognitive demands but perhaps increase
physical or temporal costs could trigger different collaboration patterns as users
negotiate the balance between mental and physical effort. Furthermore, the ability
and speed with which users can switch between alternatives might be influenced by
these interaction costs. If an alternative switch entails high interaction costs, users
might be disinclined to change their method of task execution, thereby influencing

the versatility and adaptability of collaborative processes.

6.6.1 Perceived Workload of CARIS

Our reference system was used in a co-creation task, where participants collaborated
as architects to build a city. This presented varied workload experiences as captured
by the NASA-TLX scores. This multidimensional assessment of subjective work-
load metrics offers valuable insights into the task’s demands and the participants’
perceived experiences.

Mental Demand scores - with a mean of 48.75 - suggest a moderative cognitive
challenge for users and a usable system. With the SUS average score located at around
67.5, we see an above-average usability for the system. Given the collaborative nature
of the task, as well as the AR interface, participants had to engage in both spatial
reasoning and coordination with others in both the real world and the virtual plane.
Although the scores did not reach the extreme high end of the scale, it indicates
that there is moderate cognitive involvement. The low mean score for Physical
Demand (28.00) shows that the system allows users to interact seamlessly without
imposing undue physical strain. Although we observed that participants would often
put themselves in uncomfortable positions to reach places on their buildings (for
example, standing on a chair, reaching high on tiptoes, and crouching on the floor),
the low physical demand is indicative of an interface that does not require excessive
manipulation. We observe a wide range in Temporal Demand scores, with a mean of
50.50. Participants were given 10 minutes for each subtask, and some participants
might have felt time pressure more acutely than others. This could be attributed to
variations in individual working pace or perhaps specific subtasks being more time-

consuming than anticipated, particularly toward the end of the study. Performance,
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with its mean score of 34.50, highlights that participants generally felt that they
were somewhat successful, but the wide score range suggests variability in perceived
achievements. This could be a result of varying levels of familiarity with AR systems
but also indicative of the learning curve for new interaction techniques provided or
certain subtasks being more challenging than others. Effort was the most notable
metric, with the highest mean score of 57.00. This suggests that the participants felt
they had to exert themselves strongly. This could be due to the multifaceted nature
of the tasks. Not only were participants engaged in a co-creation task within an AR
environment, but they also had different tasks asked of them, requiring negotiation,
planning, and execution. The Frustration level, with a mean of 33.00, was moderate,
yet we observe its range is quite broad. This indicates certain pain points in the
system or the task that caused frustration for some participants but not for others.

The NASA-TLX scores provide a nuanced understanding of the perceived work-
load during the co-creation task. While certain dimensions like Physical Demand
were favourably low, areas such as Effort and the variability in Temporal Demand
and Performance suggest avenues for further refinement in the system interface.
Future iterations should focus on providing clearer guidance to improve usability

and reduce perceived effort.

6.6.2 System Usability

The CARIS framework and, in turn, the reference system were conceived as a response
to the challenges encountered in co-located AR collaborations. Its primary aim is
to showcase the evolution of interaction techniques that buttress well-established
co-located collaborative principles. Given this backdrop, the results from the SUS
questionnaire offer a lens into how participants perceived the system’s usability.
The statement “I think that I would like to use this system frequently” receiving
an average score of 2.50 indicates that while some participants might find frequent
use appealing, some participants harbour reservations. However, all participants
currently do not work or have regular use for AR in their everyday lives, and as such,
the moderate score here could be attributed to this, considering CARIS is designed
for collaborative use in synchronous AR environments. One participant mentioned
during the discussion that they “do not have a need for the system” (P19) so they
wouldn’t use it, however, they think “some of the techniques would be useful for other
tasks, like if I was presenting I could broadcast” (P5). Feedback from statements like

“I found the system unnecessarily complexr” and “I thought the system was easy to
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use” provides insight into the system’s user-friendliness and intuitiveness. The study
aimed to delve into collaborative dynamics in the AR realm, particularly through a
co-creation task. When asked about this, the participants generally agreed that the
system was “nice and fun to use” (P6), but the techniques “need getting used to as
[they] forgot about them after a while” (P14) and that the “interface was easy to use,
but there were times [they] forgot what techniques [they]| could use” (P15). As just a
reference system and exemplar implementation, the system is just used as a proof of
concept, and one participant mentioned, “it reminds me a lot of Minecraft in some
ways, but I think there’s a learning curve before it becomes second nature” (P12).

The combination of quantitative results and qualitative insights from the discus-
sion suggests that there is an appreciation for the techniques. Participants’ compar-
isons to established platforms like Minecraft underscore its potential. However, the
learning curve and the occasional forgetfulness about available techniques highlight
areas for refinement. As AR continues to mature and find more commonplace
applications, systems like our reference could pave the way for more intuitive and

efficient collaborative experiences.

6.6.3 Context Switches & Immersion

The delicate balance between immersion and real-world engagement is central to
the design and usability of AR systems. Our analysis of context switches offers
unique insights into this equilibrium. A context switch, as defined within our study,
represents a momentary lapse in the immersive experience, a moment when the user
temporarily disengages from the AR environment. Such disruptions serve as markers,
highlighting the points of friction between the AR experience and the demands of
the physical environment or the user’s cognitive load.

Our results indicate variable immersion rates among participants. While some
maintained a high level of engagement, occasionally breaking away, others exhibited
more frequent interruptions. The reasons for such context switches could be manifold.
External stimuli, interface complexities, cognitive overload, or even simple curiosity
could draw users away from the immersive experience. Momentary context switches,
those lasting just a second, may hint at rapid distractions or brief uncertainties in the
user’s interaction with the system. On the other hand, extended interruptions might
be indicative of more profound challenges, possibly related to task comprehension,
usability of the interface, or real-world distractions. The patterns of these changes

among participants offer another layer of understanding. Periods with a high context



6. Designing Collaborative Spaces in Mobile Augmented Reality: Integrating
Proxemics and Cross-Device Interactions 160

switching frequency, exceeding the 2-minute rolling average, might denote universally
challenging or ambiguous sections of the task. Such collective disruptions could be
areas where the AR interface or task design needs refining. Alternatively, there could
also be moments when the real-world environment presented challenges, necessitating
a break from AR immersion. It is crucial to note that while uninterrupted immersion
is often lauded as an ideal state for AR experiences, consistent engagement without
breaks might not always be desirable. Extended, unbroken immersion could lead
to cognitive fatigue or detachment from necessary real-world interactions. Context
switches, in moderate amounts, might serve as essential cognitive “breathers”,
allowing users to recalibrate, reorient, or even just rest momentarily.
Understanding the dynamics of context switches and their implications for
immersion can offer actionable insights to AR system designers. A nuanced balance
between immersive engagement and real-world reconnection is crucial to creating
AR experiences that are not only captivating but also cognitively sustainable and

contextually aware.

6.7 Conclusion

In this work, we have demonstrated how proxemics theory can be used as a conceptual
lens articulating collaborative AR systems and their properties. Through a design
space exploration, we explored how interaction techniques for handheld multi-user
AR applications can be designed to either align with or go beyond reality. This work
has highlighted how there can be a many-to-many relationship between different
collaboration styles and F-formations. Based on this exploration, we present reality
and beyond as a continuum for designing co-located collaborative AR systems,
illustrating how we can design AR systems to extend enacted proxemics or support
flexibility in interpersonal distance and orientation. Finally, we highlight how
proxemics can be used to understand the tradeoffs in the design of AR in relation

to perceptual, deixis, and control proxemics.
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In this chapter, the contributions of this thesis to the broader field of HCI are
summarised, including progress toward answering the three research questions intro-
duced in Chapter 1. The chapter also reviews the key contributions and implications,
discusses directions for future work in Section 7.5, and concludes in Section 2.4.

This thesis explored how Augmented Reality (AR) has emerged to enhance co-
located collaborative experiences by integrating innovative interaction techniques
and applying proxemics theory as a new conceptual lens to cross-device collaborative
handheld mobile AR. The previous chapters have examined both the theoretical
and practical aspects of the effects of handheld AR on co-located collaborations.
The work contributes to the field of HCI, and in particular to the field of CSCW,

in the following ways:

1. In Chapter 3, the current dynamics of handheld mobile augmented reality
technology in co-located collaborative environments were explored, providing

a comprehensive analysis of how these interfaces presently influence group
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interactions. By conducting an empirical study focused on the interaction
patterns and attention within group tasks, the chapter maps out a nuanced
understanding of collaborative challenges posed by current AR interfaces but
also points to under-explored areas, such as the effect AR complexity has on
co-located group dynamics. The observed high frequency of context switches
in mobile AR, which contribute to mental load and reduced collaboration,
suggests that further in-depth analysis is warranted. The insights gained from
this chapter contribute substantially to the design of interaction techniques
and lay the foundations for a focused research agenda in augmenting co-located
collaborations through handheld mobile AR.

2. In Chapter 4, the impact of device configurations and sizes on mobile augmented
reality (AR)-mediated collaboration is thoroughly explored, providing valuable
insights into the subtleties of cross-device collaborative work. Through a
structured study, this chapter examines how different mobile device sizes and
setups influence collaboration strategies, behaviours, and effectiveness in AR
settings. The findings highlight the differences in how participants approach
and interact with AR tasks depending on their device’s form factor and setup.
This exploration contributes to a deeper understanding of the physical and
cognitive demands of handheld mobile AR. It highlights several under-explored
areas, such as the role of device symmetry and screen size in collaborative
efficiency. This chapter reveals that mobile device configurations, including
size and symmetry, influence collaboration strategies, behaviours, and efficacy
in co-located AR settings. These insights advance the design and application of
interaction techniques in mobile AR, setting a focus on device attributes within
AR for enhancing user experience in cross-device computing within co-located

collaborative environments.

3. In Chapter 5, the application of proxemics theory is introduced as a conceptual
lens for understanding and designing co-located collaborative AR systems.
Proxemics, in this case, provides a socio-spatial perspective, allowing designers
to consider how AR interactions can align with or go beyond real-world spatial
configurations. Through this lens, the chapter explores how AR systems
shape interpersonal dynamics by supporting a range of collaborative coupling
styles and physical proximities. By detailing design principles and interaction

techniques, this chapter establishes a socio-spatial vocabulary that aids in
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understanding and creating AR systems tailored for enhanced co-located
collaboration. This conceptual framework encourages AR applications to
move from isolated user interactions to cohesive, context-aware multi-user

experiences, strengthening the field’s approach to co-located collaborative AR.

4. In Chapter 6, we present a novel conceptual framework that integrates AR
with collaborative work environments. Focusing on the seamless merging of
virtual information and the physical world, the framework addresses spatial
and contextual dynamics often overlooked in traditional AR systems, thereby
advancing collaborative dynamics in co-located settings. By extending in-
teraction paradigms beyond individual usage to support complex, intuitive
group interactions, this chapter not only broadens the application of AR in
collaborative contexts but also sets new standards for immersive, user-centric
collaborative technologies. This approach not only enriches HCI and CSCW
research by providing a practical example of innovative system architecture
but also pushes the boundaries of how digital and physical environments can

interact to enhance collective engagement and productivity.

In the next section, we use the results of these discussions to revisit the research

questions set at the beginning of this thesis.

7.1 Revisiting Research Questions

This thesis explores how current mobile AR applications affect co-located collab-
orations and introduces ways to better these collaborations. In this section, I
revisit the research questions from Chapter 1 and summarise the findings from
the corresponding studies for each question. The superordinate research question

addressed in this thesis is as follows.

How do mobile handheld Augmented Reality interfaces impact co-located collabo-

rative work and inform the design of future Augmented Reality systems?

To help address this question, we formed three sub-research questions (RQ1-
RQ3). As an initial step in setting the scene for the rest of the thesis work, in
Chapter 2, we looked at the transformative capabilities of AR in enhancing collab-
orative environments, mainly focusing on its integration within Human-Computer

Interaction. AR’s ability to merge digital information with the physical world
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enhances the user’s sensory perception and transforms interaction dynamics in
shared spaces. Despite its advanced integration, current AR applications often lack
a comprehensive understanding of how AR can dynamically facilitate and enhance
co-located collaborative interactions, mainly through the nuances of spatial and
social contexts. As such, the need has emerged to conceptually and practically
explore how AR technologies can be designed to support and enrich collaborative
experiences in various real-world settings effectively. However, we first needed an
understanding of how groups interact with a standard, basic AR system, leading

to the formulation of my first sub-research question:

RQ1: How do current group dynamics and practices affect co-located
collaborations enhanced by handheld mobile AR applications?

In Chapter 3, the investigation centred on the influence of mobile handheld AR
technology on co-located group interactions. We mainly focused on collaborative
practices mediated by these mobile handheld devices. We conducted a detailed study
examining the dynamics of collaboration between groups using mobile handheld AR
to interact with virtual models in a real-world setting. This research found that mobile
AR could induce significant context switching and influence group collaboration
styles. Participants often switched between interacting with the AR environment and
engaging directly with other group members. These switches were influenced by the
complexity of the tasks and the AR models used. We also found that mobile device
handling often distracted participants from smoother collaborative interactions. The
necessity of constantly managing the device interface while participating in group
tasks added a layer of complexity to the collaborative process. We also saw that, as
the complexity of AR models increased, there was a noticeable change in how groups
collaborated. Simpler models facilitated more dynamic and engaged collaboration,
while complex models tended to lead participants to focus more on their individual
interactions with the AR system, reducing overall group discussion and interaction.
Based on these observations, we proposed five design recommendations to improve
collaborative experiences in AR. These included ways of improving the user interface
to minimise the introduction of new interaction techniques that minimise the need
to context switch and increase immersion.

With a better understanding of the People aspect of co-located mobile handheld
AR collaborations, I shifted my attention to the devices. With the changes in
model size and participants’ comments mentioning a larger device size may help,
we wanted to look into how this might affect user interactions, leading to the

second research question:
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RQ2: How does device size and configuration affect the facilitation of
co-located mobile AR collaboration?

In Chapter 4, we investigated the effects of mobile device size and configuration
on collaborative strategies and behaviours in a co-located AR setting. The study
examines explicitly the interaction dynamics between dyads using different combina-
tions of mobile phones and tablets. We explore how these variables influence task
performance, communication patterns, and the overall effectiveness of collaboration.
We saw that different device configurations affected how participants interacted with
the AR environment and with each other. Larger screens facilitated better shared
viewing and interaction, while smaller screens tended to promote more personal
engagement with the device. This difference in screen size and the resulting visibility
of the information affected how the participants coordinated and shared tasks. The
configuration of the devices also influenced the collaboration strategies adopted by
the participants. When both participants used devices of similar size, there was a
more balanced interaction and task sharing. However, asymmetrical setups often
led to one participant taking a lead role, especially when manipulating complex 3D
models in the AR space. The study also revealed that device configurations impacted
task performance, with different configurations favouring certain types of tasks over
others. For example, tasks that required detailed examination of 3D models were
easier to perform on larger tablets, providing better visibility and less occlusion.
Communication patterns varied with device configuration, and participants using
the same type of device communicated more fluidly and coordinated their actions
more effectively than mixed-device pairs. This was attributed to a more consistent
user experience and the ease of sharing visual content.

Finally, having investigated two major components of co-located handheld AR
collaborations — People and Interaction Devices — taking principles identified in both

studies, we formed the final sub-research question:

RQ3: How can we operationalise design principles into a design space
that enhances co-located mobile AR collaborations?

In Chapter 5 and Chapter 6, this thesis delves into operationalising design prin-
ciples into a structured design space aimed at enhancing co-located mobile AR
collaborations. Building on the foundational insights from CollabAR and DeviceAR
chapters, this section introduces a comprehensive framework that integrates the

dynamic and proxemic interactions essential to collaborative handheld AR systems.



7. Discussion 166

By applying the conceptual lens of proxemics, Chapter 5 articulates how socio-
spatial considerations, such as perceptual, deixis, and control proxemics, shape
user interactions in co-located settings. This lens frames how collaboration styles
intersect with device configurations, extending the coupling styles framework to
a broader, many-to-many relationship between F-formations and AR-mediated
collaboration styles.

Expanding on these theoretical insights, Chapter 6 illustrates the practical
application of these design principles through an exemplar system that showcases
how interaction techniques can span from aligning with reality to going beyond
reality. This continuum enables a flexible, proxemic-aware AR design space that
can adapt to the shifting spatial needs of users engaged in collaborative tasks. For
instance, Remote Sketch and Perspective Broadcasting allow for fluid shifts between
closely and loosely coupled interactions, supporting synchronous and asynchronous
communication among co-located users.

The chapters address how specific design principles can transform into a tangible,
flexible design space that prioritises user engagement and interaction fluidity in shared
augmented spaces through this dual approach. By offering structured guidelines that
leverage socio-spatial awareness, the framework supports the creation of handheld
AR systems that actively enhance collaborative tasks in diverse settings, setting a

foundation for more intuitive, effective, and adaptable AR experiences.

7.2 Broader Implications and Relation to Prior
Work

This section explores the broader implications of the study’s findings on co-located
collaborative handheld AR and situates them in the context of prior research.
The discussion spans proxemics, mobile handheld AR, cross-device collaboration,
group collaboration strategies, and methodologies, highlighting both the theoretical

contributions and the practical applications of my work.

7.2.1 Proxemics in Collaborative AR

Applying proxemics in collaborative AR introduces a nuanced understanding of
socio-spatial configurations and interpersonal dynamics within shared digital environ-
ments. This study builds on foundational insights from Hall’s proxemic theory [75],

positioning proxemics as a core analytical lens for designing and evaluating handheld
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AR systems. By contextualising proxemic interaction through perceptual, deixis, and
control dimensions (as introduced in Chapter 5), we identify practical implications

for enhancing collaborative user experiences in AR settings.

Perceptual Proxemics and Shared AR Spaces

Perceptual proxemics, as defined in this study, address the spatial relationships that
govern user access to shared AR content. Prior research by Mentis et al. [131] high-
lighted that shared perceptual access is critical for effective collaboration, particularly
when users interact with complex, information-dense AR objects. This study extends
these insights by demonstrating that flexible perceptual configurations, such as the
Freeze Frame and Perspective Broadcasting techniques, allow users to adaptively
manage their viewpoints relative to collaborative content. By enabling users to
“freeze” their perspective or broadcast views across devices, these techniques support
fluid transitions between individual and shared focus within an AR environment. This
flexibility in viewpoint configuration not only enhances user awareness of collaborative
content but also reduces physical constraints on interpersonal positioning, a key

consideration identified by Sereno et al. for co-located collaborative AR [188].

Deixis Proxemics for Effective Spatial Referencing

The concept of deixis proxemics, where users communicate through spatial referencing,
is particularly relevant to collaborative handheld AR settings. Prior findings, such
as those by Billinghurst et al. on deictic referencing in virtual environments [13],
emphasised the value of natural gesturing in AR. Techniques such as Spatial Reference
and Remote Sketch expand this notion by allowing users to share and annotate
perspectives across devices, thereby facilitating precise communication without
necessitating physical co-location. This approach aligns with recommendations from
Chapter 3, where enhancing deictic flexibility was identified as essential for bridging
the gap between real and virtual interaction spaces. Incorporating remote sketching
capabilities offers an innovative solution for maintaining alignment across diverse
F-formation configurations, thereby supporting both tightly and loosely coupled
collaborative modes as described by Tang et al. [200].
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Control Proxemics and User Autonomy

Control proxemics within collaborative AR settings address the allocation and
regulation of user control over shared and individual AR objects. Including a
Privacy Fence technique exemplifies how proxemic-informed design can afford users
autonomous spaces within a shared AR environment. This concept is rooted in
the idea of “territories of interaction,” as initially discussed by Kendon in relation
to spatial interaction boundaries [104]. By allowing users to establish personal
territories within a collaborative space, this feature acknowledges and adapts to
the socio-spatial nuances of co-located work, providing both shared and individual
engagement options. This implementation mirrors findings from Grgnbaek et al. on
proxemic transitions in shared interfaces [65], enabling more seamless transitions
between individual and group interactions while respecting personal space boundaries

within a collective environment.

Proxemics Beyond Reality and Cross-Device Flexibility

Going beyond reality through cross-device interactions adds an additional layer of
flexibility to proxemic configurations in AR. As this study explored, techniques such
as Remote Peeking and Perspective Broadcasting enable users to seamlessly transition
between private and shared views across multiple devices, irrespective of their physical
positioning. These techniques resonate with the cross-device proximity concepts
presented by Marquardt et al. [126], whose research emphasises the importance of
flexible device-sharing mechanisms in collaborative spaces. By leveraging networking
capabilities and adaptive perspective-sharing mechanisms, proxemics can support
interaction designs that go “beyond reality,” enabling users to navigate and interact
with AR content in ways that are not spatially or physically constrained. This
concept challenges the one-to-one correspondence between interpersonal distance and
collaborative coupling styles outlined by Tang et al. [200], proposing instead a many-

to-many relationship where various proxemic and collaborative configurations coexist.

7.2.2 Implications for Mobile Handheld AR

The findings from this thesis accentuate the unique role of handheld AR in shaping co-
located collaborative experiences, providing insights into how mobile AR’s form factor,
interaction styles, and technological affordances influence group interaction and task

performance. Mobile handheld AR enables new forms of spatial and contextually
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aware collaboration, facilitating interaction with digital objects in shared physical
spaces. However, findings from studies within both Chapter 3 and Chapter 4 reveal
that this form of AR can also impose substantial cognitive and physical demands on
users, potentially limiting its collaborative effectiveness. Here, we discuss the broader
implications of these findings for the development and implementation of handheld
AR systems in collaborative settings, focusing on three main areas: cognitive load,

group dynamics, and device handling.

Cognitive Load and Task Engagement

A recurring theme throughout the chapters was the high cognitive demand associated
with handheld AR interactions, especially when users were required to engage in
continuous context-switching between physical and digital realms and encountered
more complex virtual models. As indicated in the CollabAR study (Chapter 3),
tasks involving complex virtual models frequently resulted in high mental load, with
users expressing frustration and needing to redirect focus between the AR interface
and other group members. This finding highlights a key challenge in handheld AR.
While AR can support collaborative tasks by overlaying digital information within
physical environments, the cognitive overhead associated with maintaining spatial
and object-based awareness can detract from user engagement and collaboration
quality. Previous research in collaborative AR [12, 81, 106] has similarly pointed to
the need for AR interfaces that better manage cognitive demands, as cognitive load
influences both task efficacy and group interaction [46]. As handheld AR applications
are increasingly integrated into educational, professional, and social environments,
reducing cognitive load through improved stability, visual clarity, and interaction

flow may help to maintain collaborative momentum and reduce fatigue.

Impact on Group Dynamics

The thesis findings suggest that handheld AR, by requiring individuals to hold and
manage their devices, often leads to more individualised interaction patterns, which
can influence group cohesion. For example, in the DeviceAR study (Chapter 4),
participants using asymmetric device configurations (such as phone + tablet) ex-
hibited behaviours that prioritised individual device interaction over collaborative
engagement, aligning with findings in cross-device systems, where asymmetry can
create task division [127]. Additionally, complex models that necessitated high levels

of attention to AR content tended to limit verbal and face-to-face interaction among
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group members. This aligns with observations in tabletop interfaces, where personal
device usage in collaborative settings can dilute shared focus and increase individual
tasking [25, 146]. For future handheld AR systems, designers may consider collabo-
rative features that support simultaneous, multi-user interactions while minimising
device-related barriers, such as dynamic view-sharing or simplified gesture-based

controls that facilitate fluid interaction between physical and digital environments.

Device Handling and Physical Demand

Physical demand was a critical factor in shaping user experience across the CollabAR
and DeviceAR studies (Chapter 3 and Chapter 4), as participants frequently reported
the need to hold, move, and adjust their devices to maintain visual clarity of virtual
models. This aspect was particularly noticeable with larger, heavier devices, which,
while offering improved visibility, also increased fatigue and impeded task fluidity.
The challenge of continuously holding up handheld devices aligns with prior research
highlighting the “gorilla arm” effect [83] and suggests a need for device-handling
support in future AR designs. The inherent physical demands of handheld AR
could be mitigated by incorporating ergonomically optimised grips or implementing
augmented stability features. This would likely increase comfort, reduce cognitive
interference due to physical discomfort, and thus enhance collaborative effectiveness.
Further, the findings suggest that future research could explore alternative forms
of AR display, such as lighter or head-mounted options, to reduce the continuous
handling burden, particularly for longer or more complex collaborative tasks.
Overall, this thesis illustrates the potential of handheld AR to foster innovative,
collaborative experiences in co-located settings. At the same time, the findings
emphasise the need for user-centred improvements that address cognitive load, social
dynamics, and physical demands. These broader implications contribute to a growing
body of research aiming to optimise AR interfaces for collaborative work, ultimately
guiding the development of handheld AR systems that are more intuitive, engaging,

and effective for co-located group interaction.

7.2.3 Implications for Cross-Device Collaboration

The findings from this thesis highlight implications for the development of cross-device
collaboration within handheld Augmented Reality (AR). The CARIS framework,
building on prior conceptualisations from the CollabAR and DeviceAR chapters,

illustrates the potential for integrating multiple devices in a unified AR collaboration
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space [26, 68]. By incorporating proxemic principles, such as perception, deixis, and
control, CARIS aligns with previous research showing that spatial dynamics between
devices and users can optimise collaboration within co-located environments [7,
63]. This approach emphasises the value of cross-device interactions that allow AR
content to extend seamlessly across devices, facilitating collaborative engagement
while minimising the interruption of immersion.

A key implication of cross-device collaboration in handheld AR, as supported by
the findings in the DeviceAR chapter, is the necessity of fluid, adaptable interfaces
that respond to users’ proxemic shifts. Cross-device applications in handheld AR often
require users to navigate complex digital-physical interactions, such as transitioning
between individual tasks on personal devices and group tasks involving shared
AR content. The findings in CollabAR suggest that by enabling proxemic-aware
transitions, such as moving from individual to shared perspectives, AR systems
can create a more cohesive and immersive experience [67, 200]. However, these
transitions also present challenges in managing attention and context switching, as
participants engage with both personal and shared spaces, an issue observed in the
study of context switching within collaborative AR tasks.

Furthermore, CARIS’s inclusion of Interaction Portals as dynamic, proxemic-
aware entry points into the AR environment suggests that the flexibility of AR spaces
can be enhanced by allowing for diverse interaction modalities across devices [7].
As seen in the architectural design study, Interaction Portals facilitate seamless
collaborative transitions by adapting to proxemic changes, thus enhancing deixis
and shared control over digital content. This adaptability is particularly relevant
for cross-device AR systems that may support dynamic interactions across different
device types, such as handhelds, head-mounted displays, or tabletop devices [68,
89]. These findings extend the theoretical implications of proxemics by showing
that spatially aware interaction techniques can foster collaborative engagement and
accommodate individual user preferences, which has the potential to reduce cognitive
load in multi-device AR scenarios.

Additionally, integrating proxemic principles into cross-device AR collaboration
highlights the importance of supporting multiple interaction alternatives, as suggested
by CARIS’s component-based structure. This flexibility allows AR systems to meet
varied collaborative needs and styles, aligning with previous research that advocates
for adaptable interaction frameworks in AR [26]. The implications of these findings

suggest that AR systems designed with cross-device collaboration in mind must go
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beyond static interfaces, offering dynamic, proxemically aware options that enable
users to navigate between devices and modes of interaction effortlessly. Such designs
not only support more cohesive collaboration but also align with the overarching
goal of reducing device-centric limitations within AR spaces [33, 68].

The CARIS framework’s application of proxemics to cross-device AR systems
presents actionable insights for future AR design. By facilitating proxemic-aware
transitions and supporting multi-device interactions, CARIS offers a pathway towards
more flexible, collaborative AR environments. These findings show the potential
of proxemic integration to address challenges of immersion and cognitive load,
setting the stage for a new wave of AR systems that fully leverage the collaborative
potential of cross-device interactions.

7.2.4 Implications for Group Collaboration Strategies

The research conducted through the CollabAR and Device AR studies illuminate how
handheld AR interfaces shape group collaboration strategies in co-located settings,
with findings indicating both enabling and constraining effects on collaboration.
Specifically, the analysis reveals how device configurations, model complexity, and
the inherent limitations of handheld AR drive users to adopt distinct collaboration
strategies, such as Independent Work, Turn-Taking, Synchronous Work, and Divided
Work. This section discusses the broader implications of these observed strategies,
particularly in relation to group dynamics, task management, and the evolving

expectations of collaborative AR systems.

Influence of Device Configuration on Strategy Selection

Device configuration significantly impacts the strategies that groups adopt when
collaborating in AR. As demonstrated in the DeviceAR study, symmetric device
configurations (e.g., phone + phone or tablet + tablet) tended to facilitate more evenly
distributed participation, enabling groups to adopt synchronous work strategies that
allowed both users to interact with the AR content simultaneously. In contrast,
asymmetric configurations, such as tablet + phone, often led to a “leader-follower”
dynamic where one participant took on a more active role in interacting with the
AR content, while the other participant observed or supported. This pattern aligns
with findings in cross-device collaboration [26, 127], where device asymmetry can
create an unintentional hierarchy, leading participants to divide tasks or take turns in
managing interactions. This thesis suggests that future AR systems should consider
how device symmetry or asymmetry can affect group dynamics, especially in contexts

where equitable collaboration is essential.
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Task Complexity and Adaptive Collaboration Strategies

The research also emphasises how the complexity of virtual models influences
collaboration strategies, with groups frequently adapting their approach based
on task demands. In the CollabAR study, simpler models with lower cognitive
demands encouraged more synchronous and discussion-oriented strategies, allowing
participants to adopt synchronous or shared-view approaches that involved simul-
taneous inspection and rotation of virtual objects. However, as task complexity
increased, participants commonly switched to independent or turn-based strategies,
especially in multi-device configurations, to manage the cognitive load associated
with complex model features. This finding aligns with previous work showing that,
in collaborative settings, high task complexity often necessitates more individualised
approaches to minimise cognitive overload [46, 184]. The implications here suggest
that AR interfaces could benefit from adaptive interaction modes that respond to
task complexity, enabling users to fluidly transition between independent, turn-based,

and synchronous modes as task demands fluctuate.

Group Dynamics and Collaboration Equity

The thesis findings highlight a critical implication for collaboration equity in handheld
AR: the format and accessibility of interaction with virtual content can impact how
engaged each group member feels. For instance, the DeviceAR findings indicate
that larger devices, such as tablets, afforded a more equitable view and facilitated
synchronous engagement. However, smaller devices or those with limited visibility
created instances where participants had to rely on turn-taking, often reducing
the overall sense of collaboration equity within the group. This supports existing
research on co-located collaborative devices that suggests device size and interaction
mode influence group balance and communication richness [106, 120]. Future AR
applications could integrate features that promote shared control, such as dynamic
resizing, screen sharing, or multi-view capabilities, to ensure that all participants

have equal access to AR content regardless of device size or configuration.

7.2.5 Implications for Methodologies

The exploration of collaborative Augmented Reality (AR) in this thesis highlights
key methodological implications for studying multi-device, proxemic-aware systems.

Drawing on approaches utilised in the CollabAR, DeviceAR, Conceptual Lens,
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and Framework chapters, this research adopts a diverse methodological foundation,
encompassing empirical observational studies, empirical design evaluation studies, and
research-through-design methods. This methodological plurality reflects the nuanced
requirements of collaborative AR studies. It highlights the need for adaptable,
mixed-method approaches to capture the complex interplay between users, devices,
and spatial contexts.

A primary methodological insight from this research is the importance of empir-
ical observational studies in establishing a baseline understanding of collaborative
dynamics. For example, the observational analysis conducted in Chapter 3 provided
foundational insights into user behaviours and interaction patterns as they engage
with AR in a co-located, device-centric setting without control groups. By observing
participants under uniform conditions, the empirical approach established patterns
that could inform future comparative studies. In a similar vein, the empirical analyses
in Chapter 4 further highlighted how device configurations within collaborative AR
can influence interaction outcomes. These empirical studies collectively reinforce the
value of initial observational methods, providing a baseline that contextualises the
impact of subsequent interventions and design adjustments on user experience.

The research-through-design approach undertaken in Chapter 5 represents an-
other methodological insight, especially for creating and testing principles-based
frameworks in collaborative AR. The conceptual lens developed here grounded the
CARIS framework in a proxemic-driven understanding of socio-spatial dynamics in
collaborative settings. By iteratively refining the CARIS framework based on design
principles grounded in this thesis, the research-through-design approach allowed
for the synthesis of empirical findings and theoretical principles into a structured,
adaptable toolkit for cross-device AR interactions. This iterative design process not
only established CARIS as a conceptual model but validated it as a practical tool
for enhancing user engagement in AR environments. This demonstrates the capacity
of research-through-design to bridge theory and practice effectively in multi-device
AR systems by integrating proxemics directly into the design space.

Building upon the principles and insights from research-through-design, the
empirical design evaluation study in Chapter 6 provided practical demonstrations
of the CARIS framework through the implementation of an exemplar system. This
small-scale, empirical study allowed the framework’s principles to be tested under
real-world collaborative conditions, capturing data on user immersion, context

switching, and interaction with AR features. This design evaluation demonstrated
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the operational effectiveness of CARIS and highlights the importance of iterative,
empirically-grounded testing in assessing the framework’s ability to support proxemic-
aware, cross-device AR collaboration. This methodology emphasises how empirical
design evaluation is essential for validating design frameworks, enabling researchers
to explore how theoretical constructs perform in practice.

The diversity of methods adopted in this thesis highlights the broader implication
that AR studies benefit from a mized-method approach that captures both quantitative
and qualitative aspects of collaboration. Given the multi-dimensional nature of
collaborative AR, quantitative measures alone may overlook the nuanced ways
users adapt to new interaction techniques or the subjective factors influencing user
satisfaction and engagement. For example, quantitative data on context switching
provided insights into user immersion, while qualitative feedback on interface usability
offered a deeper understanding of user experience aspects that metrics alone might
miss [135]. This mixed-method approach allows for a richer, more holistic view of
user experience, crucial for the development of functional, user-centred AR systems.

In summary, this thesis demonstrates that studying collaborative AR requires a
flexible, iterative methodology that accommodates the complexity of multi-device,
proxemic-aware interactions. By integrating empirical observational and design eval-
uation studies alongside research-through-design, this research offers a comprehensive
methodological framework that advances our understanding of collaborative AR
while establishing a foundation for future studies. This multi-method approach
highlights the importance of capturing diverse data types and balancing theoretical
development with practical experimentation, laying the initial foundations for more

robust and user-responsive AR design methodologies.

7.3 Implications for Future Design in Collabora-
tive Settings

The following section details implications for the future design of AR systems in
collaborative settings, broken down into technical, empirical, and design-specific
recommendations. These considerations stem from the study’s findings. They are
informed by prior research, emphasising technical constraints, empirical observa-
tions, and innovative design ideas that can facilitate more effective and engaging

collaborative AR, experiences.
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7.3.1 Technical Implications

The technical aspects of AR system design are critical in shaping user experience
and effectiveness in collaborative contexts. Our study identified several technical
challenges, such as device handling, context-switching, and latency, that significantly
impact the fluidity of collaboration. These findings reinforce prior work by Henrysson
et al., who identified the importance of stable and synchronised views for collaborative
AR tasks, especially on handheld devices [81].

Device Handling and Stability

Our results highlighted the necessity for enhanced device handling solutions in hand-
held AR. Users frequently encountered interruptions due to the need to continually
adjust their devices to maintain stable views, which aligns with observations by
Norman regarding the cognitive strain imposed by device manipulation [147]. Future
AR systems should implement stabilisation features, such as “view-clutching” mecha-

nisms, that allow users to lock their view temporarily to mitigate these interruptions.

Low-Latency Cross-Device Synchronisation

Low-latency communication is crucial for maintaining synchronised views across
devices during collaborative tasks. Similar to findings by Gutwin and Greenberg, who
observed the importance of workspace awareness in collaborative systems [72], our
study found that delays in content synchronisation disrupted collaboration. Future
AR designs should employ robust communication architectures that support real-time
data exchange even in low-bandwidth environments, ensuring that content remains

synchronised across devices to minimise disruptions.

Scalable Network Infrastructure

To support the potential scalability of AR systems in real-world deployments, systems
must be designed to handle variable group sizes and network conditions. Building
on recommendations by Sereno et al. regarding the flexibility of AR in group
settings [188], future systems should incorporate network architectures that can
dynamically adapt to larger user groups without compromising performance. This
would involve modular design principles and adjustable data handling protocols to

optimise resource allocation based on group size and network quality.
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7.3.2 Empirical Implications

Our findings also present empirical implications for understanding user behaviour,
collaborative strategies, and interaction patterns in AR settings. By analysing these
factors, future research can provide deeper insights into user needs and inform the

design of AR systems that better support co-located collaboration.

User Behavioural Patterns

As shown across this thesis, user behaviour in collaborative AR settings is shaped by
a combination of proxemic dynamics and cognitive demands, which arise from the
complexities of collaborative tasks. Proxemic awareness emerged as a central factor,
influencing how users positioned themselves relative to AR content and one another.
Consistent with Mentis et al.’s findings on proxemics as a facilitator of natural
collaboration [131], this research observed that users frequently adjusted their spatial
orientation and distance to better interact with shared AR content. For instance, the
Freeze Frame interaction technique enabled users to capture and share specific AR
perspectives, allowing other collaborators to view frozen snapshots without needing
to be physically close. This technique proved especially helpful in maintaining focus
in complex tasks, as users could shift between real-time and static views, thereby
enhancing group awareness without disrupting their proxemic arrangement.

Cognitive load was also a key consideration, with context-switching metrics
providing insights into engagement and the demands of AR tasks. These metrics
allowed us to quantify the impact of various interaction techniques, offering a
practical way to assess how collaboration styles, device handling, and immersion levels
influenced user engagement. For example, the Remote Sketch technique supported
context-switching by allowing users to annotate a frozen frame and broadcast it to
the group, enabling clear, deictic references without requiring all collaborators to
be in the same viewing angle or physical space. This reduced the need for physical
repositioning, helping users manage their cognitive load by minimising unnecessary
context switches and focusing on relevant task information.

Future AR systems can benefit from refining these proxemic-responsive metrics
to provide a deeper understanding of how proximity-based cues and task-switching
interactions jointly influence cognitive load, interaction quality, and overall user
experience. By developing frameworks that integrate proxemic cues with context-
switch measures, designers can better support adaptable, user-centric collaborative
AR environments that seamlessly align with the spatial and cognitive needs of

co-located users.
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User-Centric Evaluation Metrics

This thesis identifies the diversity of user roles, collaboration strategies, and spatial
interactions in collaborative AR settings, highlighting the importance of user-centric
evaluation metrics that capture the nuances of individual experiences, task demands,
and collaborative contributions. Consistent with Billinghurst and Henrysson’s
recommendation for tailored metrics in collaborative AR [19], this research reinforces
the ongoing need for metrics that reflect subjective workload assessments, role-based
task performance, and engagement levels to provide a holistic overview of user
experience and collaboration quality.

These user-centric metrics should also consider role-based interaction patterns,
proxemic preferences, and task complexity, enabling designers to examine how
individuals in primary or supportive roles navigate collaborative AR environments.
For instance, extending proxemic theory in AR design can clarify how users adjust
spatial configurations and interpersonal distances to optimise engagement, as observed
in applications like Blocks [71], where users’ relative positioning affects shared
understanding and ease of collaboration. Furthermore, incorporating context-
switching measures can help quantify cognitive load shifts that arise during complex
or overlapping tasks, allowing for insights into how proxemic and cognitive dynamics
intersect to impact user performance and satisfaction.

Ultimately, these user-centric metrics empower designers and developers of collab-
orative AR spaces to create adaptive, responsive AR systems that meet individual
needs in collaborative environments. By focusing on role-specific engagement, spatial
orientation, and cognitive demands, future evaluations can guide AR designs that
flexibly cater to both collective and individual user experiences, thereby enhancing

collaborative efficacy and user satisfaction across varied AR contexts.

7.3.3 Design Ideas

The design recommendations from this study suggest several innovative ideas that
could improve the usability and collaborative potential of future AR systems. These
design ideas draw from empirical observations and align with the principles and

theories discussed in prior research.
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Adaptable Collaboration Styles

Our findings indicate that users benefit from the ability to switch fluidly between
different collaboration styles, ranging from tightly coupled to loosely coupled in-
teractions. This supports the perspective of Billinghurst et al., who highlighted
the need for flexible collaboration modes in AR [13]. To accommodate this, future
AR designs could incorporate dynamic collaboration modes that adjust based on
user activity and context. For instance, features like synchronised views for tightly
coupled tasks and isolated perspectives for individual work could allow users to

engage in varied collaboration styles as needed.

Intuitive, Multi-Modal Interfaces

The user interface plays a crucial role in determining how easily users can per-
form collaborative tasks in AR environments. In line with Norman’s concept of
affordances [147], our study found that intuitive visual cues and straightforward
interaction methods reduced cognitive load and improved task performance. Future
systems should leverage multi-modal interfaces that integrate visual, auditory, and
tactile feedback to accommodate diverse user preferences and enhance task efficiency.
Incorporating gestures, voice commands, and haptic feedback could further enrich

the interaction experience and reduce reliance on manual device handling.

Role-Specific Control Mechanisms

Our study observed that users naturally adopted roles, such as leader or navigator,
during collaborative tasks. This aligns with findings by Schmidt regarding the
importance of role distribution in collaborative work [180]. Future AR systems
could support these natural roles by providing role-specific controls, where each user
has access to features tailored to their function within the group. For example, a
“lead navigator” could control navigation and viewpoint settings, while other users
might access annotation tools or model manipulation features, enhancing group

cohesion and reducing task redundancy.

Adaptive Spatial Interaction Proxemics

Our findings emphasise the need for AR systems to respond dynamically to user
positions and proximity in shared spaces. Echoing the spatial interaction principles
noted by Kirk et al. in mixed reality systems [107], future designs could integrate

proximity-based interaction zones that enable seamless transitions between private
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and shared spaces. Adaptive spatial boundaries could be defined to allow specific users
exclusive access to particular content while enabling others to view or interact within

designated zones, thus accommodating both shared and individual engagement.

Equitable Participation and Inclusivity

The importance of equitable access to shared content emerged as a crucial design
consideration. Reflecting findings by Li et al. on balancing control and visibility in
collaborative AR [116], future designs should include shared control mechanisms
and flexible visibility options that promote inclusivity and equitable participation.
For instance, enabling all users to contribute and view content from different
perspectives—without any single participant dominating the interaction—could
enhance engagement and make collaborative AR more accessible across varying

skill levels and abilities.

7.3.4 Design Guidelines

Building on the findings, ideas, and theoretical insights presented in this thesis, we
outline a set of design guidelines aimed at shaping future AR systems to enhance
collaborative experiences. These guidelines distil key observations on user behaviour,
spatial dynamics, and interaction affordances into actionable recommendations,
bridging empirical findings with design practice. Each guideline addresses a specific
aspect of collaborative AR, from supporting fluid transitions between collaboration
styles to fostering inclusivity and accessibility. By embedding these principles
into AR design, future systems can better support the diverse needs of users in

co-located, multi-device environments.

D1 - Fostering Seamless Collaboration

This study observed that user collaboration in handheld AR often shifts between
tightly and loosely coupled interactions, as users alternated between individual tasks
and group discussions. Billinghurst and Kato and Rekimoto and Nagao emphasise
that effective collaboration systems should support seamless transitions between these

modes to enhance overall interaction quality [14, 166]. Therefore, we recommend:

e Design for Varying Collaboration Styles. AR systems should provide
flexible interaction modes that adapt to various collaboration styles, enabling

users to alternate smoothly between shared and individual views. For example,
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features like shared workspaces and synchronised views can support a tightly
coupled approach when needed while providing independent views for tasks
that require individual focus.

o Enable Fluid Interaction Transitions. Integrating techniques such as
Perspective Sharing (for shared understanding) and Freeze Frame (to stabilise
the view when pausing) allows users to move seamlessly between collaborative
and individual tasks. This fluidity can help users maintain engagement
without cognitive disruption, aligning with Schmidt and Bannon’s articulation
work model that emphasises the importance of minimising context-switching
friction [180].

D2 - Enhancing User Experience

The study found that constant device reconfiguration and handling detract from
user focus and introduce cognitive strain, especially in complex tasks. In line with
Norman’s affordances concept, it’s critical for handheld AR systems to offer intuitive,

streamlined interactions that minimise user effort [147]. To achieve this:

o Prioritise Intuitive Interfaces. User interfaces should be designed for ease
of use, particularly to support first-time or casual users. Visual cues and
clear feedback mechanisms (e.g., prompts for successful marker recognition
or realignment assistance) are essential to reduce configuration work, making

complex tasks easier to navigate.

o Incorporate Adaptive Feedback. Real-time, context-aware feedback can
enhance the user experience by guiding users through tasks and adapting to
different environmental conditions. For example, dynamic visualisations and
context-sensitive prompts (e.g., distance markers or rotation aids) provide users
with the support they need to focus on task completion rather than constant

device adjustments.

D3 - Supporting Spatial and Contextual Awareness

Collaborative systems depend on spatial awareness for users to engage effectively.
Building on Gutwin and Greenberg’s findings on workspace awareness, this study
observed that mobility within physical spaces and spatial interactions were essential
for AR users to explore models collaboratively [72]. However, physical limitations
often interrupted engagement, indicating a need for spatially aware systems that

support intuitive, context-rich interactions:
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o Leverage Environmental Cues. Integrating environmental mapping, such
as spatial anchors or dynamic markers that guide users’ attention, can enhance
AR experiences by acknowledging the physical space in which collaboration
occurs. These cues can reduce physical demands by providing stable, shared

reference points that reduce the need for constant physical movement.

o Facilitate Spatial Interaction Proxemics. Interaction designs should
consider proxemic interactions, as outlined by Mentis et al. in healthcare
and Schmidt in collaborative work [131, 180]. Spatial boundaries and cues
can help manage private and public spaces while allowing participants to
observe or interact with different parts of the model based on their position.
Proximity-based interaction zones, for instance, could automatically trigger
view adjustments or highlight shared content when users are near one another,

supporting seamless transitions in group dynamics.

D4 - Ensuring Accessibility and Inclusivity

Handheld AR has the potential to engage a diverse user base across skill levels
and abilities. The limitations identified in this study around device handling and
visibility further show the need for accessible design, in line with the inclusivity goals

of modern HCI and CSCW studies [13]. Recommendations include:

o Design for Diverse Abilities. To accommodate users with varying physical
capabilities or technical expertise, AR interfaces should offer customisable
options. For example, providing alternative interaction methods, such as voice
or gesture control, can make AR more accessible to users who may struggle

with device handling.

e« Promote Equitable Participation. Ensuring that all users have equal
opportunities to contribute is essential for collaborative success. To this end,
AR systems should feature shared control mechanisms (e.g., token-based access
to tools or rotational control of shared views) and equitable visibility options

that prevent one user from monopolising the shared AR space.
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D5 - Fostering Long-Term Engagement

Given that handheld AR is often deployed as a short-term solution, this study
highlights the need for long-term usability to ensure sustained user engagement.
Drawing on insights from gaming and educational applications of AR [102, 110],

we recommend:

» Support for Longitudinal Use. For AR to integrate effectively into daily
work or learning contexts, systems must evolve to support sustained usage.
Frequent updates, user-driven customisation options, and iterative design
improvements based on user feedback will be essential to meet the demands of

ongoing engagement and adaptability.

e Encourage Continuous Learning. To keep users engaged and improve their
proficiency with AR over time, gradual exposure to advanced features and
options should be supported. This can be achieved through in-system tutorials,
staged learning paths, and community support tools, enabling users to build

confidence in navigating complex collaborative tasks.

D6 - Facilitating Real-World Deployment

Finally, achieving the collaborative potential of AR in real-world settings requires
addressing infrastructure and scalability concerns. Recognising the challenges of
networked AR, as observed in mobile applications and discussed by Billinghurst and

Kato and Szalavari et al. [15, 199], this study recommends:

e Develop Robust Communication Architectures. Reliable, low-latency
connections are critical for maintaining synchronicity in collaborative AR. Sys-
tems should be designed with fault-tolerant communication architectures that
handle fluctuations in network quality and recover smoothly from disconnections

to ensure real-time collaboration remains uninterrupted.

o Ensure Scalability and Flexibility. To support a variety of group sizes and
use cases, AR systems must be designed to scale effectively. Modular, flexible
designs can enable tailored configurations for different applications, whether
for small educational groups or large-scale industrial teams. These systems
should also be adaptable to evolving requirements, making them suitable for

deployment across diverse environments and user needs.
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These recommendations synthesise the study’s findings with insights from prior
CSCW and HCI research, focusing on enhancing the accessibility, usability, and
collaborative dynamics of handheld AR. By prioritising adaptability, inclusivity, and
context-sensitive interaction, future AR technologies can better support meaning-
ful collaboration and accommodate the diverse needs of co-located users across

varied applications.

7.4 Summary and Key Takeaways

This thesis advances the understanding and design of co-located collaborative
Augmented Reality (AR), with a particular focus on handheld mobile devices.
Through a series of empirical studies, research-through-design, and a structured
framework, this research explores the complex dynamics of group collaboration in
AR environments, providing insights that guide the design of adaptive, user-centred
AR systems. By investigating device configurations, spatial awareness, and proxemic
interactions, this work contributes a flexible design space for creating socio-spatially
aware AR systems that effectively support both individual and group collaboration.
These insights inform future AR designs, enabling developers to create immersive,
adaptable systems that enhance co-located collaboration and enrich user engagement

across a variety of applications.

o Cognitive Load and Context Switching: The studies reveal that handheld
AR interfaces impose considerable cognitive load, primarily due to frequent
context switching between digital interaction and face-to-face communication.
This observation aligns with previous findings on the cognitive strain of
managing dual interaction spaces [88]. By examining these transitions in real-
world tasks, this thesis highlights the need for AR systems to reduce cognitive
demands, particularly through design features that minimise context switches

or support smoother transitions between physical and digital engagement.

e Device Configuration and Collaborative Dynamics: Device configu-
rations influence user interaction styles and group dynamics in collaborative
AR. Larger devices, like tablets, were found to foster shared viewing and
synchronous engagement, while smaller devices tended to promote individual
focus, corroborating insights from cross-device collaboration studies [26]. This
thesis demonstrates that the physical attributes of handheld devices shape not
only cognitive load but also collaborative strategies, informing future AR design

to consider device symmetry and screen size for optimal user engagement.
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o Application of Proxemics Theory: This work applies proxemics as a
socio-spatial framework to analyse and enhance co-located collaborative AR.
Proxemics theory, which describes how spatial relationships affect interaction,
was used to define three critical dimensions in AR: perceptual proxemics, deixis
proxemics, and control proxemics. By using these dimensions, this thesis
provides a structured approach to designing AR systems that are responsive
to users’ spatial arrangements, enabling adaptive and fluid collaboration
[131, 200]. This conceptual lens expands AR interaction design, allowing
developers to embed socio-spatial cues that facilitate shared and individualised

AR experiences.

o CARIS Framework for Proxemic-Aware Collaborative AR: The thesis
introduces the Collaborative Augmented Reality Interaction Space (CARIS)
framework, which structures co-located AR collaboration around three compo-
nents: People, Interaction Portals, and Physical Features. CARIS leverages
proxemics to support spatially responsive AR interactions, such as shared
views and personal interaction zones. This framework offers practical design
guidelines, including Spatial Awareness Cues and View-Clutching, to reduce
cognitive load and support dynamic collaboration, echoing principles seen in

collaborative work research [13, 188].

e Design Recommendations for Handheld AR Systems: The research
outlines key design recommendations for handheld AR that address device
handling, collaborative flexibility, and user-centred feedback mechanisms.
Suggested features include mechanisms for stabilising user views (to minimise
physical strain), proxemic cues for spatial awareness, and task-specific toggles
for handling complex models. These guidelines are based on empirical findings
and reveal the importance of adaptive, context-aware AR systems that facilitate
both tightly and loosely coupled collaboration [147, 180].

The thesis concludes by identifying areas for future research, such as scaling
proxemic-aware AR frameworks to larger groups and investigating role-based control
in collaborative environments. It also suggests that future studies explore privacy
considerations, particularly when users’ personal and shared views converge in close
proximity [131]. These directions highlight the potential for CARIS and proxemic-
aware AR to support complex, large-scale interactions, setting a foundation for more

inclusive, immersive, and user-centred AR experiences.
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7.5 Future Work

The findings of this thesis offer a strong foundation for collaborative Augmented
Reality (AR) research, particularly in the domains of cross-device interaction,
proxemic-aware systems, and co-located, multi-user AR. While the work within
this thesis makes strong contributions, it also opens up several avenues for further
investigation. This section reflects on the limitations encountered, outlines open
questions that remain unaddressed, and presents new directions for research inspired

both by the individual studies and the synthesis of ideas across the thesis.

7.5.1 Limitations

One limitation of this research lies in the scope and scale of empirical studies.
Both CollabAR and DeviceAR chapters relied on small-scale, co-located group
studies to analyse collaboration and interaction patterns. Although these sessions
offered valuable insights into the collaborative dynamics in handheld AR, they
may not be strongly generalisable and fully capture the diverse range of contexts
and environments in which collaborative AR could be deployed. For example, the
relatively controlled lab setting may have mitigated factors such as environmental
noise or network variability, which could have an effect on collaboration in real-world
scenarios, such as network dropouts.

Additionally, the Conceptual Lens and Framework chapters, while advancing our
understanding of proxemics in AR design, were limited by the lack of long-term,
longitudinal studies. Short-term testing provided insights into proxemic interaction
patterns, but it did not capture how users might adapt to these systems over time
or how their behaviours might evolve with repeated exposure. It relied heavily on
the initial demonstration of interaction techniques and the ability of participants
to remember them. Moreover, the CARIS framework, although implemented as an
exemplar system, was not extensively tested across diverse user demographics, which

could have yielded richer data on inclusivity and accessibility in AR.

7.5.2 Open Questions and Concerns

Several open questions and methodological concerns arose throughout the research,
particularly regarding the integration and optimisation of proxemics within AR

systems. One key area is the scalability of proxemic-aware AR in larger groups or
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industrial applications. While CARIS introduced mechanisms to enable spatially-
aware, flexible interactions, it remains unclear how such systems would function in
larger, multi-room environments or with a broader range of devices beyond handheld
AR. Questions about the trade-offs in computational cost, device synchronisation,
and interface complexity in such settings also need further exploration.

Another open question pertains to user privacy in collaborative AR spaces.
Although proxemics was shown to be effective in delineating private and public
spaces, maintaining these distinctions becomes challenging as user density and
proximity increase. Future research could explore privacy-preserving AR design
strategies, examining how private and shared content can be dynamically managed
while minimising cognitive load and maintaining collaboration fluidity.

Further, the design of role-specific controls in collaborative AR, as discussed
in DeviceAR, introduces a conceptual challenge around role dynamics and control
distribution. A more detailed understanding of how roles emerge and shift in
collaborative AR could inform guidelines for adaptive role-based controls that respond

to user behaviours in real-time.

7.5.3 Emerging Ideas and New Directions

In this thesis, I propose several promising ideas for future research that were not
fully explored within this scope. One important area of potential is the integration of
adaptive learning features in AR systems, particularly to aid new users in mastering
collaborative interactions. Building on insights from the CollabAR chapter, which
demonstrated how varying levels of AR familiarity impacted interaction styles, a
learning-based feature could tailor prompts or tutorials based on real-time user
proficiency, providing smoother onboarding experiences for collaborative AR.
Future work could also focus on developing multi-modal, cross-device interaction
techniques that build on the CARIS framework’s proxemic insights. For instance,
incorporating audio cues, tactile feedback, or even holographic and spatial avatar
representations could expand interaction modalities, making collaborative AR systems
more immersive and responsive to user intent. Additionally, the potential for inte-
grating wearable AR devices with handheld devices in collaborative settings warrants
further investigation, especially in light of recent advances in wearable computing.
Another promising direction lies in the integration of Artificial Intelligence (Al) to
enhance the immersive and distraction-free nature of collaborative AR environments.

By leveraging Al-driven scene processing, future AR systems could dynamically
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filter out visual noise, such as paintings or posters on walls, to provide a cleaner
and more focused workspace. Such functionality could increase user immersion by
removing non-essential background elements, allowing users to concentrate on the
collaborative task at hand. Adaptive Al filters could also recognise and differentiate
between essential and non-essential objects in real-time, dynamically adjusting the
environment to maintain a clear view of AR content. These Al capabilities would
be particularly useful in educational or corporate settings, where a clutter-free
environment may help teams focus and work more effectively.

Lastly, this thesis opens new directions for longitudinal research that examines
collaborative AR’s impact on group dynamics, productivity, and long-term engage-
ment. Observing users in prolonged tasks or across multiple sessions could provide a
richer understanding of user adaptation and retention of collaborative behaviours
over time. Such studies would not only validate and refine proxemic-aware AR
frameworks like CARIS but also offer actionable insights for integrating AR into

everyday collaborative work, from education to industrial training.



Conclusion

This thesis explored the transformative potential of handheld mobile Augmented
Reality (AR) in enhancing co-located collaborative experiences, focusing on the
socio-spatial dynamics that influence group interactions and device configurations
in AR settings. By employing proxemics theory as a guiding conceptual lens, this
work extends the understanding of how AR systems can be designed to support
flexible, adaptive, and socio-spatially aware collaboration. Throughout this thesis, I
have aimed to identify design principles and interaction techniques that foster more
seamless and effective AR-based collaboration, addressing core research questions
and demonstrating a nuanced approach to AR system development.

In earlier chapters, we examined basic AR interactions and device configurations,
highlighting the cognitive and physical demands associated with mobile AR interfaces
in collaborative environments (Chapter 3 and Chapter 4). The findings revealed that
larger devices generally facilitate shared focus and interaction, while smaller devices
often lead to individualised interactions. The insights provided the foundation for a
flexible, proxemically grounded framework for designing AR experiences that respect
personal space while enhancing collaboration. Through this, we highlighted the
importance of developing interaction techniques that transition smoothly between
individual and group tasks, reinforcing user engagement in shared AR spaces.

In Chapter 5, we introduced proxemics as a valuable perspective for understanding
and designing co-located AR. This approach yielded a conceptual framework that
articulated the socio-spatial dynamics of collaborative handheld AR, addressing

previously unexplored factors like deixis, perceptual, and control proxemics in
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shared AR environments. The interaction techniques derived from this framework
ranged from aligning closely with physical reality to more flexible configurations
that transcend real-world constraints, illustrating a continuum of design choices that
balance physical proximity with digital flexibility. These techniques demonstrated
how AR systems could support both tightly coupled collaborations (e.g., shared
views and gestures in close proximity) and loosely coupled interactions (e.g., remote
sketching and broadcasted perspectives).

Reflecting on the findings, this thesis proposes that AR systems designed with
proxemics in mind can better accommodate diverse collaboration styles and foster
more intuitive social interactions. Techniques such as Remote Peeking, Perspective
Broadcasting, and Privacy Fence were shown to offer users various options for
personalising their interaction space, thus supporting a richer and more adaptable
collaboration style. Furthermore, these techniques illuminate the trade-offs between
providing flexibility and maintaining the intuitive, contextually relevant cues that
users rely on in real-world interactions. I suggest that future research should explore
these dynamics further, focusing on enhancing user understanding of shared virtual
spaces without sacrificing co-located cues and intentions.

In conclusion, this thesis contributes to the field of collaborative AR by offering
empirically grounded design principles, a structured framework for AR interaction,
and practical interaction techniques that guide the development of future AR
applications. By examining the unique socio-spatial interactions fostered by handheld
AR, T have highlighted the accessibility and versatility of mobile devices as a platform
for AR, which holds promise for broad adoption across collaborative settings. With
continued research and innovation, AR has the potential to reshape how people work,
learn, and connect in augmented spaces, transcending physical limitations to create

more engaging, flexible, and socially connected environments.
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