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The Soft Skills of Software Learning Development: The

Psychological Dimensions of Computing and Security

Behaviours

Matthew Ivory, BSc, MSc

Abstract

Security is critical to high-quality software, yet vulnerabilities are routinely identified.

Are cognitive and social psychology constructs relevant to software engineers’ security

behaviours? Empirical data to adjudicate this question is currently sparse. I argue that

developers’ psychology is a keystone which bridges technical knowledge and successful

code. Through a multi-phase, mixed-methods approach and five empirical work pack-

ages, I answer questions about which soft skills are valued in software engineering and

how latent psychological theories influence security behaviours. Phase one investigates

the value of psychologically rooted soft skills through explorations of graduate and edu-

cator perceptions. Success is supported by communication, teamwork, problem solving,

and critical thinking. These are translated into latent psychological dimensions: Social

Identity Theory and Dual Processing Theory of Decision Making. Phase two investigates

risk perception around secure coding in line with dual processing, establishing a complex

but important relationship between cognitive reflection and unrealistic optimism for risk

awareness. Security perceptions are explored through social identities, which modulate

how developers represent security, resulting in complex constructions of software and

personal responsibility. Identifying with others enhances developers’ responsibility, but

an absence of shared identities can lead to responsibility being rejected. A final study
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utilises dual processing theory to explain why security vulnerabilities are ‘invisible’ to

developers, using a groundwork study and power analysis to emphasise the theory’s po-

tential to explain insecure behaviours. Phase one implications and identification of latent

psychological dimensions reduce soft skill ephemerality and speak to improving software

learning development processes. Phase two implications speak to enhanced theoretical un-

derstandings of how social and cognitive psychology can explain secure coding behaviours,

practical applications of raising awareness of dangers of intuitive mindsets and improving

responsibility through freelance platform gamification, and research implications such as

power analyses. This thesis advances our current understanding of the human element in

secure coding.
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1 Introduction

Software has a significant role in modern society and is relied upon for many vital tasks.

Financial transactions, medical patient records, and nationally sensitive information de-

pend on software security to conduct actions with integrity and without interference.

Software security is invaluable for software, as malicious tampering or accidental access

to sensitive information can be damaging and potentially cause personal harm (Palassis

et al., 2021). Accordingly, software engineers need to mitigate vulnerabilities within soft-

ware.

Despite the importance of security, we are constantly identifying insecure software in

production-quality software. Over 80% of Android applications contain cryptographic

errors (Egele et al., 2013; Weir et al., 2020b), and many of the vulnerabilities are well-

known, with 70% of software containing one of the ten most common vulnerabilities (Ve-

racode, 2023), with some vulnerabilities having been common knowledge for almost two

decades. Awareness alone does not ensure software security, so other factors must influ-

ence its existence (Rauf et al., 2021).

Software is made by people for people, and it can be considered a by-product of human

behaviour (John et al., 2005). Software engineers’ cognitive and social dimensions in-

fluence functionality and security throughout software development. The psychological

influences can result in irrational behaviours leading to security not being appropriately

accounted for in software. As a result, developers’ behaviour can be positioned as a root

cause for the presence of vulnerabilities in software.

Decision making and the manifestation of behaviour can be examined through psycholog-

ical theories and measures, allowing for an increased understanding of influences. Psy-

chology in software development is not a new idea reaching as far back as the 1970s

(Weinberg, 1971), with a research focus on secure programming environments more re-

cently (Graff & Wyk, 2003). Despite this, technological developments have typically dom-
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inated software engineering (Lenberg et al., 2014), and technical interventions have been

deployed in hopes that technology can remove human influence. Exceptional software

engineers need more than just technical skills of programming and systems knowledge

(Destefanis et al., 2017), requiring interpersonal skills and critical thinking skills as well

(Groeneveld et al., 2020b). Further research is still needed to understand the role of psy-

chology within software engineering.

To best explore the role of psychological theories in secure software development, it is ben-

eficial to start from a high-level perspective by exploring the perceptions held by relevant

populations. To achieve this aim, the “soft skills” or non-technical skills that support the

application of technical skills should be targeted. Soft skills are a more familiar idea in

software engineering as a common concept of the required skills outside of programming

that contribute to project success. Soft skills are the observable manifestations of latent

psychological structures. Once we identify the valuable skills, the psychological structures

can be extracted and measured to enhance our understanding of security behaviours.

1.1 Research Questions

This PhD seeks to understand whether theories of decision making and social identity

can explain developers’ computing and security behaviours within software engineering. I

present two research questions that structure the thesis:

1. What non-technical skills (or soft skills) are valued within Computer Science and

software engineering?

2. Can psychological variables and constructs shape security behaviours within soft-

ware engineering?

To answer these, I present a series of chapters exploring how social and cognitive fac-

tors influence secure software development. The thesis is separated into two phases, with

phase 1 providing important information about soft skills valued within Computer Sci-

ence (CS) education, followed by translating these findings into more psychologically
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grounded theories. These dimensions are then tested in phase 2.

Phase 1 comprises Chapters 4 and 5, which address the soft skills delivered during a CS

higher education. Psychology theories are not well established within CS or software engi-

neering, so it is unclear which theories are best deployed for maximal effect. To mitigate

this issue, I leverage valued soft skills within these domains. They are a familiar concept

for students and professionals, meaning the skills can be used to identify the relevant

latent psychological theories that can help us determine the influence of developer’s psy-

chology for secure software development.

Phase 2 (Chapters 6, 7, and 8) targets the second research question. The psychologi-

cally motivated ideas derived from phase 1 are the Social Identity Approach (Haslam,

2012) and the dual processing theory of decision making (Evans, 2003), which are ap-

plied towards security perceptions and software vulnerability detection. These studies

demonstrate the value of these theories within software engineering and contribute to the

understanding of the psychological dimensions of computing and security behaviours.

1.2 Thesis Construction

This thesis is structured as follows:

In Chapter 2, I review relevant literature that supports the research chapters. As part of

the multi-part format, where each research chapter is an individual manuscript submitted

to peer-reviewed venues, there is a need for concision that results in the introduction sec-

tions being selective in the literature covered. Depending on the venue audience, certain

ideas or concepts are given reduced space simply because they are assumed knowledge.

Chapter 2 addresses three main concepts. I review software security issues in general and

how software and its artifacts result in insecure code. I then cover relevant cognitive and

social psychological theories investigated within the secure software development domain.

Finally, I review soft skills within software engineering and education. I then present a

methodology review covering the core research designs, analytical approaches, and the
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open science approach adopted throughout the thesis. Again, including methodological

reviews are not part of the expected format of typical research papers, so I take the op-

portunity to provide details that are intentionally omitted from later chapters.

Chapter 3 was presented at a doctoral symposium and served as the primer for the an-

ticipated research to be carried out during the PhD and outlines the proposed work and

research justifications. This chapter effectively preregisters the PhD project. The differ-

ences between the expected and actual outcomes are discussed in Chapter 9.

Chapter 4 is the first half of phase 1, where I explore the perceptions of CS and Psychol-

ogy graduates to understand the non-technical skills considered valuable for their careers.

Graduates reported where these skills were primarily developed, offering an insight into

how non-technical skills fit into their personal development. The Psychology sample is

used as a comparative sample, highlighting the differences between the two degrees. The

findings suggest that graduates value skills of problem solving, communication, and team-

work above others. They also report that only problem solving is seen to be associated

with their education. A focus on those working in security roles highlighted organisational

skills over the general developer population.

Chapter 5 is the second part of phase 1 and explores staff perceptions of how non-

technical skills are integrated into their curriculum materials. Through a multi-site

interview and text analysis of curriculum data, these two studies explore staff perceptions

on soft skills and how they are presented to students. These perceptions are then

compared against the soft skills extracted from curriculum content. The findings identify

an alignment between employers and educators, suggesting that the proposed soft skills

gap (Akdur, 2021) results from how students value soft skills. The findings from Chapters

4 and 5 suggest that the psychological underpinnings of social skills of groupwork,

communication, and cognitive skills of critical thinking and problem solving warrant

further investigation.
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The thesis then takes the findings from phase 1 and translates the valued soft skills into

their potential latent psychological traits. These traits are explored in phase 2.

Continuing with exploring perceptions, Chapters 6 and 7 deploy a quantitative and qual-

itative analysis on the same dataset. The study gathered data regarding security per-

ceptions within software development from software engineer freelancers and current CS

students. Initially, these analyses were planned to be written as a single chapter, but it

was decided that separate chapters were needed to preserve the separate implications.

Chapter 6 suggests that a complex relationship between cognitive reflection and optimism

exists with increased security awareness. Chapter 7 indicates that developers discuss re-

sponsibility, optimism, and risk diversely across secure software development processes.

Chapter 8, the final research chapter, tests the hypothesis that software vulnerabilities

exist as blindspots in software developer’s cognition. I interpret this through dual process-

ing theory and apply intuitive and reflective thinking measures in a code comprehension

task. This chapter uses a modest sample to simulate data for power analyses and assess

appropriate samples required for software engineering research. The findings suggest that

dual processing theory may be appropriate for secure software engineering.

Chapter 9 concludes the thesis, where I discuss the findings and implications, along with

the limitations and future work.

1.3 Thesis Creation

The thesis is fully reproducible, with necessary documents, images, and files stored in an

open-access repository: https://osf.io/2fpbq/. The repository contains links to all the

research chapter components, providing easy access to all the work packages.

1.4 Rationale for Multi-Part Format

The studies presented in Chapters 3-8 are written as research papers; all chapters are

published or submitted to peer-reviewed venues.

https://osf.io/2fpbq/
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• Chapter 3 is published in the conference proceedings of The International Confer-

ence on Evaluation and Assessment in Software Engineering (EASE) 2022.

• Chapter 4 is under review at ACM Transactions on Computing Education.

• Chapter 5 is under review at ACM Transactions on Computing Education.

• Chapter 6 is published in APA Technology, Mind & Behaviour.

• Chapter 7 is under review at Springer Empirical Software Engineering.

• Chapter 8 is under review at ACM Transactions on Software Engineering and

Methodology.

The multi-part format was chosen given the interdisciplinary nature of the research and

the valuable contributions each chapter makes, and the chapters are presented as distinct

research papers. Together, they provide a cohesive narrative that answers the research

questions posed in this thesis. Most chapters target software engineering audiences rather

than psychological ones because, whilst the content is very much psychological, the rele-

vant audiences are primarily those carrying out research in software engineering.

1.5 Personal Contributions

For this thesis, I was responsible for the majority of the work undertaken across the the-

sis; this included theoretical conceptualisation, study design, ethics, data collection, data

analysis, primary manuscript writing and drafting, manuscript submissions, and respond-

ing to the peer-review process. This was under the guidance of my supervisors, and un-

doubtedly, the thesis would not be in the state it is without them: Professor John Towse,

Professor Mark Levine, Dr Miriam Sturdee (Lancaster University & St. Andrews Univer-

sity), and Professor Bashar Nuseibeh (of Open University & Lero Institute). Contribu-

tions outside of this are noted in the appropriate chapter acknowledgements.
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2 Literature Review

This thesis explores the interdisciplinary space between psychology and software engineer-

ing, specifically exploring the social and cognitive influences on secure software develop-

ment. In this chapter, I contextualise the thesis by reviewing relevant research around

secure software engineering, psychology implementation in software engineering, and soft

skills in software development. A visual representation of the research is presented by

constructing a bibliometric network plot (Figure 1), followed by an in-depth review of

specific papers. As the thesis is in the multi-part format, each chapter has its own litera-

ture review, so this section intentionally omits content presented in later chapters. I then

provide a methodological review, where I discuss paradigms and approaches, followed by

open science practices highlighting the less visible components enacted.

2.1 Current Landscape

A bibliometric analysis visualises the current research landscape, offering a quantitative

approach to understanding the relationships between publications (Donthu et al., 2021).

In doing so, the research is placed in reduced dimensional space, offering a high-level

overview of their connectivity.

Keyword co-occurrences were used to represent relationships between publications that

share keywords. Co-occurrences were calculated with VOSviewer (Eck & Waltman, 2009)

using 1,164 publications collected between October 2020 and December 2023. Keywords

were normalised to British English spelling, and similar terms were combined (e.g. “dual

process model” and “dual-process theory”). Terms that appeared more than five times

were retained, and manual inspection removed terms unrelated to the thesis (e.g., neuro-

science terms). The files for analysis reproduction are available at https://osf.io/2fpbq/.

The network in Figure 1 contains six clusters. The following observations can be made:

1. The cluster Software Security shares minimal variance with others, indicating its

relative distinctiveness as a domain based on the publications collected.

https://osf.io/2fpbq/
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Figure 1
A bibliometric analysis of the co-occurrence of keywords taken from the collection of re-
search publications spanning the PhD project

2. The clusters of Decision Making and Behavioural Software Engineering share some

overlap, but the terms are minimally co-located. That is, terms from Decision Mak-

ing are not interspersed amongst the terms in Behavioural Software Engineering;

instead, a small number of terms cause the overlap. It highlights that human as-

pects of software engineering are being carried out using psychological frameworks.

Behavioural software engineering is closer to Computing Education and terms relat-

ing to novice programmers.

3. The separation between Decision Making and Software Security suggests these areas

have little co-occurrence or exposure. It does not indicate an absence, as researchers

have conducted work in this space (e.g., Brun et al., 2023), but instead suggests
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minimal exposure. A higher co-occurrence between key terms would result in more

proximal distributions. The distance between these clusters suggests that more work

is needed regarding psychological theories applied towards software security.

4. The clusters of Computing Education and Soft Skills overlap, suggesting soft skills

research is applied in educational contexts.

It is worth noting that keywords are author-generated and not a standardised process,

meaning that difference in terminology across disciplines may influence the plot. As the

collation of research articles was personalised to the thesis, it was shaped by the research

questions and how the search and citation acquisition occurred. Despite this, the network

shows clustering and relationships between words. The main takeaway is that social and

cognitive psychology are poorly associated with software engineering security research.

My thesis aims to increase the overlap between the clusters, and in doing so, the research

explores uncharted ground.

2.2 Software Security

Relevant software security research is split into topics of Tooling, which refers to the tools

available to software engineers, such as Application Programming Interfaces (APIs) and

how developers interact with these, and Artifacts, which covers the materials that support

software use (such as documentation) and how their presence and usability impact secure

coding practices. This section is restricted to focusing on software engineers rather than

others in the development process (e.g., users or non-technical stakeholders) to ensure it

has maximal relevance in framing the thesis.

As articulated in Ivory et al. (2023c), software vulnerabilities are the unexpected logic

flows that create software behaviour that enables unintended access to information or

functionality. Vulnerabilities are pervasive within software engineering with serious ramifi-

cations such as impact on medical care (Smart, 2018). Many vulnerabilities detected are

not new, and 70% of software contains a common vulnerability (Veracode, 2020). This
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issue indicates that the support given to software engineers is inadequate, and developers

must practise secure coding to reduce the presence of vulnerabilities. Secure coding is de-

fined as the practice that ensures software “does not contain known vulnerabilities” (Rauf

et al., 2021).

2.2.1 Tooling

Tools can improve security practices by raising the salience of security issues, such as

interactive tools that highlight insecure code in real-time (Zhu et al., 2014), which reduces

the temporal distance between writing and identifying issues (Oliveira et al., 2014). It is

important to note that the mere existence of these tools does not automatically mitigate

security issues, but they must be used with the intent of achieving secure code (Witschey

et al., 2015). Security is just one of many competing interests within the development

cycle, with other goals including functionality, usability, and privacy (Rauf et al., 2021).

These competing goals may reduce the obligation or intention to ensure security, which

can often be more salient to developers.

When developers deviate from tool default behaviour to suit their personal preferences

(Danilova et al., 2020), this can result in the suppression of security warnings when devel-

opers consider them annoying, irrelevant, or even inaccurate (Gorski et al., 2020). Devel-

opers may view this personalisation positively, but if they experience memory lapses and

forget to reactivate settings to check security, the software may be assumed to be secure

when it is not (Anu et al., 2020).

Tool diffusion occurs through communities (Rogers, 1995), and adoption of new tools

is higher when previous experiences were positive (Witschey et al., 2014). Otherwise,

developers select recognisable tools regardless of security implementation, indicating a

familiarity bias. Tool diffusion relies upon curiosity (Weir et al., 2016), and diffusion can

be constrained by institutional procedures that delay procurement (Xiao et al., 2014).

Security’s reactive nature is seen in that the motivation to adopt new tools is linked to an

increased perception of vulnerability or need for security compliance (Ifinedo, 2012).
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Developers are often assumed to code securely by default (Wurster & van Oorschot, 2008)

but are actually observed to prioritise functionality over security (Assal & Chiasson,

2019). This functionality-first mindset is evidenced through the event-driven nature of

security implementation (Lopez et al., 2019a). For example, waiting until issues are dis-

covered, or stakeholders requesting fixes (Gutmann, 2002). The mindset is partly borne

from a reliance on APIs to enact secure functionality (Lopez et al., 2020a) and an as-

sumption that tools are secure by default (Xie et al., 2011). This assumption can lead

to a reduced sense of responsibility, as developers deflect blame towards the API when

software vulnerabilities are detected (Wijayarathna & Arachchilage, 2019). Developers

are often reluctant to update API libraries in their software (Kula et al., 2018) because of

concerns about breaking functionality, which would increase the workload associated with

performing security updates (Huang et al., 2019).

2.2.2 Artifacts

Artifacts support software use, and include manuals and documentation (Nazar et al.,

2016). In the context of the thesis, “artifact” relates to the by-products of software and

not research which includes prototypes or publications (Winter et al., 2022). In user

security studies, system security is constrained by user behaviour. Users are not moti-

vated to engage in security practices in addition to their primary goal (Pattinson et al.,

2015), with security being viewed as a barrier (West, 2008). Rather than expect voluntary

changes in behaviour, it is better to design software that mandates security by design. De-

spite these findings, they are infrequently applied to software developers (Green & Smith,

2016), particularly for API developers, who provide the tools for developers (Acar et al.,

2017a).

Developers are reliant on API developers to create usable documentation (Nadi et al.,

2016). Where documentation usability is low, developers often produce functional but

insecure code (Acar et al., 2017c). API developers must recognise that their users – soft-

ware developers who are not always experienced in secure coding – must be accommo-
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dated and not treated as security experts (Amin & Bhowmik, 2021). API documentation

should incorporate easy-to-use examples and indicate where default function behaviour

is insecure (Patnaik et al., 2022). The difference between expertise expected by API de-

velopers and actual user expertise can result in unusable documentation (Pieczul et al.,

2017). If official artifacts are not usable, they are an additional strain on the developer’s

attention and workload. This strain leads to frustration, which drives developers to seek

usable information elsewhere (Gorski et al., 2020).

Q&A forums, such as StackOverflow, offer more readily-used solutions to software tasks,

but their community-based nature may mean answers are provided by non-experts, and

security professionals do not typically vet these sites. StackOverflow answers offer more

insecure code than official documentation (Acar et al., 2016a), with a quarter of questions

only receiving insecure solutions (Acar et al., 2017b). These responses are not simply

due to well-intentioned novices submitting insecure solutions, as even experienced users

submit insecure solutions (Rahman et al., 2019).

The ability of a concerned developer to actively check proposed answers for security

is limited, as many accepted answers possess no external links to support the answer

(Tahaei et al., 2020b). Answers are often selected based on non-code features, such as

description details (van der Linden et al., 2020b), meaning superficial criteria are used

for decision making. This behaviour is not unexpected because those asking questions

are doing so out of necessity (since they do not have a solution) and likely do not possess

the knowledge to assess the technical aspects of an answer, so the issue is with the infor-

mation provided. Insecure StackOverflow solutions are present in over 15% of Android

applications (Fischer et al., 2017), suggesting these are directly copy-pasted into projects

without security considerations.

2.3 Applications of Psychology

In recent years, psychology has been increasingly applied within software engineering.

Applying psychology to programming is not a novel idea; it was first mentioned in the
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1970s, with psychology being applied to software engineering more broadly in the 2000s

(Blackwell et al., 2019).

This thesis sits within the growing field of human-centred software engineering, contribut-

ing to a tradition that includes work by Blackwell et al. (2001), Petre (2009) and Whittle

et al. (2021) on embedding human values into software practice. These foundational

contributions have advanced the understanding of how cognition, values, and user im-

pact shape software engineering, with a particular emphasis on tool interaction, design

cognition, and ethical alignment. Building on this, the current thesis extends the human-

centred software engineering agenda by focusing on psychological theories (specifically

dual processing theory and social identity theory) to investigate how developers’ cognitive

and social makeup influences secure software behaviours. Rather than focusing on pre-

viously well-studied concepts such as the cognitive dimensions of notation framework, it

adopts a behavioural lens to examine how psychological and social-cognitive mechanisms

inform computing and secure computing behaviours. This complements existing human-

centred software engineering literature by deepening the behavioural science perspective

and offering a dual-theoretical framing - cognitive and social - that remains underexplored

in the domain. In doing so, it strengthens our understanding of secure software engineer-

ing not only as a socio-technical enterprise but as a psychologically-grounded human

activity, offering new empirical and theoretical contributions to the human-centred soft-

ware engineering landscape.

2.3.1 Cognition

This section reviews cognitive biases, working memory and cognitive load, cognition-

oriented interventions, and early mentions of dual processing theories. Each section over-

laps with the thesis research, supporting the claims made. Neighbouring research areas,

such as neuroscience programming research, are omitted as they do not contribute to the

thrust of the thesis.
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2.3.1.1 Cognitive biases. Cognitive biases are systematic deviations from expected

decision making performance (Evans, 1984). They are borne from cognitive heuristics,

the “mental shortcuts” used to arrive quickly at optimal or near-optimal decisions (Beike

& Sherman, 1994). Biases result in flawed judgments when heuristics are systematically

applied to ill-suited contexts, and software developers are no different from the general

population regarding their susceptibility to biased thinking (Ralph, 2013). When errors

are missed, they can become vulnerabilities (Patel et al., 2023), and the lack of awareness

over biases results in non-optimal decisions being made (De Wit et al., 2021).

Within software engineering, biases have been identified across the development cycle

(Ralph, 2013), and mitigating biases is not always straightforward, often requiring unique

interventions for specific biases (Mohanani et al., 2020). Biases influence the tools and

methods that developers choose, and developers typically prefer familiar tools (Sergeyuk

et al., 2023), even when they are ill-suited for a particular task (Anu et al., 2020). No

single tool is ideal for every task, and no single tool alone can detect all vulnerabilities

(Elder et al., 2022), so preference for familiar tools can lead to biased decisions.

Biases are notoriously persistent and difficult to combat (Petre, 2022). Encouraging de-

velopers to think reflectively (Chattopadhyay et al., 2022) can increase attentional focus

towards security (Anu et al., 2016). Another method is to reduce the complexity of the

environment, requiring fewer variables to be evaluated (Nagaria & Hall, 2020).

2.3.1.2 Working Memory and Cognitive Load. Working memory is a cognitive

system that holds information for guiding judgment-making (Baddeley, 1986; Jarrold &

Towse, 2006). It comprises several mental components controlled by a central executive

system that directs attentional focus (Baddeley & Hitch, 1974), effectively managing

short- and long-term memory (Chai et al., 2018).

Working memory capacity has been suggested to have a major influence on programming

learning (Prat et al., 2020). Working memory is required during code comprehension to
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maintain a mental model of the current code state, and as code increases in complexity,

developers likely forget or confuse information (Crichton et al., 2021). Working mem-

ory capacity and recall are associated with the ability to detect non-localised code er-

rors (Baum et al., 2019), meaning higher capacity allows developers to understand more

complex non-linear code. Others find working memory capacity is mediated by program-

ming ability, suggesting a limited role of working memory itself (Bergersen & Gustafsson,

2011).

Humans do not possess a software security-specific working memory component (Oliveira

et al., 2014), meaning that to code securely, it must be attended to fully, but security is

just one of many competing goals (Rauf et al., 2021). Working memory has been applied

to security contexts with mixed results. Oliveira et al. (2018) tested working memory

against vulnerability detection in Java APIs and found no meaningful effect; however, the

same measures applied to Python code found an association between long-term memory

recall and vulnerability detection (Brun et al., 2023), suggesting a possible language-

specific association.

Cognitive load is the amount of information that working memory can process at any

given time. It comprises three components: intrinsic, extrinsic, and germane load. The

inherent difficulty of a task relates to intrinsic load, extrinsic load is the presentation of

the information, and germane load is the processing effort needed to translate the task

information into internal models (Sweller et al., 1998). Many software tasks have a high

intrinsic load due to the nature of software development (Sedano et al., 2017), and so

extrinsic and germane loads are the only aspects that can be reduced (Gonçales et al.,

2021). As software grows, new functionality is often appended to existing code and made

to fit rather than optimised, which increases intrinsic load (Helgesson, 2023).

Working memory’s influence on software development may not be as easily detected as

it is elsewhere because of the development environment. Tools may be used to reduce
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environment complexity (Brachten et al., 2020) by reducing extrinsic load by offloading

information to technology that would otherwise overwhelm working memory (Zayour et

al., 2013). For example, checklist strategies can reduce cognitive load when conducting

code reviews (Gonçalves et al., 2020) or by assigning information to variables.

2.3.1.3 Interventions. The success of boosting interventions in software engineering

offers support to the notion that cognition plays a significant role in secure coding. When

unprompted for security across different experience levels, it is infrequently implemented,

but security requests increase secure coding (Naiakshina et al., 2018). The situation is

more complex than just “being aware of security means it is implemented” because when

asked about insecure solutions submitted, some developers refused to correct vulnera-

bilities without additional compensation (Naiakshina et al., 2019). Hallett et al. (2021)

replicated the success of boosting interventions, indicating that many developers can code

securely but (consciously or unconsciously) only do so if adequately motivated. Even

when developers indicate personal responsibility for security, it is not addressed unless

prompted (Danilova et al., 2021). Lightweight interventions such as workshops can im-

prove security motivations by providing information that may not have previously existed

(Weir et al., 2020a), allowing teams to recognise new approaches and reflect on their po-

tential. The broadening of perspectives can be beneficial even in groups without security

expertise (Shreeve et al., 2022).

2.3.1.4 Dual Processing Models. The dual processing theory of decision mak-

ing (Evans, 2003) suggests that humans make judgments using one of two systems. The

default-interventionist psychological model of dual processing theory proposes two cogni-

tive systems (Evans & Stanovich, 2013): the default and intuitive system 1 and a more

cognitive and rational system 2 that only engages when sufficiently cued (Damnjanović et

al., 2019). System 1 processing is the default for decision making, driven by heuristics to

reduce complex judgments into simpler operations (Kahneman et al., 1974). In contrast,

system 2 processing is deployed when individuals seek an optimal solution by using all

available information but demands more cognitive effort – and as a result, it is used spar-
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ingly. System 2 is interventionist and only overrides system 1 when a need for accuracy

is detected. System 1 is liable to generate simpler and less complete mental models than

system 2 (Johnson-Laird, 2010), and blindspots can reside in the gaps created.

So far, dual processing theory has been minimally introduced to software engineering,

primarily highlighting its theoretical potential (Petre, 2022; Pretorius et al., 2018). Lowe

(2019b) reinterpreted previous data through dual processing theory without capturing

measures of it and presented a potential application within computing education (Lowe,

2019a). No models of cognition for software engineering have accounted for dual pro-

cessing, meaning these models do not differentiate between the two processing systems

(Robins, 2022). One empirical study has been conducted with student populations for

defect detection in code (Buffardi, 2023); it was seen that more intuitive thinking styles

correlated with increased acceptance of code containing defects, suggesting that more re-

flective decision making is related to more frequent detection of defects. To the author’s

knowledge, empirical work has yet to be deployed in security contexts.

2.3.2 Social

Here, I review social psychological applications towards software engineering, focusing on

social identity. The social identity approach posits that to understand social behaviours

and individual perceptions, we cannot focus on the individual as an individual, but we

should focus on how behaviours are tied to social identities, which are a person’s self-

definitions of group memberships (Haslam, 2012). Social identity describes group-based

behaviours and how individuals ascribe group membership (Tajfel & Turner, 2010). Social

identities are self-defined groups that allow individuals to associate with others who share

emotionally significant values (Abrams & Hogg, 1990). Group members form perceptions

of others who share membership (the ingroup) and those who do not (the outgroup).

People typically show more prosocial behaviours towards ingroup members (Turner et al.,

1979) and increased negative behaviours towards outgroup members (Brewer, 2017).
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2.3.2.1 Social Identity in Software Engineering. Software is not developed by

individuals in isolation. It is developed in rich social cultures that influence software pro-

duction (Sharp et al., 2000), requiring extensive communication (Lopez et al., 2020a).

Social identities are present within software engineering communities (Rauf et al., 2020),

where the identity of “software developer” is distinct even within an organisation (Back-

evik et al., 2019). Where social identities are strong enough to form self-perceived dis-

tinctive groupings, this can influence security behaviours, such as where developers avoid

asking security experts for advice (due to perceptions of unshared identities), as they see

themselves as wasting the expert’s time and instead seek information from peers (Nichol-

son et al., 2018). This behaviour can be detrimental, as developers may receive inaccurate

information based on perceived social groups and status.

Organisational security cultures are based upon the security-specific values expected

to be internalised by employees, and they are essential for the maintenance of security

practices (Haney et al., 2018), even in non-security industries (Poller et al., 2016). Where

security-positivity is seen as an attribute of a social group, it is perceived as a shared

responsibility distributed among group members (Assal & Chiasson, 2018b). An increased

security focus can lead to it being assumed a shared value amongst ingroup members

(Lopez et al., 2019a), supporting the security culture. Social and institutional structures

promote accountability, where responsibility for users heightens a developer’s security

sensitivity (Rauf et al., 2020).

In online communities, social interactions can increase membership strength (Mustafa et

al., 2023), which can lead to the communities being trusted similarly to in-person inter-

actions for security information (Xiao et al., 2014). On sites such as StackOverflow, the

conversations and forum posts promote these relationships (Lopez et al., 2019c). When

considered alongside the findings that StackOverflow solutions are frequently insecure

(van der Linden et al., 2020b), it is possible this trust is misplaced. Similarly, in software

security tasks that involve others (such as seeking assistance or advice), developers some-
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times assume others are providing correct information, and fail to critically reflect on the

dangers of just trusting others (van der Linden et al., 2020a), particularly where their

identities are unknown.

Software ecosystems are large distributed systems of software united by a common tech-

nology (e.g., iOS ecosystem). These ecosystems unite diverse populations, including users

and developers who may otherwise have few shared values (Manikas & Hansen, 2013).

The underlying technology provides a common value across ecosystem users, affording a

shared social identity. These social networks promote increased ecosystem engagement,

driven by the ecosystem-based identity (de Souza et al., 2016). These shared values en-

courage ingroup affiliation, and the presence of shared values can improve performance

across development tasks where a common goal is identified (Teh et al., 2012).

If software engineers perceive no commonality between themselves and their users, then

user values may not be considered during development. Human values, such as diversity,

integrity, and responsibility, are poorly represented within software engineering (Whittle

et al., 2021), which results in unethical software, such as biased algorithms (Galhotra et

al., 2017). When implementing software, there is a limited understanding of the software

used within the context of society resulting in values not being integrated (Winter et al.,

2019). Where values are ‘breached’, it can lead to user dissatisfaction or abandonment of

software (Mougouei et al., 2018), causing issues for developers.

Group influences can affect secure behaviours. When making security decisions in a cy-

bersecurity context, decision making is influenced by the multiple perspectives available,

broadening the decision making space (Shreeve et al., 2020). Interactions between in-

dividuals can be pivotal in ensuring these perspectives and understandings are shared,

resulting in more optimal decisions being made, even for those without cybersecurity

expertise (Shreeve et al., 2022). Group interaction can reduce biases, with developers

offering more realistic estimates than when independently asked (Moløkken-Østvold &
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Jørgensen, 2004).

2.4 Soft Skills

Soft skills are domain-agnostic, and are valued across industries, employers, and job roles.

Soft skills influence how effectively technical skills can be applied. They are the observ-

able manifestations of latent psychological attributes that complement technical skills

(Ahmed et al., 2015). It is helpful to consult research on soft skills as it offers an insight

into how psychological dimensions are valued in software engineering through familiar

terminology that many practising developers will be familiar with (e.g., problem solving).

Employers who consider technical skills comparatively easier to teach (Liebenberg et al.,

2014) view soft skills positively. They are typically independent of company size or or-

ganisation type (Galster et al., 2022), suggesting that they are not developed in response

to specific organisational structures. One issue with soft skills is that they are typically

poorly defined, so their definitions are inconsistent across software engineering research.

This issue is addressed in Chapter 4.

Within software engineering, soft skills are recognised as a significant distinction between

average and exceptional engineers (Capretz & Ahmed, 2018). SWEBOK (Software En-

gineering Body of Knowledge; Bourque & Fairly, 2014) represents the skills needed for

software engineering employment and recognises cognitive, social, and professional skills.

Soft skills are used throughout a career and are not limited to software-specific activities.

When acclimatising to a new workplace, employees can get overwhelmed by the need to

understand the social infrastructure, but soft skills ease transitions (Rabelo et al., 2022),

improve team integration, and enhance team productivity (Stevens & Norman, 2016).

Interpersonal skills of communication and collaboration are in high demand. Commu-

nication is required for most software roles, including design, programming, and testing

(Ahmed et al., 2012b), highlighting the social nature of software engineering. Social inter-

actions are commonly requested in job adverts (Montandon et al., 2021). Cognitive-based

skills, such as problem solving are considered critical for effective software development
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(Matturro et al., 2019; Mtsweni et al., 2016), as it is a skill closely tied to programming

(Ahmed et al., 2012b). Problem solving and critical thinking allow real-world issues to be

translated into computational problems to be addressed through software solutions.

Software engineers are also expected to manage their environment, including time man-

agement, self-management, and conflict resolution (Matturro et al., 2019). These require

consistency in their practice to be considered a soft skill, as they are only beneficial with

their continued applications. The ability to move effectively between types of work re-

lates to environment management, and task switching is valuable, mainly when it involves

switching between autonomous work and group work (Ahmed et al., 2012a).

Security-focused domains may require different skills than what is needed in typical de-

velopment, and soft skills should also be valuable within these roles (Furnell & Bishop,

2020). Like general software engineering, communication is crucial (Armstrong et al.,

2020), as are interpersonal skills, adaptability, and innovation (Haney & Lutters, 2017).

Critical thinking, decision making and problem solving are also highlighted (Sussman,

2021), as well as organisational skills as a requirement for creating effective knowledge

bases (Graham & Lu, 2022). Like SWEBOK, CyBOK (Cybersecurity Body of Knowledge;

Rashid et al., 2021) highlights the importance of these skills.

It is essential to understand where soft skills are developed and how they are effectively

taught to aspiring developers. Employers expect graduates to possess the necessary career

skills, including the non-technical (Andersson & Logofatu, 2018). However, a gap between

education and employment is reported (Akdur, 2021), resulting in employers perceiving

graduates to be seeking employment without the necessary soft skills (Liebenberg et al.,

2014).

Delivering soft skills in higher education is essential because, as with students who start

their degree with diverse levels of technical skills, it is the same for soft skill competen-

cies. It is subsequently essential to ensure higher education provides the necessary skills
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required for software engineering (Balaji & Somashekar, 2009). Exposure to industry-

relevant practical experiences can help students recognise the value of soft skills by inte-

grating them into software project coursework (González-Morales et al., 2011). Ensuring

that soft skills are embedded in modules is necessary to allow students to constantly use

these skills (Hazzan & Har-Shai, 2013). One way of incorporating soft skills is through

project-based learning (Zheng et al., 2015). This learning method typically requires con-

tinued engagement over an extended period, encouraging the development of soft skills

like time and meeting management (Carter, 2011).

2.5 Other Psychological Perspectives

Cognitive and social psychological approaches are not the only approaches applicable

within software engineering. In this section, I cover two other perspectives that could

have been taken in the development and synthesis of this thesis, as well as the reasons for

why they were not used in favour of more psychological approaches.

One approach is organisational psychology, which focuses on the behaviours and actions

that occur within the workplace and other organisational settings (Kraiger, 2001). Or-

ganisational psychology has made significant contributions to understanding software

engineering and security practices at the team and institutional levels, from motivation

(Lenberg et al., 2015), leadership (Haney et al., 2018), organisational culture (Bada et al.,

2019), and policy compliance (Parsons et al., 2014). All these factors influence, to some

degree, the security position of both organisations and the teams within. For example,

leadership advocating for security awareness can filter down and influence how employees

interact and think about security (Haney et al., 2018).

Another potential approach is Human-Computer Interaction (HCI), which focuses on the

processes through which people interact and engage with computer systems. HCI has

played a role in the evolution of usable security and secure software engineering. HCI re-

search has demonstrated how users and developers interact with security features (e.g. se-

cure APIs) and how interface design affects secure behaviour (Cranor, 2005; Green &
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Smith, 2016). Beyond usability, experience-focused approaches in HCI have drawn atten-

tion to how affect, trust, and meaning-making shape security engagement, offering richer

accounts of how individuals interpret and respond to security cues in practice (Dourish,

2001).

Despite the value of both organisational psychology and HCI as distinct and indepen-

dent research fields, neither is specifically oriented toward capturing the more granular

cognitive and behavioural processes that underpin an individual’s decision-making in

security-critical contexts. Organisational psychology contributes insights into structural,

cultural, and interpersonal influences on security behaviour across teams and institutions;

however, the focus on the organisational group dynamics may overlook the individual and

their cognitive and motivational nuances in favour of the wider organisation (Schneier,

2008). Similarly, HCI provides an understanding of usability and interaction, but typi-

cally emphasises external interfaces over internal human processes like decision-making

or cognitive bias (Camp, 2009). Though both disciplines have strong explanatory power

within their respective domains, social and cognitive psychology are potentially better

suited to analysing how individuals navigate uncertainty, social influence, and complex

decision-making.

It is important to acknowledge that no single discipline can fully account for the complex

nature of secure software engineering. Organisational psychology and HCI offer essential

perspectives, particularly in institutional, and long-term system contexts. Nonetheless,

this thesis draws a deliberate and discrete boundary to focus on the psychological mech-

anisms closest to individual behaviour. This approach reflects a methodological and con-

ceptual alignment with the thesis aim: whether theories of decision making and social

identity can explain security behaviours within software engineering. Social and cogni-

tive psychology provide robust frameworks for modelling cognitive- and socially-mediated

decision-making.
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It is also worth recognising that the supervision team that oversaw the PhD operate

within the intersection of software engineering, social psychology, and cognitive psychol-

ogy. Much of this work forms a large portion of the existing application of psychology

into software engineering and particularly ideas of social identity (Rauf et al., 2020, 2021).

As a result, in the nascent stages of the PhD project, it is only natural that the team’s

existing work would influence the direction the project would take in terms of theoretical

approach.

2.6 Summary

Software security was reviewed concerning the software and the artifacts available to

software developers. It was followed by social and cognitive psychology applications in

software security and soft skills research and their relevance in software engineering and

CS contexts, before discussing two other relevant methods for interpreting secure software

behaviour. In exploring these topics and revisiting the bibliometric analysis, what is ob-

served is that psychology, particularly theories of social identity and decision making, is

mostly absent in software security research.

Dual processing theory has been touched upon in its theoretical potential but has yet to

be empirically applied to secure software engineering behaviours (Petre, 2022). Previous

research implicitly refers to aspects of the theory, such as bias research, and priming in-

terventions. However, it does not recognise the individual differences in the propensity

or engagement of more reflective thinking styles. In measuring these predispositions to

engage in more rational system 2 processing and applying them to secure software engi-

neering domains, a better understanding of cognition should be achieved.

The influence of social identities within secure software development still needs to be bet-

ter understood. Rauf et al. (2022) report that developers perceive security differently, but

it is necessary to extend this to understand how these differences manifest. By identifying

social identities around secure coding, we can better understand how secure behaviours

occur because of social interactions.
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As noted previously, soft skills are ephemeral and are loosely tied to more tangible psy-

chological measures. In identifying the valuable soft skills and translating these to psycho-

logical theories, these can be applied in further research with more meaningful impact.

2.7 Methodological Motivations

This thesis comprises a series of related empirical projects and collectively utilises a

mixed-methods approach. Research chapters, oriented towards publication venues, are

necessarily “light” on methodological background, as they focus more on the narrative

of conclusions than justification of evidence, as is typically expected. Accordingly, the

methods and analyses are reviewed here for a more complete narrative and reader com-

prehension. I will cover the research designs implemented and the analytical approaches

taken, as this thesis used both quantitative and qualitative analyses. I will first highlight

the methodological commitments and rigour, before I review the benefits, limitations, and

relevance of the methods before covering the open science approaches.

2.7.1 Overarching Methodological Commitments

The methodological approach taken in this thesis is guided by an overarching commit-

ment to socio-cognitive theory, supported by constructionist and experiential realist epis-

temologies within a pragmatic mixed-methods framework. The central research aim, to

understand the psychological dimensions of computing and secure behaviours, necessi-

tated approaches that could both explore subjective experience and model generalisable

constructs across contexts.

2.7.1.1 Social and Cognitive Foundations. The conceptual framing of the thesis

is underpinned by socio-cognitive theory. From this perspective, individual cognition is

viewed as fundamentally shaped by social contexts, particularly language and interactions.

This perspective guided not only the choice of research questions but also the interpreta-

tion of both qualitative and quantitative data. Where quantitative work sought to model

latent psychological constructs (e.g., cognitive styles), qualitative studies were designed

to understand how these constructs are socially framed and experienced contextually by

individuals. In line with cognitive and social approaches, it is assumed that cognitive



41

structures could be both measured quantitatively and contextualised qualitatively. These

assumptions justified the use of both quantitative modelling and in-depth thematic explo-

ration as complementary modes of inquiry.

2.7.1.2 Epistemological Commitments. This thesis adopts a pluralist epistemo-

logical stance, using constructionism for qualitative inquiry and experiential realism for

quantitative analyses.

• Constructionist epistemology guided qualitative components, recognising that in-

dividuals interpret their experiences through socially and culturally shaped lenses.

The thematic analyses therefore focus on how participants construct meaning.

• Experiential realist epistemology supported the quantitative studies, assuming

underlying constructs (e.g., decision-making styles, or behaviours) can be mea-

sured with sufficient reliability and validity. This moderate realist stance was taken

(rather than a stricter realism stance), which acknowledges that measurement is

always partial and theory-laden.

This dual epistemological stance reflects a pragmatic approach to methodology, which

views the research question as determining the method, rather than the other way around.

This flexibility allowed the thesis to match research tools to the specific aims of each

study, while maintaining coherence across the project.

2.7.1.3 Methodological Integration Across Studies. The thesis is structured in

two broad phases, each containing both qualitative and quantitative components:

• Phase 1 (Chapters 4 and 5) explores stakeholder perceptions of soft skills, using

surveys (Chapter 4) and semi-structured interviews (Chapter 5). These exploratory

studies seek to map out how soft skills are socially constructed and understood

within computing communities.

• Phase 2 (Chapters 6, 7, and 8) builds on the insights from Phase 1 to investigate
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the psychological dimensions of software engineering through observational and

experimental paradigms. These include more formal hypothesis testing using psy-

chological tests and behavioural models.

Method choices in each study were directly informed by both the theoretical framing and

the findings of prior studies. For example, thematic analysis was selected in Chapter 5

over other methods, such as discourse analysis, due to its flexibility (Braun & Clarke,

2006) and compatibility with a socio-cognitive framing that focuses on shared meanings

rather than solely individual experience, enabling generalisations to be made. Similarly,

the quantitative work models psychological traits as latent variables, assuming they have

predictive utility but are still interpreted in relation to broader social patterns.

By integrating findings across both paradigms, the thesis reflects a coherent commitment

to understanding how individual cognition and social interaction jointly shape soft skill

development and deployment in software engineering contexts.

2.7.2 Research Designs

The research designs deployed are diverse, with surveys, interviews, and experimental

paradigms being the primary methods used in this thesis.

2.7.2.1 Surveys. Chapter 4 used a survey study on soft skill perceptions with CS

and Psychology graduates. Survey studies are designed to extract information from large

populations easily (Jones et al., 2013). Through careful design and development, once

surveys are deployed, they require minimal researcher involvement. Due to their ability

to canvas large samples, surveys explore human perceptions and behaviours (Singleton &

Straits, 1988). The data can be aggregated for the identification of latent patterns and

ideas. Survey studies have three core limitations: a lack of researcher control, response

bias, and attrition.

Once distributed, researchers have little control over how participants impact data quality

and validity (Theofanidis & Fountouki, 2018). By focusing efforts during the planning
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stages, the survey design can be evaluated for its ability to collect the right information

and how it answers research questions. Preregistering survey materials can motivate re-

searchers to ensure they have carefully considered the materials before data collection.

Not all participants respond to survey invites, requiring a large sample to be canvassed

to ensure enough data is collected. Those who respond are a self-selecting sample which

influences the results (Bethlehem, 2010). Controlling for this is not simple, as it is diffi-

cult to encourage participation from those unwilling even with incentives. This limitation

is typically addressed by accounting for it when considering the implications, and being

aware that identified effects may be inflated as a result.

Attrition occurs when participants do not finish a survey for a variety of reasons, includ-

ing survey flow issues or frustration. A balance lies in developing surveys to ensure all

information is collected and minimising attrition rates. The smallest amount of informa-

tion necessary should be collected, as too many questions can result in disengagement.

Starting with the most essential sections can also improve the collection of usable infor-

mation. Attrition is simply an expected part of survey studies, but the planning stages

are essential to avoid participant frustration.

2.7.2.2 Interviews. In Chapter 5, a semi-structured interview design was deployed

to understand staff perceptions regarding embedded soft skills. Interviews collect rich

information on topics where personal experiences are valued (Taherdoost, 2022). Semi-

structured interviews use pre-determined open-ended questions to guide the interview

with the flexibility to explore other questions that arise from the interview itself. A good

research interview is dominated by the interviewee but is kept relevant and within the

bounds of the research question by the interviewer (Slembrouck, 2015). A poor interview

environment may lead to interviewees not feeling in control of the interaction, resulting

in lower-quality responses as they become less narratively inclined. Questions should

be carefully considered, with the first question regarded as the most important. If the

first question is open-ended and targets simple ideas that engage a narrative mindset,
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participants may be more willing to offer more information, which has the benefit of

placing the interviewee in charge of the interaction.

Interviews provide rich details that surveys cannot achieve. The time commitment from

the researcher is much higher than in survey studies, but it gathers more in-depth infor-

mation. Interviews complement surveys or experimental research as they offer valuable

information otherwise unobtainable. The use of semi-structured interviews aligns with the

thesis’s constructionist epistemology and socio-cognitive framing. It allows participants to

articulate socially-situated views, offering insight into how these concepts are shaped by

culture and interpersonal dynamics.

2.7.2.3 Observational and Empirical Studies. Observational and empirical stud-

ies draw associations between two or more variables, where the intention is often to un-

derstand how functions of psychology may influence real-world behaviours. Using relevant

psychological measures to capture aspects of cognition alongside software engineering

tasks illuminates and offers valuable insights into whether effects exist that are worth

pursuing in further research. The observational studies were informed by a socio-cognitive

framing that views behaviour as the result of interaction between internal (cognitive) and

external (social/environmental) influences. This framing supports the use of observational

methods to capture naturally occurring behaviours in context.

Core limitations are confounds and the observational nature of the design. Unanticipated

confounding variables can have unseen influences on the data, resulting in inappropriate

implications being drawn. This issue is addressed during the planning stages, and possible

confounds are identified by leveraging previous research. The second issue, which speaks

to the design itself, is that the paradigm can only observe variable association and does

not manipulate variables to determine causal patterns. Observational designs are best

deployed in research contexts where an increased theoretical understanding is desired

before experimental manipulation is used to determine cause and effect.
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2.7.3 Analytical Methods

This thesis uses a mixed-methods approach to address the complexity of deploying psy-

chology in software engineering contexts. Chapters utilise different analytical methods to

seek answers to the research questions posed. Through this diverse application of meth-

ods, the thesis arrives at a set of implications based on the triangulation of methods.

2.7.3.1 Qualitative Approach. Qualitative data was implemented using thematic

analyses, a method of analysing rich text to identify meaningful patterns that can be

grouped into latent themes. These themes present as recurring ideas identified across

documents, speaking to a common experience (Riger & Sigurvinsdottir, 2016). A core as-

sumption is that the data contains people’s perceptions of their own reality, and through

analysis, it is possible to make sense of their experiences (Banyard & Miller, 1998). The

use of thematic analysis fits with the socio-cognitive framing of the thesis, as it enables

the identification of recurring meaning patterns that emerge through shared language and

social experience.

I approach qualitative research (specifically thematic analyses) from a constructionist per-

spective, aiming to understand a person’s personal reality instead of providing statistical

support for a given hypothesis (Charmaz, 2008). A constructionist approach recognises

that people experience reality differently, and it is these differences which are valuable.

Qualitative research offers the ability to explore complex behaviours that do not translate

easily to quantifiable scenarios.

Thematic analyses are carried out in five stages: familiarisation, code generation, theme

generation, theme review, and theme naming (Braun & Clarke, 2006).

1. Familiarisation: it is important that researchers immerse themselves in the data

through repeated readings. This process allows possible patterns to be identified.

2. Code generation: initial codes are generated across documents, and I use a data-

driven approach allowing codes to be developed from the data (Gibbs, 2007). Codes
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are the early organisation of data into units of meaning that by themselves are not

themes, as multiple codes may speak to broader concepts (Riger & Sigurvinsdottir,

2016). At this stage, coding all information that potentially indicates a pattern

allows for an unrestricted analysis in later stages (Braun & Clarke, 2006).

3. Theme generation: themes are generated through combining and updating codes

which is why exhaustive code generation is essential. Code clustering and patterns

help create early themes. A hierarchical approach is used to organise initial themes

under umbrella terms to group related themes.

4. Theme review: the suitability of themes is considered, as not all themes are relevant

to research questions. Theme distinction is important, and code coherence is critical.

It is beneficial to review themes and code coherency multiple times.

5. Theme Naming: themes need names and definitions. The central idea attached to

each theme is identified and named. Themes may be implicit or explicit and should

capture meaningful information related to research questions (Riger & Sigurvins-

dottir, 2016). Themes must be rationalised and presented beyond just a description

(Braun & Clarke, 2006). If themes are not rationalised, they can be easily dismissed

in favour of a reader’s preferred rationale.

The major criticism of thematic analysis, or qualitative analysis in general, tends to em-

phasise its subjectivity and that the reliability or validity of the work cannot be guar-

anteed. This absence of guarantee speaks to the broader issue of reliability and validity.

Reliability relates to whether the findings would be obtained in repeated samples, and

validity describes the relationship between the findings and reality (Leung, 2015). Relia-

bility and validity are issues typically presented from a quantitative perspective, where

data should fit into an idea of reality that can be measured and quantified repeatedly.

A constructionist approach emphasises that an individual’s perceived experience is not

representative of a global reality (Charmaz, 2008), so using principles from quantitative
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approaches to assess qualitative research does not make sense. Instead of using the same

metrics for quantitative work, qualitative work should be assessed against four criteria:

credibility, transferability, dependability, and confirmability (Lincoln & Guba, 1985).

Credibility is whether the participant would find the results believable, as the aim is to

describe their worldview. Confirmability shows that others can corroborate findings and

are minimally influenced by researcher bias. To achieve credibility and confirmability,

having those not involved in the analysis review results can be beneficial in gaining agree-

ment towards the themes identified. Keeping an audit trail of the work carried out, how

the initial codes became themes and how these were combined, split, or removed also

helps. Transferability relates to how far the findings can be applied to other contexts. De-

pendability is a measure of the finding’s consistency and repeatability. Transferability and

dependability can be achieved by providing detailed descriptions of the data collection

process, allowing others to replicate the approach elsewhere.

The researcher’s personal experiences cannot be removed from the analysis. This is ad-

dressed through reflexivity, the critical reflection that considers the researcher’s impact on

reducing unseen influences (Riger & Sigurvinsdottir, 2016). Reflecting on methodological

choices and research assumptions can reduce their impact through recognition. The aim

of reflexivity is not to remove bias but to be transparent about how it may affect findings

(Johnson & Waterfield, 2004). Research questions are also constructed to reduce potential

biasing by keeping them open and without assumed direction.

2.7.3.2 Quantitative Approach. Quantitative analyses are presented from an ex-

periential realist perspective, assuming a “real” world exists independently outside of our

perceptions (Riger & Sigurvinsdottir, 2016). Quantitative analysis requires information

to be numerically represented, which can be done by developing and validating scales and

measures that seek to collect this information. Item response theory asserts that many

scales and measures are intended to determine individual differences upon a latent con-

struct (Thissen & Steinberg, 2009). The collection of items (questions) within a scale is
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assumed to measure the same latent trait, and the scores derived from a scale refer to an

individual’s strength of the trait. Data can also be considered suitable for factor analyses,

which share similarities with item response theory but focuses on the covariance between

items to identify latent groupings of multiple items (MacCallum, 2009).

Correspondence analyses and multilevel models are detailed in later chapters and so are

given no space here. Quantitative measures are used to measure latent traits numerically

so that hypotheses can be tested through statistical means. In comparing the differences

between groups or the relationships between a real-world action or behaviour (such as

software security awareness), the ability to carry out these behaviours is quantified in

terms of variance explained by the latent traits. These analyses give us an understanding

of what influences these real-world behaviours.

Key issues with quantitative approaches primarily revolve around the reductionist ap-

proach of representing complex human behaviour as numerical values, as well as the as-

sumptions of the realist approach. Realism assumes the researcher can detach themselves

from their perceptions and worldview to identify the true reality correctly (Sukamolson,

2007). This issue is assuaged by taking a less absolute approach through experiential real-

ism, which recognises that the perceptions we hold influence our views, but this subjectiv-

ity is limited. Reducing complex behaviour into quantities can result in basic snapshots of

the measured behaviour, which is a superficial representation of the actual reality (Rah-

man, 2017).

2.7.3.3 Mixed-method Approach. On a surface inspection, combining quantita-

tive and qualitative methods can seem incongruent, but it is possible to combine these

effectively (Sukamolson, 2007). Constructionist approaches can be used where personal

experiences are valuable for recognising motivations, which can then be translated into

a realist approach regarding the shared experiences identified. This pragmatic approach

recognises that a mixed method is needed where certain lines of scientific inquiry are best

answered through different perspectives. The use of mixed methods in this thesis reflects
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a socio-cognitive and pragmatic orientation. By combining methods that explore subjec-

tive, socially situated understandings with those that model individual cognitive traits,

the research provides a layered account of soft skill development across contexts.

Mixed-method approaches enrich the research by achieving aims that cannot be suitably

achieved by a single approach alone (Kelle, 2006). Each approach has limitations, but

individual weaknesses are reduced when used together. Quantitative approaches reduce

complex behaviours to numeric representations to gain statistical testing. However, it

loses the data richness, and qualitative methods maintain data richness at the expense of

statistical testing, complementing each other. This triangulation of different perspectives

offers a more accurate representation of the event (Scott, 2007b).

In areas where previous research is limited, qualitative methods are effective for “cast-

ing wide” to understand how the landscape is understood broadly. In this thesis, this

primarily refers to phase 1, where I explore the graduate and staff perceptions of soft

skills. These ideas are then translated into their latent psychological dimensions that are

investigated through further studies in phase 2. Both phases use both qualitative and

quantitative methods.

2.8 Open Science

This thesis enacts open science practices throughout, with preregistrations, material shar-

ing, preprints, and open access. They represent a significant posture of the research pro-

gramme that ultimately contributes to more robust and transparent research.

2.8.1 Preregistrations

Preregistrations are a method for formally registering the intended design, methodology,

and analysis for a research project. They provide information about the intended ques-

tions and hypotheses that the project aims to address, as well as offering opportunities

to justify research decisions prior to data collection (Nosek et al., 2018). Preregistrations

improve research credibility and show foresight (Nosek et al., 2019) and provide clarity
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about which analyses reported were selected a priori and what were post-hoc, reducing

dubious research practices.

2.8.2 Data Sharing

Publicly sharing data allows others to validate published results and offer other re-

searchers opportunities to explore and re-analyse data further (Towse et al., 2021b).

Not only does it benefit others in this regard, but it offers support for the thesis itself,

demonstrating that all the findings from this project can be checked, reproduced, and

validated by interested parties. In sharing the associated data and analysis files, I follow

the FAIR principles, ensuring data is Findable, Accessible, Complete, and Well-described

(Towse et al., 2021a).

To ensure data is findable, Digital Object Identifiers provide permanent links, avoiding

“link rot” – where URLs no longer exist. All data and materials are hosted on the Open

Science Framework, which is searchable and links between manuscripts, preprints, and

any significant research output.

Accessibility ensures that data is useable by the largest audience. Proprietary data for-

mats restrict usage, so all data is stored in universally-readable formats, increasing access.

It is also essential to ensure that data files are accurate and defect-free. In this thesis, the

data files shared are the same files used during analyses and are not simply produced to

satisfy basic data sharing.

To achieve completeness and to ensure sharing practices are meaningful, all essential

data must be shared (Towse et al., 2021a). All datasets required to replicate the thesis

findings are openly available and found through https://osf.io/2fpbq/. Providing analysis

scripts also clarifies the data manipulation process, affording a more straightforward

interpretation of the analysis.

Impactful data should also be well-described. Additional files that describe the analysis

pipeline and the relevance of specific files can increase usability. Including commented

https://osf.io/2fpbq/
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scripts for clarity and stating where steps were taken outside of computational environ-

ments (such as manual data tagging). Where this occurs, this should be made explicit so

that the reader is aware of the whole process.

It is not just data files and analysis scripts that are shared. Survey designs, interview

questions and other relevant, shareable artifacts are uploaded to open access repositories

to facilitate future research. By providing these materials, the research is more easily

replicated or improved upon by understanding the rationale and the research designs.

2.8.3 Computing Environments

Throughout the PhD journey, best efforts have been made to utilise open-source software.

The quantitative analyses and data manipulation were all carried out predominantly in

R, and qualitative approaches, such as the thematic analyses, were carried out using the

open-source tool Taguette (Rampin & Rampin, 2021). To this end, the thesis document

itself is fully reproducible.

2.8.4 Preprints

Preprints are openly available manuscripts published on dedicated servers (e.g. PsyArXiv,

ArXiv) before the peer review process. They offer rapid means of dissemination, as well

as greater exposure for early career researchers (Sarabipour et al., 2019). Indeed, Chapter

7’s preprint received citations while the paper was undergoing peer review, providing an

early contribution to further research. Throughout the PhD process, when papers were

submitted for peer review, they have also been uploaded to preprint servers along with

data sharing.

2.8.5 Open access

Finally, each research chapter has been published under open access (OA) agreements

that are either Gold or Green publication models. Gold OA is where the final published

version is openly available from the journal/publisher, such as in the case of Chapter 4,

which is published in the APA Open journal Technology, Mind & Behavior, having to

pass rigorous checks for publication in a Gold OA journal. Green OA is the case for all
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other research chapters, as they are uploaded to preprint servers.

2.8.6 Summary

This thesis represents a programme of work that is open in as many ways as possible,

from preregistering research designs and motivations, ensuring analyses were conducted

in a FAIR way, publishing data and materials, to preprinting manuscripts and open pub-

lishing. Many of these aspects are often concealed, and the output does not necessarily re-

flect the increase in workload associated with a research project. It is more complex than

just a journal submission; one must ensure that the data and materials are anonymised,

shareable, and published simultaneously with manuscript submission. These practices

reflect an invisible but significant aspect of the research process.
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ABSTRACT
When writing software code, developers typically prioritise func-
tionality over security, either consciously or unconsciously through
biases and heuristics. This is often attributed to tangible pressures
such as client requirements, but little is understood about the psy-
chological dimensions affecting security behaviours. There is an
increasing demand for understanding how psychological skills af-
fect secure software development and to understand how these
skills themselves are developed during the learning process.

This doctoral research explores this research space, with aims to
identify important workplace-based skills for software developers;
to identify and empirically investigate the soft skills behind these
workplace skills in order to understand how soft skills can influ-
ence security behaviours; and, to identify ways to introduce and
teach soft skills to computer science students to prepare the future
generation of software developers.

The motivations behind this research are presented alongside the
work plan. Three distinct phases are introduced, along with planned
analyses. Phase one is currently in the data collection stage, with
the second phase in planning. Prior relevant work is highlighted,
and the paper concludes with a presentation of preliminary results
and the planned next steps.
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• Security and privacy → Human and societal aspects of se-
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1 INTRODUCTION
In this research, soft skills are defined as the psychological dimen-
sions, or traits, that underpin behaviour [5]. Commonly, soft skills
are synonymous with workplace-relevant transferable skills, in-
cluding skills such as "teamwork" or "time management", and have
been the focus of previous human factors research [10, 14, 15]. This
current research seeks to go beyond these surface level traits, to
identify the psychological dimensions that underpin transferable
skills. In this body of research, transferable skills are referred to
as "shallow skills", and soft skills are the underlying psychological
dimensions. Shallow skills are referred to as such, because they
provide little in the way of quantifiable skills, and their definitions
often change depending on research context. Shallow skills can be
considered as the manifestation of soft skills, particularly in work-
place situations. Soft skills are the more immutable, psychological
aspects of behaviour.

Software development is the direct product of human interac-
tion, created through the combination of cognitive abilities, social
interactions and the unique culture of software development [3, 23].
In recent years, the software industry has become aware of the sig-
nificance of soft skills for successful software creation [5, 14, 15]. By
2030, there is an anticipated 22% increase in employment opportu-
nities for software developers compared to an average 8% increase
across all other industries1, but a rising concern that graduates
entering the workforce are lacking the necessary cognitive and
social skills required for successful integration into the workplace
[13]. This issue has been evidenced in software security roles, with
research indicating the most important skills required for security
roles are not technical in nature, but are soft skills [8]. As a con-
sequence, it is vital to identify the psychological traits required to
successfully develop secure software.

Security in software is not a new concern, but the responsibil-
ity for security has changed over time. In 1999, Adams and Sasse
[2] argued that software users were "not the enemy" and their fal-
lible security behaviours were not their fault, but rather that of
developers disregarding default user behaviour.

Similarly in 2008, Wurster and van Oorschot [24] posited that
developers were "the enemy" and as they are the ones causing secu-
rity issues, security should be removed from their responsibilities.
1https://www.bls.gov/ooh/computer-and-information-technology/software-
developers.htm
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They suggested the onus should be placed with API developers as
they provide functionality (and security) to other developers. More
recently, this sentiment about API developers was echoed by Green
and Smith [9], who emphasised that developers typically focus on
functionality and expect APIs to be secure by default. One issue
with this argument is that it treats software developers as a homo-
geneous population with little security awareness, but expects API
developers to be somehow more security conscious. API developers
are as human as software developers, subsequently they are sus-
ceptible to the same cognitive and social biases [4, 16]. Rather than
assigning responsibility to different groups, we should identify the
psychological dimensions associated with good security behaviours
and seek to promote these skills in software learning development.

1.1 Motivation and Rationale
The primary motivation is to understand how soft skills relate to
software development, and how people’s skills develop and exhibit
in software development environments. Of particular interest are
the behavioural changes exhibited by relative novices during skill
development, compared to more experienced developers. What po-
tentially incorrect, but intuitive actions are ultimately suppressed
through experience? What habits are built and how do these origi-
nate? What soft skills are required for secure software development
and how do these skills manifest and evolve?

In recent years, increased attention has turned towards the psy-
chology of software developers, particularly in relation to security
[17]. Security vulnerabilities typically leverage psychological pro-
cesses [21], via cognitive processes (such as exploiting expected
use cases), or through exploiting heuristic use. If adversaries ex-
ploit developers’ behaviour, it is important to identify the soft skills
involved and find ways in which these behaviours can be changed
through psychological interventions, which can be taught to novice
and experienced developers alike.

The project is motivated to provide practical impact through
developing teaching materials for Computer Science courses. Incor-
porating psychological interventions into pedagogy will allow for
the development of soft skills and security conscious behaviours in
future generations of software developers.

1.2 Contribution
The main aim of this research is to understand how the software
learning development process occurs and how behaviours change
and evolve. By identifying these processes, we are better placed to
encourage positive behavioural changes, resulting in more efficient
code development. The project also seeks to investigate key soft
skills that affect secure code production. As a result, psychologi-
cal interventions can be developed for promoting better security
practices. To practically encourage relevant behavioural changes in
early-stage software developers (e.g. Computer Science students),
pedagogical materials will be developed for education, with the aim
for these to be incorporated into teaching practices.

2 RESEARCH QUESTIONS
RQ1: What soft skills are considered important for computing and
security practices?

RQ2: How do soft skills evolve and develop in novice software
developers with time and experience?

RQ3: How do software development behaviours evolve and
change with experience?

RQ4: How can relevant soft skills be incorporated into pedagog-
ical practice to promote security behaviours?

3 WORK PLAN
The research incorporates a breadth of analysis methods, including
qualitative and quantitative approaches. This methodological plu-
ralism allows for a broad range of information to be drawn from
the data that would otherwise not be possible with a restricted
methodology. The doctoral research will look at data collected
through interviews, surveys, data scraping and behavioural studies.
Analysis will be varied and include statistical modelling, natural
language processing modelling, and qualitiative approaches, such
as thematic analysis. Not only will it provide broader interpretation
to findings within this space, it allows for stronger links to other
work in similar research spaces.

Figure 1: Outline of research phases within the planned
work.

The research can be split into three phases, as illustrated by Fig-
ure 1. The first phase identifies shallow skills as taught in Computer
Science undergraduate courses. It seeks to understand how shallow
skills are perceived by current students, staff and alumni.

The second phase will build directly on the first phase. By identi-
fying soft skills linked to shallow skills through previous research,
phase two aims to build relationships between secure coding be-
haviours and soft skills. This will be achieved through empirical,
lab-based research involving manipulation and measuring of soft
skills and programming tasks.

Finally, the third phase will focus on incorporating findings
on soft skills into pedagogical materials. This phase will measure
the effectiveness of teaching these ideas, with the aim to raise
awareness and increase the understanding of the psychological
traits of software developers.

A stand-alone study is also being conducted into cognitive re-
flection and risk perception in software developers and computer
scientists, see section 3.4. This will fit in with the phase two work.

Following open science practices, the research will include pre-
registrations, data sharing and reproducible analysis scripts. This
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will be managed through the use of the Open Science Framework2
and provision of Docker containers with reproducible workflows.

3.1 Phase One: Identification of Shallow Skills
The first phase is currently in the data collection stage. This phase is
comprised of four research projects: an examination of coremodules
in computer science programmes as taken from university websites;
academic staff interviews on how they view shallow skills being
taught; longitudinal interviews with current students on how they
develop their shallow skills over an academic year; and an alumni
survey of computer science graduates and psychology graduates,
collecting data on their perceived importance of shallow skills.

3.1.1 Curriculum Examination. The online course information and
core module descriptions for Computer Science and Psychology
undergraduate courses were collected from eight UK universities
belonging to the N8 research group (Durham, Lancaster, Leeds,
Liverpool, Manchester, Newcastle, Sheffield and York).

To identify shallow skills in natural language texts, a named
entity recognition (NER) model will be developed. Similar work
has been created [6], but without the granularity attempted here.
In efforts to further understand covariance of shallow skills and
language used around them, theNERmodel weights can be analysed
further, including factor analysis to find highly correlated skills.
A preregistration, providing details on the data collection can be
found at https://osf.io/qcw3n.

3.1.2 Alumni Survey. Lancaster University undergraduate alumni
from Computer Science and Psychology were contacted to take
part in a survey. Participants were asked to rank shallow skills for
their importance in current employment. A Psychology sample
were used as a comparative group, particularly when considering
the less vocational nature of psychology undergraduate degrees
(inferred from software development roles attained with a mini-
mum education of a bachelor’s degree3, compared to a minimum
education of a postgraduate degree for most psychology roles4).

Data analysis will focus on loglinear models, correspondence
analysis and exploratory factor analysis to identify the key shal-
low skills for computer science graduates compared to psychology
graduates. The preregistration is found at https://osf.io/5qb6a.

3.1.3 Interviews with Staff and Students. These two projects are
planned, and interview schedules will be arranged for times when
teaching volume is low for staff, and longitudinal student surveys
will begin in line with the start of an academic year.

Staff interviews will look to identify soft skills considered im-
portant by teaching staff and how these are conveyed to students
in teaching materials. Student interviews will be conducted over
the course of the academic year, following the same students to
identify the way in which they recognise and develop shallow skills.
Analysis for both interview studies will use thematic and content
analysis to extract relevant information.

3.1.4 Data Analysis of Phase One. The results from the individual
projects in phase one can be cross-examined to identify areas of

2www.osf.io
3https://nationalcareers.service.gov.uk/job-profiles/software-developer
4https://nationalcareers.service.gov.uk/job-profiles/psychologist

shallow skills that are of most interest. The combined data can
be used to understand the transmission of ideas from academic
staff to students to what they take into the workplace, (see figure 2).
Understanding the development of these skills and their importance
can be used in the second phase. Analysis of data is in planning.

Goal: to identify the shallow skills considered as important within
the transmission of skills in the pedagogical process. Measured through
various quantitative and qualitative methods.

Figure 2: Transmission of shallow skills can be expected to
develop whereby teaching staffs’ understanding of which
skills are important feed into the skills students pick up on,
which are reflected in alumni use of these skills.

3.2 Phase Two: Behavioural Studies
The second phase is in early design stages, but will focus on empiri-
cal behavioural research, based on the findings from phase one. The
exact soft skills to be included is dependent on phase one findings,
as it is important to focus on the skills that are most likely to have
the biggest effect on coding behaviours.

One study will investigate API blindspots, which can be defined
as a misunderstanding or misrepresentation of API function secu-
rity, resulting in vulnerabilities [16]. Using Python snippets from
Brun et al (2021) [4], and measuring soft skills through cognitive
tasks (e.g. the cognitive reflection test [7]), relationships can be
drawn between soft skills and API blindspot awareness.

Similar studies, using different programming paradigms (such as
code debugging, or secure password database creation) will also be
used. It is important to understand the stability of soft skills across
a range of development and security-related tasks.

3.2.1 Data Analysis of Phase Two. Data analysis for phase two
experiments will be predominantly quantitative, using mixed ef-
fects models for group comparisons. These can be used to measure
relationships between soft skills and security behaviours. Preregis-
trations will be published in due course.

Goal: to identify and measure the effect of soft skills on security
behaviours. Measured through mixed effect modelling and group
comparisons.

3.3 Phase Three: Inclusion in Pedagogy
For the final phase, the focus will be on the development of pedagog-
ical materials for introducing students to the soft skills necessary
for secure programming. This phase has not yet reached planning,
as it relies on the work of phase two to be near completion. This
will be achieved through seminars or workshops as methods to
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introduce the soft skills, to encourage students to engage with the
psychology behind software development. Effectiveness of sessions
will likely be measured through participant feedback.

To further disseminate research findings and promote inclu-
sion of soft skills into current pedagogical materials, engagement
through publication will be pursued. By raising awareness of re-
search through publication, conferences and posters, along with the
provision of basic materials for others to work with, phase three
looks to create a meaningful impact in the domain of software
learning development.

Goal: to develop and deliver teaching materials in order to pro-
mote soft skills within computer science curricula. Measured through
student engagement and feedback.

3.4 Risk Perception and Cognitive Reflection
In this individual differences study aligned with phase two research,
groups of professional software developers and computer science
students were compared regarding risk perception in software.
Participants completed a cognitive reflection test, a risk-oriented
decision task, and answered qualitative questions about how they
understand risk in software development.

Cognitive reflection is a person’s ability to inhibit intuitive re-
sponses in favour of more reflective responses, indicating their skill
in reflective thinking in search of a correct answer. Cognitive reflec-
tion was measured through the Cognitive Reflection Test (CRT) [7].
This is a three question test, including items such as, "A paperclip
and an elastic band cost £1.10 in total. The elastic band costs £1
more than the paperclip. How much does the paperclip cost?" The
intuitive answer is 10 pence, but upon reflection the correct answer
is 5 pence. The risk-orientation task focussed on how participants
view susceptibility of themselves and the "average developer" when
considering security vulnerabilities as listed by OWASP (e.g. SQL
injection). Data analysis is in progress. The preregistration can be
found at: https://osf.io/zbqe4.

3.4.1 Data Analysis of Risk Perception Study. Data will be analysed
through quantitative measures, such as linear modelling, along with
more qualitative methods, including thematic and content analyses.

Goal: to identify potential relationships between risk-related be-
haviours in software development and cognitive reflection. Measured
through linear modelling and group comparisons.

3.5 Validity Threats and Controls
Validity threats to the research are broadly discussed, relevant to
the project overall. More granular considerations are included in
preregistration documents.

One key threat is the consideration of software developers as a
population. It is easy to treat developers as a homogeneous popula-
tion who demonstrate similar characteristics, subsequently making
approaches to promoting security behaviours intolerant to variance
within the population. This can be controlled through mixed effect
models, where population characteristics can be included in the
analysis to identify the effect these have on behaviours.

This is a relatively new research field [17], somuch of the planned
research is exploratory. This can often lead to a series of analysis
methods being used, increasing type I errors. To control for this, pre-
registration procedures are published prior to data collection. Open

data and reproducible analysis scripts will be uploaded following
study completion, to allow replication and to confirm findings.

Using a range of methodologies, as highlighted in the work plan,
may result in a trade-off between breadth of analysis and depth of
analysis. To control for this, analysis plans and research choices will
be well considered through the use of preregistration documents.
By considering methodologies prior to execution, the connection
between the studies within the wider research can be well justified.

Another threat to validity is the generalisation to different pro-
gramming languages or work cultures. Not all languages have
similar structures, and differences have been shown in security
awareness between Java and Python APIs [4]. This can be con-
trolled for by acknowledging that results may only apply to a sin-
gle language. By focussing on Python, which is the most popular
language5, findings will have relevance to many developers. The
inclusion of preregistration documents, materials and analyses will
also allow for replications, either directly or conceptually.

The tasks used in the second phase are designed to provide con-
sistency across participants, reducing task variance and improving
statistical power. This comes at a cost, which is that the tasks are
less industry-specific, reducing the validity. This PhD research is
specifically focussed on the software learning process, and work
beyond the PhD may look into more industry specific tasks, or
applying similar research to different programming languages.

4 RELEVANT PRIORWORK
In this section the current literature relevant to the research is
discussed. This is not an exhaustive literature review, but aims to
identify key research influencing the doctoral research.

4.1 Phase One
In phase one, key research identified shallow skills in software
development, such as Matturro et al. (2019) [14], who conducted
a systematic analysis and identified 23 separate skills. Similarly,
Stevens and Norman (2016) looked at job adverts to identify the
most important shallow skills for developers [20]. These research
papers provided context for the important shallow skills.

Groeneveld et al. [10] analysed computer science curricula for
modules that taught shallow skills explicitly, but did not look into
the implicitly taught skills in all modules. This motivated the inves-
tigation of the course curricula for text relevant to shallow skills.

Finding an absence of research that provided associations be-
tween shallow skills and soft skills is the motivation for phase one.
The literature search for phase one has found little evidence of
work associating security awareness and soft skills.

4.2 Phase Two
In the second phase, a series of work has been carried out con-
cerning API blindspots and developers’ use of heuristics when
evaluating software code. Oliveira et al. (2018) [16] highlighted this
issue with Java puzzles, finding that security blindspots in code
snippets were difficult to identify, possibly due to developers’ expec-
tation of APIs being secure as default. Brun et al. (2021) [4] followed
this work with a replication using Python code. They found that
developers who exhibited better long term memory recall were
5https://www.tiobe.com/tiobe-index/python/
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more successful in solving puzzles with blindspots. They found that
short term memory, memory span and episodic memory had no
effect on solving the puzzles. Other works that touch on psychology
in security include Hallett et al (2021) [12], where boosting secu-
rity awareness through requiring planning promoted a small effect
on security, and Shreeve et al (2020) [19] who identified decision
making processes related to cybersecurity.

4.3 Phase Three
For the third phase, Taylor-Jackson et al. (2020) [21] advocated
including psychology in security education, particularly when con-
sidering that vulnerabilities are often psychological in nature (e.g.
phishing, API blindspots). They discuss the benefits of exposing
computer scientists to the different ideas and styles of thinking
found within psychology. There are also wider calls for inclusion
of soft skills in university education [11]. It is important that the
findings from the first two research phases are used for positive
impact and one immediate way to achieve this, is to answer the
calls for increasing soft skill teachings in cybersecurity courses to
benefit future software developers.

4.4 Risk Perception
For this study, key items are papers on cognitive reflection by
Frederick (2005) [7] and Thomson and Oppenheimer (2016) [22].
Combined with the understanding that developers are often not
the most security conscious, as highlighted by Acar et al (2017) [1],
it is clear that the understanding of risk by developers in a software
context is poorly understood in relation to cognitive measures.

5 CURRENT STATUS
5.1 Early Results Analysis
Some of the preliminary results from the risk perception study
(section 3.4) are mentioned here. The third hypothesis stated in
the preregistration is examined here, "Mean scores closer to zero
on the novel OWASP risk task will be found with higher scores
of cognitive reflection". Data from 143 (70 students, 73 developers)
participants is used.

The OWASP task is a measure devised for this study where
participants were asked to respond to two sets of questions, the
first asking about the percentage of web applications they believe
to be created by others that suffer from one of the top five OWASP
vulnerabilities (injection flaws, broken authentication, sensitive
data exposure, XML External Entity and broken access control).
Then following a separation task, participants were then asked to
rate the percentage of web applications that they had developed that
suffered from the same vulnerabilities. Scores closer to 100 indicate
high optimism that they do not produce flawed products, scores
near 0 indicate similar levels of flaws in both their own and other
people’s products, and scores approaching -100 indicate beliefs that
their own work is highly susceptible to these vulnerabilities.

To test the hypothesis above, a linear regression was run to see
whether CRT scores significantly predicted OWASP vulnerability
scores and whether this differed between the two populations. The
model formula was "Vulnerability ∼ CRT". The overall regression
was statistically significant (R2 = .05, F(3, 139) = 15.13, p = .017. Esti-
mates, values and significance of model items can be seen in Table

Table 1: Coefficients, t-values and p-values for the linear re-
gression of CRT predicting OWASP vulnerability

Estimate Std. Error t value p*

Intercept 11.00 3.13 3.52 <.001***
CRTscore1 14.08 4.59 3.07 .003**
CRTscore2 5.61 4.86 1.15 .250
CRTscore3 10.67 4.91 2.17 .031*

*Significant alpha values of <.001 indicated by ***

1. Despite significant terms in the model summary, the variance
explained by the model is negligible (∼5%) and further models will
need to be developed to explain more variance in these scores.

Figure 3 shows the distribution of vulnerability scores for each
level of CRT score as a box plot. Post-hoc Tukey tests identified no
significant differences between any of the groups with all p > .05,
except for those who scored zero and those who correctly scored
one, adjusted p = .014. This indicates that there is little significant
relationship between CRT scores and results on the novel OWASP
risk task.

What is noted with the Vulnerability scores, and can be seen in
Figure 3, is that most scores on the OWASP task, regardless of CRT
scores, are around or above 0. One-way t-tests on the Vulnerability
scores were run for both the developer and the student samples.
In the Developer sample (mean score = 17.48), the scores were
significantly higher than 0, t(69) = 7.16, p < .001. Similarly for
the student sample (mean score = 18.94), scores were significantly
higher than 0, t(69) = 7.26, p < .001.

This finding is indicative of optimism bias [18], suggesting that
both professionals and student developers consider themselves to
be better than average at preventing these OWASP-listed security
issues. A score of zero would indicate respondents understand they
were average, but higher scores suggest an over-optimistic outlook
on their own abilities, which could lead to a more relaxed view on
these security issues. These findings will be further developed and
discussed in future publications.

5.2 Next Steps
In the short term, the next steps are to continue with phase one
data collection, and planning of phase two. It is intended that the
research will progress according to the research phases outlined
above. Following the completion of the doctoral work, future work
would include the investigation of psychological interventions for
developing soft skills and measuring their impact on security be-
haviours in longitudinal research.

The steps beyond the PhD research as outlined above is to focus
on the skills that explain the largest variance in secure coding
behaviours, and seek to identify the best ways to promote continued,
stable use of these behaviours as opposed to short-term changes
(such as those achieved through nudging, e.g. IDE pop-ups serving
as reminders to look for blindspots).

6 CONCLUSION
This paper provides an overview of the planned work within the
PhD research titled "The Soft Skills of Software Learning Develop-
ment: the Psychological Dimensions of Computing and Security
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Figure 3: Box plot of mean OWASP vulnerability scores by
CRT score split by population.

Behaviours". The research is diverse in both aims and processes,
ranging from thematic analysis of interviews, to modelling rela-
tionships between psychological dimensions and security issues, to
incorporating the findings into pedagogy.

This project seeks to investigate the software learning develop-
ment process; to better understand the behavioural changes and
soft skill development of both computing and security behaviours.
By identifying these changes, and when and how they develop, we
can seek to promote these changes earlier in the learning cycle,
allowing for more effective learning and encouraging positive be-
haviours for software development. In doing so, not only can we
exhibit greater awareness of the psychology behind secure soft-
ware development, we can develop interventions for encouraging
these secure behaviours, reducing the likelihood of these security
vulnerabilities. All public preregistrations, published data, analy-
ses, and links to further research outputs will be accessible from
https://osf.io//v93zt.
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3.1 Statement of Continuous Thesis Summary

“Everyone has a plan ’till they get punched in the face” - Mike Tyson, 1987

In this chapter, I present the intended plan for the PhD project. I detail the project, its

motivations, and describe the intended research phases as published in 2022. This chapter

serves as a primer for the remainder of the thesis, with the phased work plan being the

main contribution, outlining and justifying the components of each phase. Scholarly work

is not always straight like an arrow, and the chronology of the research phases did not

take place in the precise linear sequence of thesis chapters. Instead, components were

pursued in overlapping waves. Nonetheless, preliminary findings from phase 1 still

informed phase 2 decisions and offered constructive information.

Elements from all three phases were completed, but some components could not be

addressed (discussed further in Chapter 9), and ultimately, resource constraints meant

that only some of the intended research could be completed. The work plan was

conceptualised during the early stages of the programme and formalised for publication in

January 2022, 15 months after PhD commencement, and with 21 months remaining, it

naturally evolved over this time. Some gaps between plans and activities can be

attributed to naïvety, but my personal development replaced this with realism over the

PhD development. The absence of these components does not detract from the substance

of the thesis and the meaningful contributions that the work can make to our

understanding of the psychological dimensions of computing and security behaviours in

software engineers.

The following five chapters cover the research conducted, with phase 1 comprising

Chapters 4 and 5, and phase 2 comprising Chapters 6, 7, and 8. The next chapter begins

phase 1 by exploring the perceptions of CS graduates regarding the value of soft skills.

This is important to understand as it offers the opportunity to link their skill

development to education and to identify the most important non-technical aspects of

their careers.
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1 INTRODUCTION

The importance of software in modern society cannot be understated, and subsequently the skills required
to create functionally useful and secure software should be incorporated into Computer Science (CS) higher
education programmes. Developing software is a complex cognitive-socio-technical enterprise, requiring more
than just skills of programming languages and systems [24]. Software engineers’ cognition and social skills
play a critical role in project success [41, 63], but where we have a reduced understanding of the origin of
soft skills, the ability to prepare students for employment is limited. While educators may design curricula to
incorporate specific skills, if students do not perceive these skills to be present, this limits their employability.

Some skills cannot be adequately developed prior to employment, and so employers will also need to
commit to training new employees, and prospective employees are constrained in what they can offer. For
technical skills, such as proprietary tools, training is simply a necessity. For non-technical skills, these are
often domain-agnostic and can be developed prior to employment. A small amount of training may be
required to align the existing skills with employer’s cultures or processes, but skills of teamwork or problem
solving are typically applicable in a great variety of roles. Ensuring that students are developing these skills
during their education improves their graduate employability.

Human behaviours are often referred to as soft skills or non-technical skills [30, 48], and engineers should
be able to recognise the value of soft skills and use them in practice [9]. Soft skills are domain-agnostic,
covering a range of psychologically-rooted abilities, including interpersonal communication, habits, and
cognition [2], and soft skills often determine the success of technical skill application [26, 49]. In the context
of software development, some of the more valued soft skills include problem solving, communication, and
teamwork [3]. For security-related software development, various forms of communication, teamwork, and
social skills are required for working in cybersecurity roles [39].

Many software engineers or those working in adjacent fields complete an undergraduate CS education.
These undergraduate programmes have a significant role in preparing students for future employment,
offering students opportunities to practice and develop their soft skills in controlled environments. Due to
increasingly levels of security awareness around software, these programmes often incorporate cybersecurity
and security training, and so it is important to understand what skills are considered important for these
industries too.

It is imperative we understand the relationship between the skills that are valued within software
engineering and the skills that are developed during an undergraduate education. In doing so, our findings
can inform CS undergraduate programmes to address all relevant skills. CS educators have a responsibility
to expose their students to opportunities to develop these skills, and increase student awareness as to their
importance, and the present research maps this responsibility to the skills used in employment through
exploring graduate perceptions.

To address the limited understanding of how soft skills bridge between education and employment, we
surveyed CS undergraduate alumni about the skills valued in the workplace, where they developed these
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skills, and explored the skills required in security roles. In previous research in this domain, the population is
considered in a vacuum, lacking any comparative groups for reference. To address this shortfall, we collected
data from psychology alumni to form the reference group. Specifically, CS undergraduate programmes are
often highly driven to prepare students for careers in software engineering. This makes sense as over 79%
of graduates find employment in software engineering [6]. In contrast, many psychology graduates enter
non-psychology careers, such as sales or teaching [58], and psychology professions often require graduate-level
programmes. This combination of participants provides a unique perspective to our research that is absent
in other related work.

1.0.1 Hypotheses and Research Questions. Our research was driven to better understand the mapping
between undergraduate CS education and employment activities, with a complementary analysis of security-
related work. Previous studies often focus on employers or current employees in a particular domain, but
by placing the focus on individuals as CS alumni, we can make stronger associations between their skills
used and how these were formed or developed during their education, which can offer implications for
undergraduate pedagogy, as it highlights the skills that are considered important, but also whether they
are taught effectively in the programme or not. We were motivated to make comparisons between two
undergraduate programmes, as through a comparison of CS and psychology alumni gives a contrast in the
skills necessary and highlights how the skills are emphasised differently in their education, as well as how
these then correspond to employment.

We also explore the soft skills and alumni perceptions within security-related employment as cybersecurity
increasingly becomes more and more valued within software engineering. As more universities offer cyberse-
curity courses [52], it is key to ensure the skills required with security sectors are reflected in the education
offered within CS courses. If different skills are required when working in security-sensitive domains, then
these requirements can be used to help inform conversations around the skills highlighted and emphasized
in present education programmes.

To focus the research, two hypotheses were preregistered:
H1. Computer Science undergraduate alumni will prioritise different groupings of soft skills to Psychology

alumni, representing two different populations of perceived soft skill importance.
H2. Computer Science undergraduate alumni involved in security-related work will prioritise different soft

skills than those who are less involved in security.
To help structure the analysis plan, and complement the hypotheses, five research questions were

preregistered at (https://osf.io/5qb6a). These questions help in breaking down the complex dataset.
RQ1: How do undergraduate alumni understand the importance of soft skills in their employment (current

or most recent)?
RQ2: How do Computer Science and Psychology undergraduate alumni differ in the soft skills deemed

important for their workplace?
RQ3: How do undergraduate alumni recall being introduced to soft skills, via education or through

employment?
RQ4: How do the technical skills possessed by alumni relate to the perceived importance of soft skills in

employment?
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RQ5: How do Computer Science undergraduate alumni differ in their use of security in their work, and
how do the required soft skills differ between those who use security and those who do not?

1.1 Contribution

Our research provides three unique contributions:

1. We identify the skills considered to be the most important by CS alumni, these being problem solving,
communication, responsibility, teamwork, and analytical thinking.

2. We identify links between skills and their sources of development (through education, employment, or
personal means), where education is strongly associated with problem solving and analytical thinking,
teamwork with employment, and communication is not strongly associated with any one source.

3. We highlight the soft skills that are considered as the most important for those who work in a security
context, with those working in higher security domains reporting important skills of communication,
problem solving, and organisation.

1.2 Structure

The rest of the paper is structured as follows. Section two explores the existing literature surrounding
soft skills in software engineering and CS. Section three describes the methodology used, including the
participants, measures, and analysis processes. Section four provides the results. Section five discusses the
results and implications. Section six concludes the paper.

2 RELATED WORK

2.1 Psychology within Software Engineering

Psychology’s important role in software engineering has become increasingly visible [14], with an understand-
ing technical skill alone does not define an exceptional software engineer [17, 30]. Soft skills are psychological
in nature, encompassing personality, habits, social aptitude, and cognition [2]. They can be considered as
the surface features underpinned by psychologically quantifiable measures and theories.

In recent years research has been carried out in software engineering with psychology as the focus,
examining behaviours involved in secure software development. Security provides an additional complexity to
software development and reflects the requirement to protect personal and sensitive information. Technical
knowledge and experience have little effect for secure software development [10, 53], suggesting social or
cognitive factors must be involved, reaffirming a need to better understand the soft skills and psychology
linked to secure development.

Software engineers often assume tools are secure by default, increasing the chances of security vulnerabilities
[50]. Long term memory recall was linked to an increased detection of insecure code [10], perhaps indicating
a greater ability to recall relevant technical information. Individual differences play a role in security,
and cognitive biases impact perceptions of risk [37], as well as cognitive cues prompting greater security
behaviours [33, 51]. Social identity plays a role in secure development, and developers that perceive more
group differences in a project subsequently experience reduced responsibility and commitment to testing
software security [36]. Others report increased interaction with security teams encourages security behaviours
in others [64], likely due to an increased sharing of social identities.
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2.1.1 Soft skills in Industry. The understanding of which soft skills are relevant for software engineering
often comes from industry data, such as job adverts or interviews with current employees or managers. Two
of the commonly reported soft skills are teamwork and communication [3, 30, 38, 46, 48]. These findings
indicate that the industry is group-oriented, requiring communication, both between teams and stakeholders.
Another key skill was problem solving [3, 22, 45]. Problem solving requires a mindset allowing for real-world
problems to be interpreted within a software setting. Organisation was frequently mentioned as necessary to
guarantee projects can be maintained even if employees leave by ensuring they adhere to workflows and
institutional decisions [3].

Soft skills are seen to improve employee integration and enhance team productivity [59], highlighting the
importance of soft skills for using technical skills effectively. Other employers note that technical skills are
easier to teach compared to soft skills [23, 43].

2.1.2 Soft Skills in Cybersecurity. Within cybersecurity, communication is seen as crucial [5], along with
critical thinking, adaptability, innovation, and interpersonal skills [34]. Communication is needed for conveying
the need for security or security information, along with being able to communicate to a wide audience.
Interpersonal skills included displaying positivity and building rapport and trust between clients and peers.
Decision making and problem solving were highlighted [61], and organisational skills, as a requirement for
creating knowledge bases [27].

In exploring where these soft skills originated from, there is no clear consensus of a single origin, and a
conflict between perception of many soft skills being immutable and innate, and a split between education
and employment [39]. Others rated communication, motivation, and a willingness to learn/curiosity as a
priority for being taught in cybersecurity education [5].

Communication, problem solving, organisational, and interpersonal skills have been mentioned already in
general software engineering, indicating that cybersecurity skill requirements are similar to those in general
software engineering too.

2.1.3 Soft skills in Education. The higher education sector is partly responsible for preparing students
for employment. Groeneveld et al. [31] identified self-reflection, conflict resolution, communication, and
teamwork as the most taught skills, which were reflected in a further examination of modules focusing on
soft skills, identifying teamwork, ethics, communication, and presentation skills [29]. Others identified ethics
and analytical thinking styles as important [18]. Research conducted with alumni by Calitz et al. [13] and
Watson and Blincoe [62] found skills of problem solving, teamwork and communication prioritised above
other skills.

It is seen that student perceptions of important soft skills are different to the skills valued by employers
[60], with graduates not possessing the relevant skills for employment [54]. Students entering CS programmes
come with preconceptions that technical skills, such as programming, are the more valuable skills and
prioritise these over soft skills [35]. Students often confuse skill importance with enjoyment, associating
lower value with less-enjoyable activities [42]. It is wrong to assume students will strengthen the appropriate
skills, or that soft skills develop organically without opportunities, and so it is crucial CS degrees facilitate
students’ development of these skills. It is imperative students are provided with ways to upskill [8], meeting
prospective employer’s wishes for pre-existing soft skills [4].
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We offer a unique contribution through the report on the present study, contributing to our existing
knowledge around the soft skills needed within software engineering. Previous research has identified the
skills desired by software engineering employers, and security-specific domains. Others have noted that
student perceptions do not necessarily align with industry expectations, and that they undervalue soft skills
compared to technical competencies. We offer a greater understanding of how CS alumni perceive soft skills
as being valued in their employment, and where these skills were developed. This work contributes to closing
the gap between student skills and employer expectations, by identifying the sources of important skills.

3 METHODS

3.1 Participants

Alumni from Lancaster University were contacted if they had completed a degree in CS (n = 750) or
psychology (n = 1,576). An 11.62% response rate was achieved (276 responses), and 128 were retained for
analysis. The 128 responses contained enough data to answer most research questions (1, 2, 4, and 5) and
100 of these responses were able to be used for answering question 3. All participants provided informed
consent.

Of the 128 participants, 69 were psychology alumni, and 59 were CS alumni. The spread of graduation
years is reported in Figure 1. The ages of respondents were similar between departments with a mean age
of 41.32 (SD = 13.97, median = 38.00) in psychology, and 48.03 (SD = 15.92, median = 50.00) for CS.
Reported gender for CS alumni was 13.56% female and 86.44% male, and psychology alumni reported
59.42% female, 37.68% male and 2.90% other. Figure 2 shows participant gender and age.

For CS alumni, 54 (91.53%) had worked in an industry or role related to software engineering post-
graduation, compared to 9 (13.04%) psychology alumni. For psychology employment, 25 psychology alumni
(36.23%) and four CS alumni (6.78%) reported related roles. This reflects the high versus low industry-
preparation status of these degree pathways.

In this research, our demographic of interest were alumni who completed an undergraduate degree at
Lancaster University, and in the rest of the paper, references to “university” explicitly refer to the institution
where the alumni completed their undergraduate education. It is acknowledged that “university” can be
considered a Westernised term, but we use it in the context of the institution where the sampled students
studied.

3.2 Measures

The survey was presented through Qualtrics, an online surveying tool, and completed remotely. The survey
is found on OSF (https://osf.io/s52r7/). Figure 3 shows survey flow, consisting of an information sheet,
informed consent, and demographic information. The demographic questions included age, gender, education,
employment status, job history and department of study. Participants were asked about their technical
skills, with CS participants asked about security usage. No restrictions were placed on what participants
considered to be technical skills. Following this, both groups ranked 23 skills (detailed in Skill definition
validation) on a five-point Likert scale ranging from “Not Important” to “Very Important” in relation to
current employment. Participants were asked where these skills were developed, undergraduate education,
employment, or personal development. Finally, participants were debriefed.
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Fig. 1. Histogram of undergraduate graduation year split by department. Bars are grouped into ten-year intervals.

3.3 Procedure

3.3.1 Skill definition validation. A recent study found over 400 different soft skill types [19], highlighting
the sheer magnitude of skills. Presenting participants with over 400 options was not appropriate, and so
we developed a select list of commonly identified skills. Items were taken from Stevens and Norman [59],
Matturro et al. [46], and Ahmed et al. [3], resulting in 23 distinct soft skills. The definitions of these skills
were created using the above works and their cited sources.

To assess definition distinctiveness, they were validated using an independent participant pool recruited
through Prolific, an online recruitment platform. Over three rounds of validation were conducted with 20
participants in each round. The task had participants presented with a list of soft skills and definitions and
were then asked to match each definition to the most appropriate term. Multiple terms could be selected
and were ordered.

Following each round, definitions were updated to aim for term distinctiveness. To identify these definitions,
mean rankings, standard deviations and frequency counts were calculated. These were combined to provide
a metric: mean × SD

count
. Correct definition-term items with a score less than half of the next score were

deemed appropriate, and terms with a count less than the square root of total participant count were not
considered to be strong associations. After three rounds, definitions were considered appropriate and with
high distinction. See (https://osf.io/s52r7/) for the skills and definitions.

Manuscript submitted to ACM

68



8 Ivory et al.

Fig. 2. Histogram of age and gender splits. Bars are grouped into five-year intervals.

Fig. 3. Survey flow with CS alumni filling out an additional section regarding their experience working with security. This
focussed on whether their employment was linked to security work, and how much of their work is concerned with security.

3.4 Data analysis

Two analysis methods were used, correspondence analysis with ordinal regression and factor analysis.
Correspondence analysis offers the identification of relationships between individual skills against other
categorical data (such as skill importance), and exploratory factor analysis (EFA) can be used to identify
latent skillsets.

The analysis methods were preregistered (https://osf.io/5qb6a). The conducted analysis deviated from
the preregistration as it used ordinal regression rather than loglinear regression. Both achieve a similar
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goal, but the interpretation of large loglinear models is difficult and requires a reference skill, meaning the
interpretation is always a comparison between skills.

3.4.1 Correspondence Analysis. Correspondence analysis represents relationships between categorical and
ordinal variables in reduced dimensional space. It shows skill importance relaitve to other skills, not necessarily
which skills are the most categorically important. Two interpretation methods are used; the first being the
absolute distance of a point from the origin (0,0) indicating skill strength, and the angle between the vector
of importance rating drawn from the origin and the vector of skill. Smaller angles indicate higher association,
and right-angles indicate no association.

When working with ordinal data, correspondence analysis requires “doubling” [28], anchoring responses
against upper and lower bounds to differentiate between constant responses, otherwise a response of “Strongly
Agree” on a Likert scale (5,5,5,5) is interpreted as having the same profile as all “Strongly Disagree” (1,1,1,1).
Joint correspondence analyses allow for comparisons between two or more groups.

3.4.2 Ordinal Logistic Regression. Ordinal logistic regression, or proportional odds logistic regression are
used to build upon the correspondence analyses by offering a statistical analysis of the findings. Likert scales
are limited in that the distance between responses is not constant (the difference between “Very Important”
and “Quite Important” may be different than “Quite Important” and “Important”). Ordinal regressions
accommodate for this variable distance by examining odds-ratios [11]. They are the most appropriate way
for modelling ordinal Likert data.

3.4.3 Factor Analysis. EFA groups large numbers of items into latent factors, based upon the response
profiles. EFA is used when there are no pre-existing factors, allowing for free association. Skills associated
with the same factor are assumed to share common variance, indicating a latent grouping structure.

3.5 Data Validity

The requirement for correspondence analysis is there is no missing data, data independence, and the scales
used are identical for all responses. This is ensured through the survey design. People could not respond
more than once and could only sort skills into a single category, missing data was filtered from analysis, and
all scales were identical for all participants.

For ordinal regression, data must be ordered with more than two possible outcomes (for example, a
five-point Likert scale), and the proportional odds assumption must be satisfied. To test this assumption the
Brant-Wald test was used. Non-significant values suggest the data satisfies this assumption, which was met
in all reported instances.

For EFA, Kaiser-Meyer-Olkin (KMO) test and Bartlett’s test of Sphericity can be used. KMO is used as
an indicator for data factorability, our KMO score was .85, passing the threshold of .80 [15]. Bartlett’s test
assesses association between variables, with a significant result indicating correlations in the data. Bartlett’s
test was 1234.50, p = <.001, indicating suitability.

4 RESULTS

This section is structured using the research questions. We provide a description of the analysis, followed by
an extraction of key findings and their relevance to the research question and hypothesis.
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Table 1. Values of the factor loadings of the final EFA, ordered by factor eigenvalue and item loading strength.

Computational
Thinking

Social Workplace Independence Visionary

Analytical Thinking 0.74
Problem Solving 0.70
Methodical Thinking 0.63
Critical Thinking 0.63
Organisational 0.53
Initiative 0.50
Communication 0.75
Interpersonal 0.67
Conflict Management 0.64
Ethical Thinking 0.51
Decision Making 0.43
Handling Pressure 0.57
Responsibility 0.53
Flexibility 0.53
Willingness to Learn 0.53
Teamwork 0.46
Motivation 0.44
Autonomy 0.77
Adaptability 0.54
Creativity 0.75
Innovative 0.67

4.1 Testing Hypothesis One: Differences in Valued Skills for CS and Psychology Alumni

Hypothesis 1 stated, “Computer Science undergraduate alumni will prioritise different groupings of soft
skills to Psychology alumni, representing two different populations of perceived soft skill importance.”

First, an exploratory factor analysis was conducted to reduce the 23 skills into smaller sets of similarly
rated skillsets. EFA factors with larger eigenvalues indicate greater importance in response to the survey
question “how important are the following skills to your job role”. Parallel analysis was used to identify the
optimal factor count, with eigenvalues above one used as a threshold. The optimal number of factors was
five, using weighted least squares and varimax rotation.

Leadership and time management cross-loaded against multiple factors, indicating minimal unique
contribution and were removed. The factor analysis was rerun resulting in no cross-loading. Final factor
scores are presented in Table 1, with loadings under .4 suppressed. Fit indices of RMSEA = .05 [CI = .02,
.07], TLI = .93 were acceptable [21]. Correlations between factors ranged from -.09 to .12 confirming factor
distinctiveness.

It can be useful to name factors for easier interpretation and the identified factors were named as:
Computational Thinking (eigenvalue, λ = 6.67), Social (λ = 2.31), Workplace (λ = 1.47), Independence
(λ = 1.33) and Visionary (λ = 1.18). It is noted these names recognise core items, but as the skills are
factored according to their importance, they could easily be called “Most Important”, “Important”, “Less
than Important”, “Unimportant”, and “Not Necessary”, but as this is reflected in the eigenvalues, more
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descriptive names were chosen. The factorisation provides an answer to the first research question of what
skills are considered important to the undergraduate alumni group as a whole.

The second research question asked how the two alumni groups differ in their reported importance of
skills, and to answer this using the reduced set of skillsets, a linear regression model can be used to examine
differences between the two alumni groups, examining the interaction between department and skillsets,
with a random effect of participant to account for individual differences in participant responses. Pairwise
comparisons were carried out, which returned no significant relationships. An R2

conditional of .09 provided
minimal variance, and model diagnostics suggested a poor model fit. Subsequently, the factor analysis
provides little contribution to the question of how the two groups differ in their ratings.

Looking more broadly at the individual skills, a joint correspondence analysis of importance ratings
for each skill between groups was used. Ratings of “Not important” and “Less than Important” were
combined to remove zeroes in the data improving coherence. Correspondence analysis plots ordinal data
in reduced dimensional space and as shown in Figure 4, the first dimension explains 84.99% variance and
can be interpreted as importance (and dimension two as department with 10.19% variance). To note are
the barycentres, which are the cumulative average of the two groups (denoted by the larger points on the
figure), from this we can see that overall psychology alumni were more intense in their ratings suggesting
they rated the skills higher on average.

As the first dimension explains such high variance, the analysis can be reduced to a single dimension,
shown in Figure 5. Psychology alumni are centred on zero allowing the CS responses to vary, reflecting
perceived importance. To test for statistically significant differences between the two alumni populations,
ordinal logistic regressions were used. For brevity, only skills with significant differences are reported.

4.1.1 Ethics. For differences in ethics, CS alumni are associated with odds .72 times lower of rating ethics
highly compared to psychology alumni, β = -1.27, t = -3.81, p < .001. Figure 6 shows the score probabilities
for each level of the rating, with all skills.

4.1.2 Time Management. CS alumni had .61 lower odds of ranking time management skills as highly as
psychologist alumni, β = -.95, t = -2.73, p = .006. Differences are seen in Figure 6, with psychology alumni
ranking time management highly compared to CS alumni.

4.1.3 Team Skills. CS alumni had 1.90 times higher odds of rating team skills more importantly than
psychology alumni with a large difference in the “Very Important” ratings by CS alumni as shown by
Figure 6, β = .64, t = 1.95, p = .051. CS alumni were more likely to report team skills as “Very Important”
compared to psychology alumni.

4.1.4 Interpersonal. For interpersonal skills, CS alumni had .58 times lower odds of ranking highly compared
to psychology alumni, β = -.88, t = -2.51, p = .012. Both demonstrated low probabilities of reporting low
importance as shown in Figure 6.

4.1.5 Communication. Like interpersonal skills, CS alumni were associated with .60 times lower odds of
ranking communication as high as psychology alumni, β = -.92, t = -2.43, p = .015. Figure 6 shows the
difference in the rating scale with greater probability of CS alumni ranking communication lower than “Very
Important”.
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Fig. 4. Correspondence Analysis plotting skill importance between alumni groups. Dimension one can be interpreted as
importance and explains 84.99% of variance, with the second dimension interpreted as differenced in department explaining
only 10.19% of variance.

RQ2 contributes to answering H1, that the two alumni populations differ in their prioritised skills. Using
EFA, no significant differences were seen, but on a more granular level, CS alumni valued teamwork higher
than psychology alumni, who valued communication, interpersonal skills, time management, and ethics more
than CS alumni.

RQ3 explored how undergraduate alumni recalled being introduced to soft skills. Participants were asked
to sort the soft skills they possessed into being developed through education, employment, personal interests,
or that they did not possess the skill. The latter were removed from the analysis, as they provided little
descriptive power, and removal had minimal effect on the analysis.

A joint correspondence analysis identified the sources that alumni associated skills originating from. Figure
7 reports items with an associative strength greater than .25 for easier representation. The first dimension
explains 68.28% of the variance and can be interpreted as a continuum of Education to Occupation. The
y-axis provided 29.49% variance representing a spectrum of Personal Development, with higher values
indicating more self-led development. Figure 8 identifies angles of less than 30° and greater than 150° and
the strengths associated with each skill. Only skills with a strength greater than .25 are included to aid
clarity. Skills with a small positive angle (less than 30) are positively aligned with the source, and items
that are linked through obtuse angles of 150-180° are negatively associated with a source.
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Fig. 5. A representation of the absolute difference in distance and direction between alumni for each skill. As dimension
one explains so much variance, omitting dimension two still provides a strong representation of the skills reduced to a single
dimension.

Using the associative angles and strengths of the correspondence analysis, four key interpretations can be
made:

1. Both groups viewed analytical and methodical thinking as originating from university. Differences were
seen with CS alumni associated problem solving with university, and psychology alumni associated
critical thinking and ethics with education. These are the primary skills that graduates develop in
university prior to employment, representing the strengths of these degrees.

2. For CS alumni, a willingness to learn, ethics, and motivation were associated with personal development.
A willingness to learn was weakly associated with personal development for psychology alumni, and
creativity being more strongly associated.

3. Skills such as leadership, conflict management, and decision making were associated with employment
by both alumni groups. CS alumni felt team working was linked with employment more so than other
sources. Psychology alumni associated flexibility and adaptability with employment more strongly
than CS alumni.
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Fig. 6. Plot of the fitted probabilities for all skills with significant differences between the two departments. Each individual
plot indicates the differences between alumni responses for each rating level

4. the barycentre (the average of all skills combined by alumni population) for CS alumni is positioned
closer to employment as an overall source of skill development, whereas psychology alumni associated
more skills with their education.

The fourth research question explored how the technical skills possessed by alumni related to the perceived
importance of soft skills in employment. When asked for the technical skills taught and used, participants
responded with free text answers that were manually categorised. Twenty technical skill types were derived,
seen in Figure 9.

Frequently mentioned skills by CS alumni were programming, followed by declarative knowledge (a broad
skill category encompassing concepts like computational theory, history, or skills such as UML). and then
data management. In comparison, psychology alumni referenced statistics and data analysis (which included
tool use such as SPSS, R, NVivo), along with technical writing which included policy documents. Psychology
alumni also used research skills, like designing studies, surveys, and interviews. The skills mentioned by CS
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Fig. 7. Joint correspondence analysis of skills and their perceived originating source as either university, through hobbies or
through work, split by department. Only items with an associative strength greater than .25 are included in the plot for
clarity. Arrows indicate the angles of association.

alumni align with skills needed in software engineering roles, which is unsurprising as over 91% reported
software engineering relevant roles.

Alumni also listed soft skills in the free-text responses here, which are shown in Figure 10. The most common
skills mentioned were problem solving, communication, and teamwork. In the survey flow, participants were
presented with this question prior to completing the soft skill ranking task, indicating that some participants
considered these as technical skills, perhaps highlighting their considered importance.

4.2 Addressing Hypothesis Two: Skills Valued for Security-Related Work

Hypothesis two, “Computer Science undergraduate alumni involved in security-related work will prioritise
different soft skills than those who are less involved in security”, was answered through asking how CS
undergraduate alumni differ in their use of security, as well as differences between levels of security use.

A joint correspondence analysis was carried out with the question, “Do you use security in your role?”
which had a five-point Likert response of “None at all”, “A little”, “A moderate amount”, “A lot”, and
“A great deal”. “None at all” and “A little” were combined into one factor called “Little to none” due to
minimal responses to “None at all”. Responses were doubled and Figure 11 provides the correspondence
analysis plot split into skill-isolated plots.

The first dimension explains 70.54% variance and can be interpreted as skill importance, with the second
dimension explaining 17.37% variance and interpreted as rating intensity, corresponding to either high or low
scores (“Very Important” or “Less than Important”). Higher scores on dimension one were more positively
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Fig. 8. Associations of skills for each source of development. Items plotted closer towards the zero axis (the top) have a
smaller associative angle, indicating a stronger association, and items further from the centre are more strongly associated.
A strong cluster of positively connected skills are seen in the arc between 0 and 10, indicating their strong association to
their respective sources. Skills seen to be closely associated with a source are within the righthand side of the positive
angles, and skills that are not associated with a particular source have negative associations and are seen towards the
lefthand side.

associated with security usage. As self-reported security usage increased, skills of communication, critical
thinking, decision-making, flexibility, initiative, innovation, organisation, and problem solving were rated
more highly.
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Fig. 9. Frequencies of each reported skill type per participant.

Fig. 10. Soft skills mentioned within the answers of which technical skills were taught and used in employment. Items
mentioned once only are omitted.

Participants were asked for further security usage detail providing context. Those who reported using
a great deal of security included cybersecurity industries, security team leads, handling financial data,
security consulting, or working for national defence contractors. Those who used a lot of security reported
data confidentiality, fixing insecure code, adhering to security recommendations, and secure sectors such as
aerospace. Those reporting a moderate amount of security mentioned data confidentiality, physical building
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security, preventing common insecure code issues (e.g., OWASP top 10), and secure system design. Those who
used security a little mentioned GDPR adherence, personnel vetting, integrating software with automated
security scans, and basic input validations. This reflects a general trend in the self-reported security levels
with higher levels of security aligning with tasks or domains that can be reasonably considered as more
security-conscious (e.g., national defence versus GDPR adherence).

Due to the relatively small dataset of those asked about security (n = 59), ordinal models of specific skills
contained high multicollinearity levels and so further analysis was not conducted.

The responses answer H2 in that security work will require specific skills in comparison to lower security-
related work, with an indication that communication, problem solving, critical thinking, decision-making,
flexibility, initiative, innovation, and organisation were required more than others.

4.3 Results Summary

For RQ1, and how undergraduate alumni understand the importance of soft skills for employment, factor
analysis was used. Five skillsets were found, grouped by importance. Skillsets included Computational
Thinking (analytical thinking, problem solving, methodical skills, critical thinking, organisational skills, and
initiative), Social (communication, interpersonal, conflict management, ethical thinking, and decision making),
Workplace (handling pressure, responsibility, flexibility, willingness to learn, teamwork, and motivation),
Independence (autonomy and adaptability), and Visionary (innovation and creativity) skills.

For RQ2, how do the two alumni groups differ in the soft skills deemed important for work, this was
answered using a joint correspondence analysis. The responses were reduced to a single dimension explaining
84.99% variance. An ordinal regression was carried out on skills demonstrating the greatest differences.
CS alumni had 72% lower odds of rating ethics highly compared to psychology alumni, 61% lower odds
of rating time management skills highly, 58% lower odds for interpersonal skills, and 60% lower odds for
communication. Inversely, CS alumni had 90% higher odds of reporting team skills as important compared
to psychology alumni.

For RQ3, how do undergraduate alumni recall being introduced to soft skills? A joint correspondence
analysis of where skills were developed was used. CS alumni associated analytical and methodical thinking,
and problem solving with university; a willingness to learn, motivation and ethical thinking through personal
development, and leadership, conflict management, teamwork, and decision making through employment.
Teamwork and interpersonal skills were developed under more occupational settings than university.

For RQ4, how do the technical skills possessed by alumni relate to the perceived importance of soft skills
in employment? An answer was provided through tagging of technical skills identified as being taught in
education and used in employment. Key skills identified were various programming languages, declarative
knowledge, and data management.

For RQ5, how CS alumni differ in their security usage and how the required soft skills differ, a corre-
spondence analysis indicates that significant skills for security include communication, flexibility, initiative,
innovation, organisation, and problem solving. The data was not appropriate for further statistical analysis
due to insufficient data quantities.

Manuscript submitted to ACM

79



What’s in an undergraduate Computer Science degree? Alumni perceptions about soft skills in careers 19

Fig. 11. A split-by-skill representation of each skill rated for CS alumni’s security usage in employment. Items closer to the
centre or each other indicate minimal differences in the way skills are used around security. Dimension one provides over
70% of variance and so items located further along the x-axis indicated greater perceived importance.
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5 DISCUSSION

In this preregistered study, we report on the perceptions of soft skills for CS alumni, the sources of skill
development, and compared their valued skills against a sample of psychology alumni. We include an
exploration of the soft skills valued in security-related work. A multi-pronged analysis found computational
thinking, communication, and social skills were valued by both CS and psychology alumni, indicating the
universal nature of these skills. For CS alumni, the skills of problem solving, analytical, and methodical
thinking were developed during education, whereas more workplace-specific skills, like leadership and
teamwork, were associated with employment, and curiosity and motivation were linked with more personal
interests and hobbies. In contrast to psychology alumni CS alumni valued team skills more, indicating
the importance of team working in the industry. For skills around security work, key skills included
communication, problem solving, critical thinking, decision-making, flexibility, initiative, innovation, and
organisation.

We explored alumni perceptions regarding the skills they value in employment and where these skills
originate from. Importantly, the intentional collection of their perceptions emphasises the role of their
individual experiences, and how this may contrast with reality. The experiential nature of soft skills in
education is arguably more valuable to understand than what a curriculum offers as it relates to the beliefs
alumni hold about their own abilities. Student perceptions are updated over the course of their education,
and soft skills increase in their value [12]. Despite this change, students’ skills are different to industry
expectations [54, 60].

CS alumni valued skills such as problem solving and communication, with less distinction between other
skills. Problem solving, communication, and teamwork are key skills that have been previously identified
as important for software engineering [3, 13, 45, 59, 62], indicating an alignment between industry and
CS alumni. This is unsurprising, as most of the sample (91%) reported having had at least one software
engineering-related job position since graduation. This is indicative that the skills desired by software
engineering employers are the skills that are being used by their employees.

5.1 Sources of Valued Soft Skills

If undergraduate programmes are to prepare students for the world beyond education, it is important they
introduce and develop the skills valued in the workplace. Figure 12 shows the top five important skills for
CS alumni and their origins as shown. It is the same as Figure 7 but only shows CS alumni top five reported
skills for enhanced clarity. It is clear these skills are associated with different sources. Problem solving and
analytical thinking are developed during their university education. These skills represent the strengths of
the CS undergraduate course, as it gives students opportunities to develop the skills considered important
for the careers chosen by the alumni.

Figure 12 shows that problem solving is closely associated with their education, likely due to the influence
of programming which is seen to develop problem solving skills [1]. This suggests that students are well
prepared for the technical aspects of software engineering. CS courses have previously been seen to teach
problem solving well [57], and this is a soft skill that can be considered as being integral to a CS undergraduate
programme. The skill of communication had a small positive association with education over the other two

Manuscript submitted to ACM

81



What’s in an undergraduate Computer Science degree? Alumni perceptions about soft skills in careers 21

Fig. 12. The source of development for the top five skills reported by CS alumni.

sources. Responsibility was poorly associated with any specific source. It is noted these weak associations do
not imply these skills are not developed anywhere, but rather that there is no consensus on its source.

Teamwork was most associated with employment, which possibly contrasts the expectation from educators
who emphasise it in their teachings. Teamwork has long been recognised as a core skill for CS students
[44], and subsequently included in most curricula. Despite this, alumni perceive teamwork being developed
during employment. This may be a result of participants perceiving employment to have a stronger role over
education in understanding how team work is carried out, and so was chosen as only one source could be
selected. More concerningly, it may reflect participants not considering education to have provided them
with effective team working skills. It is important that the CS undergraduate education continues to foster
the development of team working skills.

One method of encouraging team-working skills is through project-based learning [55], allowing students
to develop their team working skills in a controlled environment with opportunities to explore without
serious ramifications (such as impacts on business success). This benefits not only the students who enter
the workplace with the necessary skills, but employers also as new employees require less training.

Ethical thinking was ranked low in the valued skills of CS alumni, indicating either a general agreement
over its influence in CS alumni careers, or that ethics in education is different to the way ethics is handled in
industry. In recent years, ethics has become more of a component in education [20, 56], and so our findings
may not reflect the perception of recent graduates as we surveyed a broad range of graduation years. One
way to improve the value of ethics is to ensure that teaching materials possess ecological validity, such
as incorporating realistic ethical scenarios or information into teaching materials. Producing these more
concrete examples can improve how ethics is perceived by students [32]. If students are entering careers
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with minimal understanding of thinking ethically, they risk causing harm to others. We emphasise that our
findings are not reflective of an idea that CS alumni do not value ethics, but that in relation to other skills,
it is not as valued.

Our findings show the CS undergraduate course provides students with opportunities to develop their
problem solving and analytical thinking skills, which are reported as being some of the most valuable soft
skills. Problem solving and analytical thinking are some of the programme’s strengths with problem solving
being highly valued. Teamwork is an important skill in the workplace but fails to be considered adequately
taught during education. It is important that students are given experience in working in teams or projects
that translate into their future work. We note that ethics, despite its place on the curriculum in many
courses, failed to be valued to the same degree as other skills. Further work is needed to understand why,
and to ensure students are being made aware of the value of ethics.

5.2 Comparisons With Psychology Alumni

To ensure our findings were not considered in a vacuum, we provide a contrast between CS and psychology
alumni, which offers context to the perceptions of CS alumni. Taking the stance that psychology alumni
have greater career variance compared to CS alumni, it highlights how a CS education prepares graduates
for their likely employment in software engineering. We see a potential universal nature for some of the more
important skills, such as communication and problem solving, which are noted in other technical industries
including science [25], and business [16, 40].

When exploring differences between the two groups, we found CS alumni valued ethics, time management,
interpersonal skills, and communication lower than psychology alumni. In contrast, they valued teamwork
more than psychology alumni. These skills reflect the differences in perceptions between CS and psychology
alumni. It is necessary to interpret these findings alongside the importance ratings, and to this end, a
simplified representation of these skills is shown in Figure 13. The distance from the barycentre and plot
coordinates represents the differences between the two groups. For time management, interpersonal skills,
and communication they show similar distances from their respective barycentres in the same direction,
indicating differences primarily in the intensity of the ratings rather than one group valuing the skills more.

The findings suggest whilst ethics is of no major importance to psychology alumni, it is undervalued
by CS alumni and represented the biggest difference between the two groups. The comparison against
psychology alumni suggests CS alumni may be entering employment with a reduced sense of importance
around ethics. Incorporating ethics into software engineering is challenging, with many organisations lacking
ethical guidelines, placing responsibility on individuals [47], and on entering the industry, recent graduates
may feel that what ethics they did learn is not applicable to their work.

Teamwork was seen as being valued more by CS alumni, considered more important than the average
skill rating. As over 91% of CS alumni reported a software engineering related role, this indicates these roles
require team working, which aligns with many software teams using team-based project management such
as agile working [7]. The value of teamwork for CS alumni, with the finding that this was associated with
having been developed in employment rather than education, suggests that improved methods of including
teamwork in undergraduate programmes should be considered.
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Fig. 13. A plot highlighting the skills that had significant differences between the two alumni populations.

5.3 Security-related Skills

With increased security use, skills of communication, critical thinking, decision making, flexibility, initiative,
innovation, organisation, and problem solving were considered important. If there were no link between
certain skills and security usage, the correspondence analysis would have shown very tightly clustered points
for each skill. This was not the case, and the skills that show deviation from the main cluster as security
usage increased are required more often when working in security.

Cybersecurity professionals have previously reported communication and teamwork as being valuable soft
skills for their profession [39], as well as being curious [5]. Along with our own findings that problem solving
is associated with undergraduate education, skills of organisation and flexibility were more associated with
employment than education, and communication, initiative, and innovation were not seen to load strongly
against any one source, suggest that the skills needed for cybersecurity are variable in their development
source. Curricula that incorporate aspects of security should consider how to incorporate these skills into
their content.

We suggest that modules and courses focused on cybersecurity should ensure they provide opportunities
to develop these key skills in a security context. Whilst many of the skills are not linked with a definitive
source, educators should ensure they are introducing and providing opportunities to develop these skills,
boosting the prominence of their presence in cybersecurity teaching materials.
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5.4 Threats to Validity

This research targeted CS alumni from the same institution, limiting generalisability to other programmes.
However, the spread of graduation years encompasses multiple iterations of the CS programme, spanning
significant developments in CS as a discipline. As such, the findings speak to a more generalised experience
of skills across time. This indicates the skills reported are consistently desired, and that their importance is
not a new phenomenon.

The use of ordinal scales limits the analysis options due to subjectivity of individuals’ interpretation of
distance between points on the scale. Despite limitations of ordinal scales, the research was designed to better
understand which skills are of interest to CS alumni, reflecting the use of soft skills that CS alumni possess
and the role of university in their development. The use of ordinal logistic regression and correspondence
analysis were select as the most appropriate methods for analysing these data types.

The ordinal regression models, used for making comparisons between the valued importance of the two
populations, offered minimal variance explanation, which was anticipated due to the fluid definitions of
soft skills. Soft skills as a defined concept are weak, but we controlled for this by giving participants a
defined list of what each skill referred to. This list was validated prior to data collection, as described in Skill
definition validation. A second issue of soft skill predictive power is more complex, and our findings show
whilst associations exist between soft skills and the variables examined, they are not particularly strong.
This was expected and the motivation behind this research was to identify the key skills to allow further
psychological research to examine these areas more closely.

Finally, the findings are recognised as being of a Western-centric position, potentially limiting generalis-
ability to the global population. One of the aims of this research was to link the skills used in employment
to a specific population of alumni from an undergraduate programme. In doing so, we provide strong links
between a particular educational programme and the skills that are delivered and then used. Our materials,
processes, and analyses are all available for use at (https://osf.io/s52r7/), allowing future work to use the
same paradigm with different populations.

5.5 Further Work

This research uncovered relevant soft skills providing a base to build future research upon. With an
understanding of the skills considered relevant for CS alumni, and security use, further work can explore
these skills by examining the links between more measurable psychological concepts that contribute to
soft skills. As previously acknowledged, soft skills and their definitions are ephemeral and broad, whereas
psychological ideas of cognition and social interaction are more easily measured and supported by theory,
such as social identity being responsible for interpersonal skills, or cognitive heuristics research supporting
problem solving and analytical thinking approaches.

6 CONCLUSION

We carried out a preregistered survey study with alumni of both CS and psychology departments to
understand the skills considered important for employment, and where these skills originate from. By
focusing on the alumni association, as opposed to industry or job title, our findings speak to the way the CS
undergraduate programme influences skill perceptions.
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The most prioritised skills could be grouped into computational thinking, social skills and communication
through a factor analysis based off data from both CS and psychology alumni, suggesting these skills are of
a universal requirement in employment. University education was identified by CS alumni as responsible for
developing computational thinking skills, such as analytical and methodical thinking, and problem solving.
Employment developed skills of leadership and teamwork, and curiosity and motivation were associated
with personal development instead. For CS alumni working in security, key skills were communication,
organisation, and problem solving.

The research implications extend towards improving undergraduate programmes. We highlight the skills
valued by CS alumni in their employment and emphasise where these skills were developed. Key skills are
those of communication and problem solving, which are valued in employment, and for those working in
security. Educators who wish to improve CS graduate employability should ensure their modules cover
the key skills in a multitude of ways, allowing students to develop and experience these skills prior to
employment.
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[50] Sarah Nadi, Stefan Krüger, Mira Mezini, and Eric Bodden. 2016. Jumping through Hoops: Why Do Java Developers
Struggle with Cryptography APIs?. In Proceedings of the 38th International Conference on Software Engineering (ICSE

’16). Association for Computing Machinery, New York, NY, USA, 935–946. https://doi.org/10.1145/2884781.2884790
[51] Alena Naiakshina, Anastasia Danilova, Eva Gerlitz, Emanuel von Zezschwitz, and Matthew Smith. 2019. ”If You Want,

I Can Store the Encrypted Password”: A Password-Storage Field Study with Freelance Developers. In Proceedings of
the 2019 CHI Conference on Human Factors in Computing Systems (CHI ’19). Association for Computing Machinery,
New York, NY, USA, 1–12. https://doi.org/10.1145/3290605.3300370

[52] NCSC. 2021. More Master’s Degrees at UK Universities Recognised by Cyber Security Experts.
https://www.ncsc.gov.uk/news/more-university-degrees-certified.

[53] Daniela Seabra Oliveira, Tian Lin, Muhammad Sajidur Rahman, Rad Akefirad, Donovan Ellis, Eliany Perez, Rahul
Bobhate, Lois A. DeLong, Justin Cappos, and Yuriy Brun. 2018. {API} Blindspots: Why Experienced Developers Write
Vulnerable Code. In Fourteenth Symposium on Usable Privacy and Security (SOUPS 2018). 315–328.

[54] Mohamad Osmani, Vishanth Weerakkody, Nitham M. Hindi, Rajab Al-Esmail, Tillal Eldabi, Kawaljeet Kapoor, and
Zahir Irani. 2015. Identifying the Trends and Impact of Graduate Attributes on Employability: A Literature Review.
Tertiary Education and Management 21, 4 (Dec. 2015), 367–379. https://doi.org/10.1080/13583883.2015.1114139

[55] Stuart Palmer and Wayne Hall. 2011. An Evaluation of a Project-Based Learning Initiative in Engineering Education.
European Journal of Engineering Education 36, 4 (Aug. 2011), 357–365. https://doi.org/10.1080/03043797.2011.593095

[56] Rob Reich, Mehran Sahami, Jeremy M. Weinstein, and Hilary Cohen. 2020. Teaching Computer Ethics: A Deeply
Multidisciplinary Approach. In Proceedings of the 51st ACM Technical Symposium on Computer Science Education
(SIGCSE ’20). Association for Computing Machinery, New York, NY, USA, 296–302. https://doi.org/10.1145/3328778.
3366951

[57] Shima Salehi, Karen D. Wang, Ruqayya Toorawa, and Carl Wieman. 2020. Can Majoring in Computer Science
Improve General Problem-solving Skills?. In Proceedings of the 51st ACM Technical Symposium on Computer
Science Education (SIGCSE ’20). Association for Computing Machinery, New York, NY, USA, 156–161. https:
//doi.org/10.1145/3328778.3366808

[58] Karen Stamms, Luona Lin, and Peggy Christidis. 2016. Datapoint: What Do People Do with Their Psychology Degrees?
Monitor on Psychology 47, 6 (June 2016), 12.

[59] Matt Stevens and Richard Norman. 2016. Industry Expectations of Soft Skills in IT Graduates: A Regional Survey. In
Proceedings of the Australasian Computer Science Week Multiconference (ACSW ’16). Association for Computing
Machinery, New York, NY, USA, 1–9. https://doi.org/10.1145/2843043.2843068

[60] Chiara Succi and Magali Canovi. 2020. Soft Skills to Enhance Graduate Employability: Comparing Students and
Employers’ Perceptions. Studies in Higher Education 45, 9 (Sept. 2020), 1834–1847. https://doi.org/10.1080/03075079.
2019.1585420

Manuscript submitted to ACM

89



What’s in an undergraduate Computer Science degree? Alumni perceptions about soft skills in careers 29

[61] Lori L. Sussman. 2021. Exploring the Value of Non-Technical Knowledge, Skills, and Abilities (KSAs) to Cybersecurity
Hiring Managers. Journal of Higher Education Theory and Practice 21, 6 (2021), 99–117.

[62] Catherine Watson and Kelly Blincoe. 2017. Attitudes Towards Software Engineering Education in the New Zealand
Industry. (2017).

[63] Jen-Her Wu, Yi-Cheng Chen, and Jack Chang. 2007. Critical IS Professional Activities and Skills/Knowledge: A
Perspective of IS Managers. Computers in Human Behavior 23, 6 (Nov. 2007), 2945–2965. https://doi.org/10.1016/j.
chb.2006.08.008

[64] Shundan Xiao, Jim Witschey, and Emerson Murphy-Hill. 2014. Social Influences on Secure Development Tool Adoption:
Why Security Tools Spread. In Proceedings of the 17th ACM Conference on Computer Supported Cooperative Work &
Social Computing. Association for Computing Machinery, Baltimore, MD, USA, 1095–1106. https://doi.org/10.1145/
2531602.2531722

Manuscript submitted to ACM

90



91

4.1 Statement of Continuous Thesis Summary

“Organisations would be well served by diversifying the soft skills of their software

developers. This would provide richer talent and viewpoints to help them tackle the

inherent complexity of software construction.” - Ahmed et al., 2012

This chapter seeks to describe and understand soft skill perceptions among graduates

from the CS and Psychology departments. It shows that CS graduates value problem

solving, communication, and teamwork skills. These skills are not homogeneous in origin;

problem solving is positively associated with their university education, whereas

teamwork is associated more strongly with the workplace, and communication has no

strong associations with any specific source. Soft skills valued for security work cannot be

statistically tested due to data quantity, but responsibility and organisational skills are

reported as valuable over the overall graduate population’s perceptions. Using the

psychology graduates as a contrasting sample, CS graduates rate ethics as less valuable

than the psychologists, along with skills of time management, interpersonal skills, and

communication. Conversely, CS graduates value teamwork significantly more than

psychology graduates.

Graduate perceptions indicate that social and cognitive skills are valuable for software

engineering roles, as many CS graduates reported working within software

engineering-related domains. This supports previous findings where similar skills are seen

to be valued for software engineering (Ahmed et al., 2012b; Calitz et al., 2015; Matturro,

2013; Stevens & Norman, 2016; Watson & Blincoe, 2017). In investigating skill

development sources, it is identified that education teaches computational skills well, such

as problem solving and analytical thinking, but that more socially-aligned skills are

associated more with employment, indicating that despite efforts from educators, students

do not recognise the opportunities to develop these skills.

As an answer to the first research question, “What non-technical skills (or soft skills) are

valued within computer science and software engineering?”, the three primary skills of
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problem solving, communication, and teamwork are offered - this is fully answered in

Chapter 9. How they are developed is more nuanced, with the evidence suggesting that

undergraduate programmes must reflect on fully integrating communication and

teamwork into their modules and have students recognise the opportunities to improve

these skills before seeking employment.

This chapter also plays a foundational role in shaping the conceptual and empirical

framing of soft skills that underpins subsequent chapters. While later chapters draw from

different participant samples (e.g., freelance developers), this initial study offers a

generalisable baseline by illustrating key soft skill constructs and their associated domains

of development. This chapter set out the initial framework from which the rest of the

thesis develops.

In the next chapter, I present a two-study paper exploring the embedded soft skills in

curricula leveraging staff perceptions and curricula content. Through multi-site interviews

with core module leaders, staff perceptions about the most valued soft skills and how they

are incorporated into modules are exposed, along with the staff perspective regarding

student engagement with soft skills. The second study applies a content analysis

approach to extract soft skills from publicly available course material.

4.1.1 Contribution to Thesis Argument and Forward Trajectory

This chapter contributes to the overarching thesis, which explores whether theories of

decision-making and social identity can explain developers’ computing and security

behaviours within software engineering. Specifically, it addresses the first research

question by empirically identifying the non-technical (or “soft”) skills recent computer

science graduates perceive as essential in software development roles. The findings offer

insight into how these skills are shaped by different developmental contexts, namely

education versus employment, and highlight a potential misalignment between academic

preparation and industry expectations.

More broadly, this chapter helps establish one of the contributions of the thesis: that the
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psychological and interpersonal dimensions of software engineering work are often

unevenly supported across educational and professional contexts. By foregrounding this

misalignment, the chapter positions the well-known idea of soft skills as central to the

wider interdisciplinary argument of the thesis, that software engineering practice cannot

be fully understood without serious engagement with underlying psychological constructs.

The next chapter builds directly upon this chapter by shifting focus from graduate

perceptions to educator perspectives and curricular content, providing a deeper

institutional and pedagogical context for understanding how soft skills may be embedded

in university CS programmes.
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1 INTRODUCTION

Graduate employability is a key outcome of an undergraduate education. Recent Computer Science (CS)
graduates face intense competition when seeking employment, and in 2023, CS undergraduate applicants in
the UK increased by nearly 10% [7], suggesting an ever-growing body of prospective employees vying for
the same job positions. Consequently, students want their education to provide them with the key skills
required to stand out from other job applicants. Students are reliant on staff to teach them the necessary
skills [30], but student misconceptions can restrict their ability to fully engage with the teachings, leading
to incorrect value being assigned to technical and non-technical skills. Following graduation, students are
then perceived to not possess the soft skill competencies required by employers, resulting in a soft skills gap
between education and employment [4]. From both the student and employer perspective, it is the educator
who is responsible for developing these soft skills, and so an exploration of their perceptions is beneficial to
further illuminate the gap, and surface important issues around soft skill development.

Soft skills are the domain-agnostic, non-technical skills that determine the success of technical skill
application [34], and they are emphasised as being important to the health of software engineering [12].
Despite this, students’ expectations do not typically accommodate soft skills, which leads them to undervalue
educator efforts to nurture these skills. This results in the soft skills gap between employer expectations and
what graduates offer [36]. The situation raises important questions that deserve answers. How do staff design
and implement educational materials to reduce this soft skills gap? How do staff handle the tensions between
what students want, and what they need (as determined by prospective employers)? In this empirical project,
we report on two complementary studies, where we evidence how staff address and resolve this tension,
as well as extract soft skills from curricula material to understand how skills are embedded across the
educational pathway.

Employers, students, and educators comprise a stakeholder triad, each group invested in the soft skill
development process but with different motivations. Employers are motivated to recruit graduates who
offer the necessary skills, because they directly experience the consequences of employees not possessing
the relevant skills [44]. Students are motivated to gain the necessary experience and expertise required to
secure employment [54], and educators are motivated to teach the necessary soft skills because graduate
employability is an important metric, and not least, because they want to ensure future generations of
software engineers possess the skills required to make an impact. Out of the three stakeholder groups,
only the student population is expected to actively change and develop expertise in the soft skills being
taught. Employers expect this change to occur during education [47] because educational environments
are suitably-placed to allow students to test and develop their own ideas and understandings of soft skills.
Despite the different motivations, they are insufficient to close the skill gap. While students are those
who actively need to develop these skills, educators are directly responsible for cultivating the necessary
environment for soft skill development, and it is this that we are interested in: the educator perspective.
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Educators are not unsupported when it comes to deciding which soft skills to include in their curriculum.
The SE2014 (Software Engineering 2014 [6]) provides a framework for CS curricula design that includes key
soft skills to be taught. SE2014 is built upon the Software Engineering Body of Knowledge (SWEBOK [8]),
which represents the skills needed for software engineering. The fact that SE214 is derived from SWEBOK
suggests that a strong alignment between what employers want and what educators teach, but how staff
interpret the guidelines and then implement then is not necessarily homogeneous, and it is this that we seek
to understand.

Recognising that the closing of the soft skills gap is not a unilaterally-sided task, educators must work to
present the necessary skills, but employers need to recognise the tension between student wants and student
needs. To this end, we need to evidence the importance of soft skills, recognise the need for learning and
training opportunities, and understand how to direct the triad of stakeholders towards a common position.
Identifying the embedded skills is essential as it reflects the human-intensive nature of software engineering
[12]. Our research was motivated to address the soft skills gap, by exploring the educator stakeholder
perspective. We identified three preregistered research questions to guide the study:

1. How do academic staff understand how soft skills are taught in their core modules?
2. What importance do staff ascribe to certain soft skills, in comparison to other skills?
3. How do important soft skills align with the information available in online course and module

information?

We answer these questions in this two-study project. The first study reports on a multi-site interview
study regarding educators’ perceptions on soft skills within their module and CS course. The second study
deploys a content analysis to extract references to soft skills from publicly-available curriculum content.
Taken together, the findings offer a unique perspective into how soft skills are embedded across CS teaching,
and how students are perceived to receive these skills.

2 RELATED WORK

The employer-student-educator triad helps to contextualise the issues around the topic of soft skills in CS
education. In this section, I address relevant literature on the perspectives held by prospective employers,
students, and academic staff.

2.1 Future Employer Perceptions

Employers typically prioritise soft skills [50], in part because technical skills are perceived as easier to
teach to new employees [40]. By reducing the on-boarding time for new employees, they can meaningfully
contribute to the company quicker, which benefits the company as it frees up resources otherwise required
for training. Despite this, graduates are reportedly approaching companies without the required soft skills
making them a less attractive hire, and particular deficiencies are seen for soft skills such as communication
and group working [31].

Employers explicitly request soft skills in job adverts [22], emphasising that these are expected from
prospective employees. Employers typically display a homogeneous view on the relevant soft skills, just with
small differences in the order of importance [4]. Two primary soft skills are teamwork and communication
[2, 26, 35, 42, 45]. Collaborative skills are also seen to be tied into contemporary methods of working, such
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as Agile approaches [49]. Problem solving is also reported as being essential for various roles [2, 21, 41].
These skills are repeatedly identified as being essential for software engineering.

Employers are seen to blame educators for the soft skills gap, suggesting that they are failing to make
students aware of the importance of soft skills [36], and others emphasise the need for educators to ensure
curricula include adequate soft skills [47]. This occurs despite the SE2014 being in place which suggests that
the support for curriculum design is derived from software engineering practitioners. Despite this, Akdur [4]
reported that graduates are perceived not to possess the required skills when entering employment.

2.2 Student and Graduate Perceptions

To maximise impact and effectiveness, students must buy-in to the relevance of soft skill development, as
they are the only stakeholders who are required to develop these skills. Broadly speaking, students are seen
to hold misconceptions about soft skills, and typically prefer to prioritise technical knowledge acquisition
over soft skill development [33], which is particularly evident for students with technical career aspirations
[32]. This misalignment of priority skills occurs despite evidence for collaborative skills improving software
quality in student work [39].

Students also conflate enjoyment with value during tasks [37] and so if students have a negative experience
with an activity or project that they associate with soft skills, they will attach a lower value to these soft
skills, in favour of tasks and activities that they see as more enjoyable. This may feed into their conception
that technical skills are more important [33], for example programming tasks can be typically autonomous
alleviating the need for collaboration with others, and it can be satisfying to solve problems through code.
Students are seen to value distinctly different skills than those reported as desirable by employers. Students
focus more on networking and other skills that they perceive as key to securing a job [51], rather than
developing the skills asked for by employers.

Gathering data from graduates can be beneficial as they represent a population of ex-students who
have experienced the educational process. CS graduates recognise the value of soft skills in their careers,
emphasising the value of social and cognitive skills [11, 56]. Valued skills are not all developed during
education, with group-working skills reported as being developed in employment [34], highlighting that a CS
education may not be as effective as intended. Graduates have expressed concerns over their preparedness for
collaborating in employment [16], indicating they do not perceive educators to have successfully carried out
their role. From a contrasting perspective, when asked about the development of professional skills (which
includes critical thinking, ethics, and group working), graduates report that they possess skills needed for
employment [15].

2.3 The Educator’s Role

Students trust educators to teach them the skills needed for employment [30], and subsequently educators
need to ensure that their courses provided opportunities for students to develop soft skills, ideally over an
extended period to allow for a gradual development process [28]. Amidst suggestions from industry that
educators need to be teaching these skills [48], it benefits everyone to understand what soft skills are being
taught and how they are embedded within curricula.

Examinations of curricula and modules can expose the soft skills that are prioritised within computer
science and software engineering, with a systematic review identifying self-reflection, conflict resolution,
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communication, and teamwork as the most taught skills [27], which were reflected in a further examination of
soft skill-specific modules, identifying teamwork, ethics, communication, and presentation skills [25]. Others
identified ethics and analytical thinking styles as being valuable within curricula [18].

Educator perceptions influence student perceptions, and students converge towards staff over time,
resulting in increased soft skill valuation [24], with late-stage students demonstrating closer alignment to
their educators than early-stage students do [10]. In general, those who are further through their education
align more closely with the views of educators [38]. These findings highlight that students do gradually
develop a better representation of the role of soft skills, but it is still limited, and total agreement is not
achieved.

3 STUDY 1

Study 1 is a multi-site interview study with 12 educators across five institutions. This study offers insight
into staff perceptions of embedded soft skills within core undergraduate modules.

3.1 Methodology

The study was preregistered on the Open Science Framework, lodging details on the study design, data
collection strategies, and analytic plans. The preregistration can be accessed at https://osf.io/9yt35/
?view only=d8a5ff2663714a11a2ea250a59bfef81. Data, analysis scripts, and supplementary materials are
found at https://osf.io/25ecz/?view only=917e6de233484d59abaac243647c89a2.

3.1.1 Participants. Interviews were conducted with 12 staff members from five universities in the UK
N8 research group (Durham, Lancaster, Leeds, Liverpool, Manchester, Newcastle, Sheffield, and York).
This university group was chosen as they are all research-intensive institutions in the North of England,
highlighting a shared commitment to research excellence that feeds into teaching. Educators teaching core
modules for the Computer Science (UCAS code G400) undergraduate course were invited to participate via
email. Participants from five institutions responded. Four from institution A (11 contacted), two from B (13
contacted), two from C (11 contacted), three from D (17 contacted), and one from E (12 contacted). See
Table 1 for further details. For anonymity, participants were assigned random identifiers denoting institution
using letters A through E, and a number (e.g., A1, B3) to distinguish individuals. No interviewees were
personally known to the interviewer.

The invite explained the research and purpose of the contact. Those who responded were sent further
information and a link where they could schedule an interview. Three educators expressed interest but did
respond further. Four declined, stating their module did not include soft skills. All participants provided
informed consent. The Faculty Ethics Committee approved the research.

3.1.2 Methodology. A semi-structured interview was deployed, and the interview guide is in Appendix
A. Beforehand, the interviewer made notes regarding participants’ modules, department information, and
any information offered during email exchanges. Each interview started with the interviewer describing
the project, allowing participants to ask questions, and confirming they consented to the interview being
recorded for transcription.

The first question, “tell me about the undergraduate module(s) that you teach”, was designed to engage
participants in a narrative mindset and provided information to direct the interview further. Questions were
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Table 1. Relevant participant demographics, including their position
within the department and the delivery year of core modules.

Interviewee Position Module(s) Year
A1 Lecturer 1
A2 Lecturer 1
A3 Reader 2
A4 Professor 1
B1 Senior Lecturer 2
B2 Lecturer 2
C1 Senior Lecturer 1
C2 Senior Lecturer 1, 3
D1 Lecturer 1
D2 Senior Teaching Fellow 1
D3 Teaching Fellow 1
E1 Senior University Teacher 1

based on the interview guide and interviewer notes. The first author conducted all interviews via Microsoft
Teams, which provided automatic transcriptions and were kept to one hour. Transcriptions were validated
against the original recordings and were anonymised. Transcriptions were sent to interviewees for content
approval and consent to transcripts being shared under open science practices. Approval was sought to
ensure staff were happy with the anonymisation carried out. Minor changes were made following feedback,
which only improved interviewee anonymisation.

3.1.3 Analysis. Data were subject to a thematic analysis following the five stages: code familiarisation,
code generation, theme generation, theme review, and theme naming [9]. The first author familiarised
themselves via the transcription validation process and multiple readings. Initial notes were made during
readings, and preliminary codes were developed. This process was iterated until no new quotes were added
and no additional codes were generated. This process ended when further reading generated no substantial
changes. Codes were then reviewed, which included merging or splitting codes where necessary. Themes
were then formed by grouping the codes. Themes were reviewed through authors’ discussion and assessed
for independence, coherency, and distinctiveness. Finally, themes were given relevant names. Transcripts
were coded in Taguette, an open-source qualitative analysis tool [46]. The codebook and the tagged dataset
are available in the OSF repository.

3.2 Results

Two key themes that contribute to answering the research questions were identified. The first theme of
Valued Soft Skills relates to soft skills identified as components of teaching materials. The second theme
of Student Perceptions relates to how educators understand the student experience. The quotes have been
edited for clarity and coherence, but the original intent is maintained. The use of quotes is selective rather
than exhaustive and represents staff perceptions.

3.2.1 Valued Soft Skills. The soft skills mentioned can be split into three skillsets: Cognitive, Social, and
Professional. Cognitive skills relate to internal mental processes for reasoning and applying technical
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knowledge. Social skills are those involved in interpersonal communication and are required to facilitate
successful interactions with others. Professional skills are required for high performance and functioning in a
work environment, in the context of this research, they are distinct from social and cognitive skills.

Cognitive. Educators emphasised the cognitive development opportunities that students are exposed to
throughout the course. Many of these opportunities include tasks involving programming and other related
activities, such as code comprehension or code writing. One exception to this general rule was educators
deploying cognitive puzzles, such as sudoku, to teach logic-based reasoning. Removing the coding element
ensures students develop the cognitive foundations needed for programming tasks. These puzzle-solving
sessions preceded programming tasks and offered students opportunities to deploy the logical processes and
programmatic approach required to program successfully.

“The aim over a series of seven or eight [sessions] is to teach all the skills of programming without ever
writing a line of code. That’s our overall aim of these workshops, and they’re all generally built around logic
puzzles.” – A2

Other opportunities for students to develop mental models needed for more complex tasks involved using
low-level languages such as Assembly, which was used for its machine-readable syntax; by exposing students
to programming languages with minimal abstraction, they can develop their internal representation of how
programming works. Almost opposite to using non-programming tasks to teach logic, low-level languages
can be used to teach about how programming works without requiring knowledge of complex functions.
Doing so gives students the mental models to use when working with high-level languages that abstracts
many low-level language behaviours.

“They’re looking at code that they’ll never use again, but it’s giving them the mental foundation so that
when they’re writing in a higher level language, they can refer back” – C2

Students want to be taught fashionable languages, but educators stress the need to teach languages
that offer pedagogical advantages (such as Assembly) because they help students develop essential mental
representations and the necessary technical knowledge. Educators emphasise that understanding the concepts
of programming are more valuable and language-agnostic than the language itself. Learning these less-popular
languages ensures that students develop the mental representations necessary for programming.

“A degree in computer science isn’t a vocational course on programming. Learning a programming
language is not the object for the exercise. Understanding what programming is and how to solve the problem
computationally, such that when you’re thrown into a new language and a new situation, you can get your
bearings with reference to some broader concepts.” – E1

By giving students the cognitive foundations required, students are expected to reach a point where they
can translate a real-world problem into computational space, allowing for it to be solved through software
code. This is a critical milestone as it ensures students can successfully engage in more complex software
engineering tasks.

“The purpose is to try and get them all to a level where they can think about a problem as a computer
programme.” – D1

Staff need to ensure students experience the opportunity to solve problems independently and own the
responsibility for developing their understanding. Part of this means staff should be careful not to obstruct
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students’ learning opportunities by resolving issues that are or just above the level of where students should
be.

“One of the things I found really hard is to tell my teaching assistants to never solve the student’s problems,
Definitely not on their keyboard, unless it’s something weird. But in general, just to say, What, the problem
here? And to engage [students] in this process” – A4

A problem solving mindset can be facilitated using projects that necessitate critical approaches. Projects
often require a mix of both technical and non-technical competencies, which can be used to demonstrate to
students the value of soft skills. Project-based learning offers opportunities for students to apply the more
abstract understandings developed during puzzles or low-level language-based tasks with more relevance to
software engineering.

“[The] programming project is not an easy module, and it is made deliberately so that students learn how
real world applications work in terms of testing and debugging. At an advanced level, C is not easy to work
when you have to do a lot of memory allocation and deallocation and most of the students struggle with
segmentation faults. They don’t know where the code is going wrong. So it’s basically approaching the problem
solving skills and following good programming practice.” – D3

The progression of students’ cognitive models of software engineering often begins with removing software
nuances (using logic puzzles or low-level languages) before exposing students to increasingly complex
situations. Once they possess the necessary mental models, they can perform tasks related to software
engineering careers.

“When you ask students to find the one line that has a bug on it in a 6,000 class Java programme, they
have to be analytical, and we teach them the code reading skills to help them track down the source of the
bug.” – A3

The two previous comments succinctly highlight what the end goal of a student’s cognitive development
is driving towards – the ability to effectively problem solve using a critical mindset. Critical thinking can
be defined as “being able to critically review the information and determine its importance for informing
decisions and being able to use evaluative and inferential reasoning to increase the likelihood of a desired
outcome” [34], and this is what educators are encouraging students to develop. Through an incremental
development process, students are directed towards these essential cognitive capabilities required for technical
tasks such as programming.

Social. Students are encouraged to develop their communication and group working skills during their
education. Communication includes aspects of speaking, reading, and writing. Group working skills focus on
how communication is used in intragroup and intergroup contexts to complete shared goals. The pedagogical
aim of social development is to help students communicate in professional and articulate ways. Peer discussions
are valuable for developing communication skills and boosting students’ understanding. By allowing multiple
perspectives to be presented, students can challenge their preconceptions by reflecting on other perspectives.
Discussions can be incorporated through software engineering relevant ways using asynchronous tools. The
tools mentioned include institutional education systems (e.g., Moodle and Blackboard) and industry-specific
tools like GitLab. Asynchronous tools allow educators to help facilitate discussions, and they provide features
that promote more efficient working (such as notifications) and practical applications to future employment.
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“We adopt Gitlab, but we use the bug trackers as generalised issue trackers. We tell them to use that issue
tracker as a general task planning thing. So put deadlines and assign them to people. If you’ve got issues,
put comments in there so notifications get shot round to people. Because that’s the way it’s going to be in a
company.” – B2

Two skills mentioned together were reading and writing. They form a valuable part of a student’s skillset,
spanning technical and academic materials. These skills are typically not taught explicitly but are indirectly
required to excel academically.

“I think reading comprehension is a soft skill. I would say we don’t teach it. We assume they have it and
that’s an interesting thing.” – C2

The ability to actively comprehend written materials is also an important aspect of student development,
allowing them to explore information critically to further their technical skills. Reading skills can be facilitated
by engaging students in various materials, including academic and technical information, and teaching them
about relevant or trustworthy sources.

“I show them there’s quite a lot of reference material and if they want to know how a function works, they
look up the definition of it. If they want to use a library function in C, it’s really well defined exactly what
the inputs are, what the output is, exactly what it does. If you give it the wrong inputs and if you can read
that and understand it, then you can use that function and be happy.” – D1

Students must understand how to utilise communication in both intragroup and intergroup contexts.
Successful groups consist of individuals who share common values or goals, which ties them into a group
structure; where these values are not shared, it can result in group breakdown that impedes goal-directed
behaviour. Students must learn about how groupwork influences different tasks and situations, and one skill
that comes with groupwork is the flexibility of approach. A2 facilitates this by giving students various tasks,
and by experiencing group successes and difficulties, they provide opportunities for students to develop an
understanding of group functionality.

“Just because working in pairs as part of your team worked for task A. It doesn’t mean it’s necessarily
going to be the perfect one for task B. For that first session we let them just go for it. And we’d rather that
they, through trial and error, figure things out and naturally learn.” – A2

Groupwork does not necessitate in-person working. Asynchronous working styles were emphasised by
educators for communication, and it is also necessary for students to develop remote group working skills,
as it reflects how tasks are typically handled in employment. Communication between group members
(intragroup) can be facilitated on a course cohort level, creating a shared identity for all students on the
academic course. Through systems like Blackboard, students can request and provide assistance, allowing
them to explore how communication is used within intragroup settings to achieve shared goals.

“I think the soft skill they learn is how to collaborate with different members of the team more efficiently.
We have a space on our Blackboard system where if they have any questions they can ask them. I encourage
other students to chime in and try to answer them. I monitor these discussions and if I see that an answer
is not correct, or it needs adjustment then I can jump in. They create a self-organised community where
they’re trying to help each other in answering questions” – A1

Longer-term projects offer students team working experiences to prepare them for future careers. Many
educators use group-based projects as they combine multiple soft skills and give students experience in more
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complex, long-term tasks. Projects typically require the distribution of specific tasks because the project is
too time-intensive for one person to complete.

“The goal of it is to give students experience of doing a medium scale project from: ‘here’s an idea’, coming
up with requirements, a design, implementation, testing, it being done for an actual end user as opposed to
themselves. As well as doing it in the context of a group because most software development in the future
will happen in groups.” – B2

Conflict Management exists as a by-product of teamwork because students will invariably experience
group breakdown. A3 highlights this issue of working collaboratively via GitLab and where differences
in working style can lead to frustration. Staff consider it a learning experience in understanding effective
collaboration and different working styles.

“When they have a team member who just does nothing and is invisible to them. They say, we’re all
pushing our commits and updating our issues. But this person, we have no idea what they’re doing. And
sometimes those people will come in the day before the deadline and push a lot of stuff. So from that they
start to understand the important role of visibility of working and managing a team.” – A3

Group breakdown can occur when students distance themselves from others and fail to contribute. In
these situations, emotions can be high, and it can be difficult to articulate or justify complaints about peers.
D2 offers students a solution through practical methods, such as taking meeting minutes. These provide
a way for students to articulate issues, with the benefit of educators being able to review minutes for fair
grading.

“I think at the time they find [taking minutes] very helpful because almost all of them have to deal with
one group member who’s not really performing. And so, learning how to deal with them through the minutes
is a useful skill. It takes the characters and the personality out a bit.” – D2

Students are exposed to intragroup skills such as communication, conflict management, and handling
group breakdown, as well as intergroup skills, including communicating with individuals outside their project
groups. Some courses introduced components where students were expected to communicate with various
stakeholders. Intergroup communication (between groups) requires a different set of skills than intragroup
communication because individuals may not share the same goals or values, requiring different means of
communication. Students experienced intergroup settings where they were required to engage with “clients”
(from within the university) as part of requirements gathering. This intergroup working was not a common
approach to education, partly due to the complexity of arranging it.

“It’s about talking to the client and getting the requirements out of it and learning the important skill that
the client isn’t technical and has no idea what they want. And how do you handle that relationship?” – E1

Educators aim to inculcate students about the relevance of intergroup communication by offering workplace
context to specific skill development. This highlights that more than technical skills are needed, particularly
when others possess the same technical skills; students must understand how to engage with management or
stakeholders to communicate a point effectively.

“You can be very good at coding but if someone else is better than you in communicating what they have
done, what are your unique skills? What is the unique aspect of your work then if the other person can do the
job. So I think this kind of argument for them, this is very important, and it catches their attention.” – B1

Intergroup communication was much more limited compared to intragroup exposure. However, intergroup
communication can also be framed through the sustained interaction between educator and student, which
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manifests through presentation opportunities or assessments where students are required to deliver high-level
information to an individual outside of their group. These development opportunities are much more implicit
and speak to the nature of the education system.

Professional Skills. Professional skills, which includes ethical thinking and time management, are valuable
for successful employment. In SE2014, professional skills include ethical thinking, whereas time management
is not referenced, indicating the implicit expectation to manage and complete activities across the curriculum.

Ethical thinking refers to the way people consider the implications of their actions. It is commonly
developed in association with communication, allowing students to engage with each other and be exposed
to a greater range of perspectives, which educators can mediate.

“We asked students in groups to read 10 positive news stories and 10 negative ones, and to make some
short notes about why they think this technology is positive, why they think this technology is negative. And
at the end of the session we asked them to reflect on the ethical implication, social implication, economics of
industry, implication of what they have read. I think this is kind of connected with the ‘what does it mean to
you’, to reflect on the impact that your work can have in real life” – B1

Others mentioned opportunities to employ educators who specialise in topics such as ethics. In doing
so, they gain the expertise, passion, and interest for incorporating ethics. One of the interviewers noted
that not all modules were necessarily taught by domain experts (and whilst they were referring to technical
experts, the notion stands for soft skills) who sometimes lacked the passion required. This may transfer to
the development of students’ valuation of these skills, as they typically converge towards staff values [38].

“Ethics spans right across the university and they set up a teaching centre where they could collect
appropriate staff and those. Staff get seconded across various courses and there’s also a faculty ethics team
as well that looks at issues across our faculty. If there’s an ethical component to what we’re teaching, we
would generally second someone from that unit to teach it.” – D1

Time management is recognised to be a complex skill to teach, but that it is essential for students to
learn. Looking at the course holistically, A1 notes that the department offers so many activities that it is
unrealistic for a student to attend everything. From this, students must manage their time to attend to
what they consider the most important things for their personal goals.

“If they attend every single class, lab, lecture, and all the external activities that we organise, there is
really no time to go home and do exercises. So they have to make decisions of what to attend and what not
to attend.” – A1

Students must manage their time successfully and know when to finish an open-ended task. The diminishing
returns on programming tasks can be meaningful learning opportunities. Programming assignments can be
made intentionally challenging and time-consuming. However, these attributes offer pedagogical advantages,
requiring students to effectively manage their time and decide when they have sufficiently completed an
assignment.

“A lot of interviews have coding interviews, and they use similar style principles. So they have five days
to do it. It’s hard. It takes time. We had a few students, who said ‘I just didn’t even bother with the final
task’, but that’s fine. That’s the point in a way, as well as to know when to manage their expectations, we
have some students who will stay up till who knows what hour in the morning trying to hammer this bit of
coursework to gain an extra 1%.” – A2
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3.2.2 Perceptions of student engagement. Student engagement was primarily negatively perceived by edu-
cators. Staff felt that students misrepresent the purpose of a CS degree, limiting their ability to develop
soft skills. These misconceptions lead students to attend to their technical development and reduce their
attention towards soft skills, resulting in students avoiding or rejecting opportunities to develop or use soft
skills, as they perceive them as irrelevant to their careers. Subsequently, students experience a temporal
delay between the opportunities to develop soft skills and requiring them, highlighting the event-driven
nature of soft skill development. This mismatch may contribute to the skill gap observed between education
and employment, where students are not expecting to be exposed to soft skills content.

Preconceptions about what a CS course encapsulates are tied to how modern university education is
perceived. As university fees increase, students demand greater value for their money, representing the
“student consumer” [53]. This consumer identity may legitimise student expectations that educators must
teach the technical content students want to be taught, rather than soft skills. This transactional relationship
means students evaluate the cost-benefit of their education, and where they perceive no benefit, they
challenge why they are being taught these skills. As students are seen to devalue soft skills, this can lead to
tensions between what students want and what they would benefit from being taught in the long term.

“Getting people to sit still and listen when they think they’ve signed up for something, and that’s the issue.
A lot of the current mood is this notion of we are the customers, now give us what we want.” – E1

Student preconceptions and previous experiences can influence how they internalise the soft skills material
they are presented. Näıve perceptions of what is required to secure a career may lead to an overvaluation of
technical skills, either because of prior experiences (such as programming hobbies) or a misunderstanding of
software engineering.

“They’re coming back to Uni after maybe some gap year, and they don’t see the purpose of [soft skills].
The students who just arrived from school, they feel [soft skills] don’t have anything to contribute from the
career perspective” – C1

Students may misrepresent what a software engineering career involves, expecting a highly technical
endeavour, reducing their receptiveness towards soft skills. Students may avoid engaging in soft skills because
of these perceptions, contributing to the soft skills gap. This finding points towards more general perceptions
of students, in that underdeveloped skills may remain this way because students refuse to engage in difficult
tasks.

“I have guest speakers come and talk about what it’s really like working in industry. One of the students
asked, ‘what if you don’t like working with other people?’ And the industry speaker said, ‘please don’t work in
the software industry’.” – D2

“Sometimes it is hard to convince our students that we are not making their life difficult.” – D3
Students may refuse soft skills because they devalue any skills associated with tasks they find challenging

and avoid both the task and similar tasks that involve the same skills. Their reduced value results in students
attending less focus on their development in favour of activities that they find more enjoyable or rewarding
[37].

“I think there is a mismatch between what we do and what the students expect, or even what the students
are good at.” – D1

Building off D1’s comment about a mismatch between the CS course material and what students are
good at is reflected in the following quote by B1, who notes that students do not enjoy writing outside of
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programming scenarios. Steady constant exposure can be essential to ensure students recognise where these
skills hold value to counter disengagement with skill development. It is a gradual process, but it is necessary
to emphasise the persistent presence of soft skills in software development.

“Students hate to write. They’re not used to it. And the first reaction [is] we don’t want to do that. But
then this is a little bit of work that [I] do across the course to create a kind of consistency [to] make them
understand why this is important.” – B1

Soft skills and their domain-agnostic nature can result in students disengaging as they do not see a direct
link between the skills and software engineering, emphasising a student’s misperception of the CS degree
being a programming course. The students’ categorisation of soft skills as being more relevant to other
professions evidences their view of computer science and reflects a misunderstanding of what is required in
the workplace, which may involve managing or leading a team as they progress through their careers.

“Various bits of peer marking go on which has to be moderated. There’s a tension that we often say it’s
for you to try and bring on the rest of the group. [And students say], I didn’t sign up to do a management
or a leadership course. I’m not a teacher. Why am I having to supervise this guy? And that’s working in a
team.” – E1

A temporal delay was observed between the point where students are first introduced to soft skills and
the point when they realise the importance or relevance of these skills. Staff perceive students to reject soft
skills during their educational journey, and it is only when they enter the workplace (through placements or
employment) that they recognise their value.

“What they don’t realise is what they’re buying is me knowing better than them about what they’re going
to need in ten years’ time. And that’s where we come to those project weeks. They pathologically hate them
until they’ve graduated, and they come back and say, ‘no, that’s the thing I talked about in an interview.
That’s the thing that’s helped me for most of my career’.” – E1

The temporal delay reported reflects the event-driven nature of soft skill development. The following two
quotes represent two possible event types that can bring on the valuation of soft skills. In A4’s example, they
refer to students recognising the value of soft skills in situations where they were originally taught these
skills against their desires, and it is post-graduation when they are required to use these skillsets that their
impact is recognised. In contrast, D2 describes a different experience students undergo, where an absence of
soft skills drives the recognition. Students must have been exposed to these soft skills at some point in their
education, where they were required to be implemented to recognise this absence. The event should offer
students opportunities to judge whether to use these skills. In choosing not to use these skills voluntarily,
their absence may be recognised, driving the recognition of the need for the skill.

“so we have got a lot of anecdotal evidence where people who hated their second year software engineering
Course unit two years after graduation, come back and said this was the most relevant thing I’ve ever learned.”
– A4

“When I supervise my third years, I say, ‘Guys, I’m leaving it up to you to work out how you want to
work in a group. You’re welcome to do all the minutes and stuff I taught you in the first year, but I’m not
going to check’. Invariably, they don’t bother, but usually at the feedback at the end they say they wish they
had done so.” – D2

Staff perceive the student experience of soft skills as largely negative, with students rejecting or avoiding
opportunities to develop these skills. This rejection is based on student misconceptions about soft skills and
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their value. Soft skill development is an event-driven process in which students must experience situations
where soft skills are either used successfully and tied into goal attainment or where goals were not met due
to an absence of a specific skill.

3.3 Discussion

In this first discussion, we cover the main findings and limitations from the interviews before a more
comprehensive general discussion later. We reported on the staff perceptions regarding the embedded soft
skills. Interviews were conducted across five institutions, offering an enhanced understanding of the soft
skills gap between graduates and employment. Using a thematic analysis, we identified core soft skills, which
can be separated into cognitive, social, and professional skills. We also identified a pattern in how staff
perceive students, with a general refusal of soft skills during education, and only once students enter the
industry do they understand the value of soft skills.

3.3.1 Staff Perceptions of how Soft Skills are Taught. We answer the first research question, “How do academic
staff understand how soft skills are taught in their core modules?” by identifying the skills taught directly
and indirectly. Direct methods relate to the intentional incorporation of skills in the course, and indirect
methods relate to where skills are a by-product of other activities. Skills can also be delivered explicitly or
implicitly, relating to how the skills are presented.

Critical thinking and problem solving are taught explicitly, using non-programming activities to facilitate
the development of a critical mindset and implicitly through debugging activities. Non-programming activities
are generally viewed positively [52], as they allow the development of critical thinking without requiring an
understanding of programming first. Implicit methods, such as debugging, promote reasoning around failure,
which can act as a catalyst for critical thinking [17]. Critical thinking and problem solving are valuable for
programming-specific skills and are core components of learning effectively, as students need the necessary
mental models. Part of the learning process was engaging with the tasks and having staff present to facilitate
individual skill development.

Communication was taught directly, forming a key part of teaching materials in explicit and implicit
approaches. Explicit activities focused on intragroup skills, such as peer discussions, and implicit methods
included tools like GitLab that provided students with experience working with software engineering tools
and using them collaboratively to maximise effectiveness. Communicating through these tools is a method
received positively by students as it offers more accessible communication methods [20].

Online forums and discussion spaces are reported to increase student engagement through increased
discussion of sharing solutions and common concerns [23]. We see that these ideas have been used successfully
in practice to the benefit of students and educators, as at least two of the universities mentioned using
GitLab. Others may also use this tool, but it was not mentioned in interviews.

Ethics was often directly implemented and was predominantly viewed positively by educators. Ethics
was often taught in conjunction with communication, encouraging multiple viewpoints to be heard when
considering ethical and legal approaches. The perceptions of ethics held by graduates emphasise a poor
regard for its role in the workplace [34], despite employers recognising its importance in the workplace [43].

Skills taught indirectly included conflict management, reading, writing, and time management. Conflict
management was indirectly taught through groupwork and manifested where tensions or breakdowns occurred.
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This skill arose organically as a facet of group dynamics and was not manufactured by staff. Staff perceived
conflict as an unavoidable consequence of collaboration but supported students navigating these difficult
situations. Reading, writing, and time management are all components of general learning and academic
success.

From the direct-indirect interpretation of skills, we are afforded an idea of how skills are taught during
the CS undergraduate education. Many skills are taught alongside others, and technical skills or tools were
leveraged to highlight the relevance of certain soft skills towards software engineering. Understanding that
skills can be taught in these different styles may mean students do not necessarily recognise all instances
when they are taught soft skills and may reject activities explicitly about soft skill development. The core
skills of critical thinking, problem solving, communication, and teamwork support previous studies reporting
similar findings from graduate populations [11, 56], curricula [25], and employment [2, 42].

Teaching implies a student audience, and so it is helpful to recognise how student engagement is perceived
by staff, as this can influence how content is delivered. Students were perceived to view their education as a
“vocational programming course” (E1), which has been reported previously [29]. This preconception echoes
previous findings that students think non-technical skills are unnecessary for technical careers [32]. While
educators and employers agree with the importance of soft skills, our findings suggest staff do not perceive
students to recognise the value of soft skills, aligning with previous findings where students undervalue soft
skills [10] in favour of the skills they enjoy [37].

Students were also perceived to experience a temporal delay between being taught soft skills and recognising
their value. It is often only once out of education, and being exposed to situations where either a soft skill is
deployed and recognised to be successful, or situations occurs where an absence of a specific soft skill is
noticeable that students realise the importance and value of possessing these skills. As many of the events
that drive this recognition are industry-based, students are potentially unaware of the skills they should
demonstrate in interviews [5].

3.3.2 What skills are important. The second research question asked, “What importance do staff ascribe to
certain soft skills, in comparison to other skills?”. From the direct-indirect interpretation of how skills are
taught, certain skills are recognised as more valuable than others. For skills to be taught directly, educators
make conscious decisions to incorporate activities that promote skill development, indicating their perceived
value. Indirect skills are typically a by-product of the general learning cycle. The skills referenced as being
directly taught are valued enough by educators to ensure they have sufficient space within the curriculum.

3.3.3 Limitations. We recognise the likelihood of a self-selection bias for this study, such that participants
report favourable attitudes towards soft skills. Indeed, the four educators who declined the interview declared
an absence of soft skills in their modules. Consequently, the sample is not fully representative of a teaching
department. Despite missing information on what skills are potentially undervalued across curricula, the
interviewees offered insights into how soft skills are perceived by educators.

The semi-structured interview approach incorporated, at times, a more conversational interaction, which
may have influenced interview topics, resulting in specific skills being mentioned that would not have otherwise.
The benefits outweigh potential biases, as it encouraged greater interaction and further information from
the interviewee. For transparency, the anonymised transcripts are made available in the online repository.
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4 STUDY 2

The first study offered important insight into the educator perspective on their modules. Through these
interviews, the manner of how soft skills are taught – directly or indirectly, and implicitly or explicitly –
surfaces key information about how technical skills are often structured around the non-technical skills and
are used as the method to convey the soft skill content. What remains missing, is how this information
relates to how soft skills are embedded with a curriculum. In this second study, we report on a natural
language processing approach to identify the embedded soft skills in CS curricula, which provides a more
descriptive approach to understanding how soft skills present within CS education, and in combination with
the results from the first study, it answers the third research question, “How do these skills align with the
information available in online courses and module information?”.

Previous studies have used manual detection methods [18, 25], but natural language processing models
can expedite the identification process and offer a more uniform detection of keywords across documents.
Fareri et al. [19] developed a model that detected the presence of soft skills and applied this to job profile
data, finding general skills of leadership, autonomy, conflict management, and communication as highly
valued across job profiles. To the authors’ knowledge, similar methods have yet to be directly applied to
curriculum information.

4.1 Methodology

Data collection targeted websites of the N8 universities, which were scraped for information related to
undergraduate CS courses, including course descriptions, core module information, and any publicly available
course-relevant data. The academic year 22/23 was targeted because this was the same academic year
the interviews were conducted, which was achieved using the Internet Archive. Scripts for scraping these
datasets can be found in the OSF repository along with the scraped data: https://osf.io/25ecz/?view only=
917e6de233484d59abaac243647c89a2. The Faculty Ethics committee approved this secondary data collection
and analysis.

4.1.1 Analysis. SkillNER, a skill-based Named Entity Recognition (NER) model [3], was used to extract soft
skills. An NER is an algorithm specialising in identifying keywords based on probabilities and co-occurrences.
SkillNER was developed from using 31,278 individual terms (336 soft skills, 29,091 hard skills, and 1,851
certifications) taken from job adverts and other employment-related materials. The analysis pipeline is
available on OSF. SkillNER was implemented using Python 3.11 and R 4.2.2 for data analysis.

The dataset was passed through SkillNER. Important soft skills that were not identified by the process
were modified in the text to increase extraction rates (e.g., “team” was not recognised and was changed
to “teamwork”), which was carried out by data exploration. Following data annotation, the soft skills
were grouped according to the skills identified in REDACTED FOR REVIEW , as many identified terms
were similar (such as “collaborate” and “collaboration”, or “solving problems” and “problem solving”).
Some soft skills by REDACTED FOR REVIEW were identified as hard skills by SkillNER (such as “time
management”); these were redefined as soft skills. Identified terms related to the teaching and educational
aspect of soft skills (such as “teaching” or “module”) were removed. Terms that had a skill probability over
.60 were retained.
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4.2 Results

References to soft skills are not homogeneous across institutions, and soft skills make up between 12.90% and
27.20% of all referenced skills, with a mean average of 17.45% (SD = 4.89). The most frequently mentioned
soft skills across the combined curricula were teamwork, communication, professional skills, ethical thinking,
critical thinking, and problem solving as shown in Figure 1. Professional skills were the only soft skill absent
in the list developed in Ivory et al. [34]. Visualising the soft skills between institutions is made more explicit
in Figure 2, that some universities have a more even spread across mentions of soft skills, but still, the
pattern is inconsistent across institutions, and Figure 3 on an institutional level, offering complementary
perspectives.

The institutions are disparate in the levels of soft skills reported. The figures indicate little agreement
between institutions regarding how frequently soft skills are mentioned. These figures present the frequencies
as proportions because different word counts were extracted from each institution. Teamwork has a presence
across all institutions. Professional skills are dominated by three institutions (Lancaster, Leeds, and
Newcastle), and most institutions refer to each of the key six skills, except an absence of ethical thinking for
Sheffield and problem solving for York.

Skill co-occurrences – how often two skills appear in proximity – can be a useful way to understand
skill relationships. In Figure 4, the technical and soft skills are plotted together in a network-based upon
within-sentence co-occurrence. The more frequently co-occurring skills are denoted by the strength of the
connecting edge, and node size is relative to skill frequency.

We observed that soft skills of teamwork, communication, professional skills, ethical thinking, interper-
sonal skills, and critical thinking are strongly linked. Technical skills of software engineering and software
development are intrinsically linked with the cluster of soft skills, emphasising that these are taught as
team-based activities. Problem solving was mentioned more frequently alongside programming skills and
autonomy, indicating that programming emphasises problem solving skills and independent working.

Figure 5 displays relationships between the soft skills and modules across all institutions to assess whether
soft skills are taught together or separately. The nodes’ size indicates the number of associative links, and
the most dispersed skills were communication, critical thinking, ethical thinking, professional skills, problem
solving, and teamwork. It can also be seen that 38 modules are only associated with a single soft skill.

Figure 6 offers a different perspective by displaying the proportion of modules that include one of the key
six soft skills. It is seen that despite teamwork being the most frequently identified skill (by term matches),
it is typically present in around 20% of modules. Communication is most broadly embedded, appearing
in over a third of modules in five institutions. Professional skills are widely embedded within Newcastle’s
curricula but less so for other institutions. The data in these two figures shows that the distribution of soft
skills throughout curricula is highly dependent on institutions.

Exploring the soft skills taught across the course structure separated by year, in Figure 7, we see little
pattern across the different institutions. The heterogeneity is apparent where some years contain no soft
skills, suggesting an inconsistent approach to introducing and teaching soft skills. Ethical thinking is rarely
included beyond the second year for any institution, despite dissertation projects requiring ethical approval
for human-based research.
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Fig. 1. A stacked column plot indicating the most mentioned soft skills across all curricula. Skills mentioned only once in
an institution’s curriculum were removed.

4.3 Discussion

In this curricula analysis, we extracted soft skills using an NER model. In scraping publicly available
information on CS undergraduate courses, we investigated skill frequencies and co-occurrences. The main
findings from this exploration are that communication, critical thinking, ethical thinking, professional skills,
problem solving, and teamwork were the most frequently mentioned. No clear patterns were identified between
or within institutions for how soft skills are mentioned. On an individual institutional level, institutions are
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Fig. 2. Separating the frequencies by soft skill shows the patterns (or absence of) across institutions. Only the top six skills
are shown.

heterogeneous in referencing soft skills, and this may not necessarily reflect reality. Some institutions may
be more descriptive in their module information or reserve information for internal use, making comparisons
between institutions difficult. The analysis highlights that soft skills are commonly mentioned in proximity,
indicating they are taught or assessed together. The exceptions to this were problem solving and autonomy,
which were more closely associated with programming. It was also seen that software engineering was closely
linked to skills of teamwork and communication.
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Fig. 3. Presenting soft skills split by their institution offers a different perspective, showing how institutions present different
skills within their curricula.

The most frequently mentioned soft skills of teamwork and communication are those highly valued by
software engineering employers [2, 35, 45, 50], as are the skills of critical thinking and problem solving
[18]. This suggests higher education and industry are aligned in the skills valued, supporting the notion
that CS undergraduate education is positioned to inculcate students with the appropriate soft skills for
software engineering careers. This finding is further supported by previous curriculum analyses identifying
communication, teamwork, and ethical thinking [18, 25].
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Fig. 4. Skills that occur more than three times are included, and only skills that occur more than five times are labelled.
This offers a representation of how soft skills are referenced within curricula information. Terms with no contextual value,
such as ‘computer science’ and ‘module’ are removed as they overwhelm the plot due to their high frequency.

Ethical thinking was the fourth most frequently mentioned skill across the curricula and saw reasonable
exposure across most institutions. Despite this emphasis, graduates rank ethics very low for employment
[34], and this, along with the reported soft skills gap [4], is indicative that student perceptions significantly
impact how soft skills develop.
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Fig. 5. Network plot of the soft skills and co-occurrences through modules. The connections indicate skills that are taught
in the same modules. Yellow nodes are soft skills, and dark purple nodes are individual modules.

Skills of software engineering and software development were strongly associated with teamwork and
communication, suggesting these are presented to students as social activities. This association reflects
employer expectations that software engineering is carried out collaboratively [1].

4.3.1 Limitations. The NER model could not identify all references to soft skills without prior processing
steps, which was addressed in the analysis pipeline, where the original text was modified to ensure that
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Fig. 6. Proportion of modules within an institution that includes the top six reported soft skills.

SkillNER identified references to teamwork, groupwork, ethical and moral thinking. It remains possible that
other terms were not detected. Some skills, such as groupwork or time management, were classed as technical
skills by the NER model, but to maintain consistency with previous research, we classified these as soft
skills according to the definitions used in REDACTED FOR REVIEW . Both issues indicate a broader issue
with soft skill research: they are ephemeral concepts with loose definitions. This is not just a limitation of
the present study but also speaks to general soft skills research. The findings indicated reasonable alignment
with current understandings of valued soft skills despite model limitations.
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Fig. 7. Inspection of soft skills by course structure (module years), no distinct pattern is observed across skills.

5 GENERAL DISCUSSION

In this two-study paper, we first interviewed staff to identify the perceptions of embedded soft skills across
core modules, followed by the extraction of soft skills from curricula to converge on valued soft skills. It was
seen that staff valued skills including communication, groupwork, and critical thinking, which were mentioned
across modules but were also extensively taught directly, highlighting perceived importance. The second
study applied an NER model to core module content, highlighting heterogeneous frequencies across different
institutions and a strong link between software development and groupwork. In this general discussion, we
draw the findings from both studies together, and describe future research.

The first study answered research questions 1 and 2 by interpreting soft skills taught directly or indirectly.
For question 1, “How do academic staff understand how soft skills are taught in their core modules?” the
interviews highlighted that soft skills are taught in various ways, but combining soft skills with relevant
software engineering tools or practices provides ways for students to recognise the value of soft skills. The
second research question asked, “What importance do staff ascribe to certain soft skills, in comparison to
other skills?”, and the skills intentionally incorporated into the teaching materials can be seen as more
valuable. Staff are constrained by competing modules and time, so they must make conscious decisions
about how, and which, soft skills are given space within curricula.
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To answer the third research question of “How do important soft skills align with the information
available in online course and module information?”, the information from study 1 and study 2 are assessed
together. General agreement between the most valued skills is seen as educators spoke about communication,
groupwork, and critical thinking as being intentionally included within their materials, and these are also
the skills identified most frequently. The course information and curricula are assumed to reflect the skills
embedded within the course. Extracting soft skills presents a course-wide representation of the skills that
educators value. This alignment indicates that the curriculum information is accurate, and educators are
teaching the soft skills they advertise.

No discernible patterns were seen between or within institutions, suggesting that despite frameworks
like SE2104, there is little conformity between institutional curriculum design. This is positive in that it
highlights unique institutional offerings that can be tailored to their branding, but this absence of uniformity
suggests the frameworks are interpreted very differently, to the extent that certain skills are not focused
on in certain institutions. This can lead to potential choices that students are required to make in their
selection of education at a point in time where their misconceptions may draw them to programmes that
reference lower levels of soft skills. It should be encouraged that curricula reflect the true contents of their
course and ensure that the relevant skills are targeted and mentioned.

The skills identified are some of the most desired by employers, who desire employees who can communicate
and collaborate effectively [2, 41, 45]. Our findings suggest educators are aligned with employer expectations,
highlighting that the educators interviewed are aware of which skills are needed to secure employment. This
alignment indicates that the soft skills gap may result from student perceptions and how they develop these
skills. While staff perceptions influence how students perceive soft skills [10], it is reliant on students to fully
realise their value [24].

Many students start their undergraduate education believing a CS degree is primarily a vocational
programming course [29], accompanied by the misconception that programming is all that is required for
a successful career. Despite these preconceptions, students graduate from their courses with a stronger
sense of the breadth of skills needed [38]. Our findings suggest the CS undergraduate course is set up to
ensure graduates possess the necessary skills for software engineering, but the difficulty is ensuring students
recognise this.

The research implications suggest educators should bring forward the events that motivate students’
recognition of soft skills and reduce the temporal gap between being taught and appreciating their relevance.
To close the soft skills gap, students must reflect on their own goals and recognise the role of soft skills [13].
Students’ preconceptions about the importance of soft skills manifest in technical skill prioritisation over
soft skills [33]. While preconceptions can be altered through exposure to soft skills, bringing perceived value
up for specific skills [10], this is still limited by internal understanding of their value.

Staff recognise that students fail to value soft skills unless prompted by some event involving soft skill
use, so incorporating more industry-specific events into the curriculum can increase students’ value of
soft skills. There are multiple ways to achieve this; one method would involve industry partners offering
industry experiences to contextualise soft skills. Another opportunity could be to integrate short-term
industry placements into the curriculum, allowing students to experience real-world situations that offer
events to reduce the perceived temporal distance. The event-driven nature of soft skill development should
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be integrated into modules through project work, along with ensuring students are aware of the relevance of
soft skills [36].

Further implications result from the application of the NER model. Similar approaches can be applied
during curriculum designs to ensure that soft skills are embedded throughout the content. Embedding soft
skills across core modules would offer repeated exposure to these skills and emphasise their alignment with
technical skills. By deploying NER models, staff can ensure that soft skills are suitably distributed across
modules and are not localised to specific modules.

Our research offers a unique contribution to the understanding of CS higher education and its role in
teaching soft skills. Previous work has explored educator perceptions and what they teach, highlighting that
CS courses should prepare students for employment [55] by giving them experience with relevant tools and
methods widely used in software engineering [14]. We contribute by exploring educator perceptions about
the embedded soft skills and their presence in curricula. We find that skills align with employer expectations,
suggesting that students may be the weak link in the soft skill development process.

5.0.1 Future Work. Staff reportedly say students reject soft skills until they experience an event that empha-
sises soft skill relevance. We suggest the soft skills gap observed is formed through students’ misunderstanding
of the skills’ value for employment. By conducting longitudinal studies following students through their
academic careers, it may be possible to map soft skill development to their education. Using survey studies
following whole cohorts and interviews to pinpoint specific moments or modules that altered a perception, it
may be possible to contribute a greater understanding of how soft skills develop and potential reasons for
refusal, misunderstanding, or acceptance.

One study limitation noted was the self-selecting sample. Capturing information from across all educators
would offer meaningful insight into the distribution of educators’ perceptions of soft skills and where these
skills exist within a curriculum. It was recognised that not all educators see soft skills as having space within
their modules, but gathering representative views is necessary to understand how students are exposed to
soft skills.

The NER algorithm was applied to a geographically restricted population. Exploring a larger sample
and systematically mapping modules between universities can be used to investigate whether soft skills are
taught in similar contexts. This development would offer important information about where students can
develop soft skills, complementing existing research. All the future studies detailed here offer significant
implications for CS curricula design, ensuring soft skills are effectively embedded and calibrated to allow
students to recognise the value of soft skills.

6 CONCLUSION

In this two-part preregistered study, we explored the staff perceptions and curriculum presentations of
embedded soft skills within the CS undergraduate course. Staff perceived soft skills of communication, critical
thinking, ethical thinking, problem solving, and teamwork as valuable soft skills that warrant including and
teaching directly to students. Staff talk about the intentional space made in their modules to teach and
develop these skills whilst supporting students. Staff views on student engagement were largely negative, with
students rejecting the value of soft skills during education but recognising it once in industry, highlighting the
event-driven nature of soft skill development. The NER analysis of the curricula highlighted important soft
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skills of communication, critical thinking, ethical thinking, professional skills, problem solving, and teamwork
showing high association between staff perceptions and the descriptions of the courses. The implications of
these findings highlight congruency between employer expectations and the educational course in prioritising
specific soft skills. The findings imply that student perceptions likely have a strong influence over their
internalisation of soft skills, which results in the reported skill gap. Our findings indicate that the critical
factor in causing the soft skills gap may be student perceptions, as we observe a positive relationship between
the soft skills described in curricula, the soft skills prioritised by educators, and the skills considered essential
in employment.
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APPENDIX

Appendix A

Module Leader and Author Interview Guide
Questions (main questions in bold, follow up questions in italics)

• Tell me about the undergraduate module that you teach. What do you think works well with your
course? What key concepts are taught to students? How is the course delivered?

• What do you understand the term “soft skills” to mean? < I can then bring up the definitions of soft
skills that I refer to; things such as teamwork or responsibility, problem solving Some of these which
are more present than we may think originally >

• How important do you think these skills to be in Computer Science or Software Development? Who is
responsible for ensuring software developers possess the non-technical skills necessary for industry?

• Do you teach or emphasise any specific soft skills in the module, either intentionally
or as a result of other aims/goals/external requirements of the module? If YES: why
are these included in the module? If NOT INTENTIONAL: is there any reason why they are not
purposely included? Are these the responsibility of someone else or do the opportunities for these soft
skills develop naturally?

• What other aspects of the undergraduate programme are you aware of that focus on soft
skills and how do you think these contribute to students’ development?

• Has the module, under your supervision, been altered or adapted to emphasise or reduce
focus on particular soft skills? If YES: why has this been altered? If NO: why not? Do you think
the balance of teaching requires no further development or inspection?

• What soft skills do you prioritise in teaching in the undergraduate programme? Do you
think this is different to what students prioritise?

• Why are they prioritising these skills? How do these skills integrate in the course? Are they introduced
and students left to their own development, or is it more intentional and they’re pushed to improve?
Contentious perhaps, but do these skills help improve students’ career prospects or are they more
ideological?

• Do you have any further thoughts or ideas relating to soft skills in software development
and computer science? Anything that has not been covered by previous questions? Any last thoughts
on the balance of technical and non-technical skills.
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5.1 Statement of Continuous Thesis Summary

“Give a man a fish and you feed him for a day; teach a man to fish and you feed him for a

lifetime.” - Maimonides

This chapter presents two studies that explore the embedded soft skills in undergraduate

CS degrees. Chapter 4 focuses on university graduates’ perspective, and the present

chapter explores the other side, the staff who design and structure the student experience.

In the first study, I interview staff perceptions of embedded soft skills in core programme

modules. Using thematic analysis, an emphasis on cultivating critical thinking,

communication, and teamwork skills emerges. Staff observe the event-driven nature of

soft skill development and perceive students to view soft skills negatively at first, which

changes once they are exposed to industry situations that demand these skills. The

second study applies a Named Entity Recognition (NER) algorithm to curricula and

module information. It identifies a pattern in how soft skills are embedded, typically

appearing in proximity to other soft skills. Software engineering is closely linked to skills

of teamwork and communication, indicating it is taught as a social activity.

This chapter speaks to the soft skills gap (Akdur, 2021) by suggesting educators are

aware of the skills desired by industry and consequently incorporate them into their

modules. This chapter explores the software learning development process by analysing

the curricula and whether they are set up to support students in developing their soft

skills. The skills mentioned and embedded within the courses strongly align with SE2014

(Ardis et al., 2015), suggesting a sense of homogeneity across educator perceptions. In

offering an answer to the thesis’ first research question, the skills of communication,

critical thinking, problem solving, teamwork, and ethical thinking are presented.

5.2 Synthesising Phase 1

In this transitory space between phases 1 and 2, I reflect on the findings from the first

phase and focus on two psychological constructs that have potential value for

understanding software engineering behaviours. Table 1 reports the top skills from the
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Skill Chapter 4 Chapter 5a Chapter 5b

Communication
Critical Thinking
Problem Solving
Teamwork
Ethical Thinking
Conflict Management
Professional Skills
Reading/Writing
Responsibility
Time Management

Table 1
The skills identified in Chapters 4 and 5 as being important for software learning
development. 5a refers to study one and 5b to study two in Chapter 5.

previous chapter and the two studies in the present chapter. The core skills identified are

communication, teamwork, problem solving, and critical thinking. In the rest of this

section, I link these soft skills to two key and well-researched concepts within psychology.

These psychological concepts are underutilised in software engineering research and would

benefit from greater exposure. These psychological ideas are reviewed in Chapter 2.

5.2.1 Communication and Teamwork

Communication, as defined in Chapter 4, is “being able to convey information to various

parties in a manner that is well received and understood, in both written and oral forms”.

Communication is the “lifeblood” of an organisation (Goldhaber, 1974) and allows

individuals and groups to share information and manage relationships (Pikkarainen et al.,

2008). Organisational communication is consistent with the social identity approach, as

an individual’s sense of belonging to a team is related to recognising shared values within

project teams (Postmes et al., 2001). Through communication, social identities are

maintained via the diffusion of shared norms (Lapinski & Rimal, 2005) and the ability to

express identities through language (Scott et al., 1998).

Communication is integral to working collaboratively because information needs to be

shared between individuals working towards a common goal (Klünder et al., 2016).



128

Communication requires an internal representation of the knowledge to be conveyed and

an understanding of the audience and their internal knowledge construction. The dyadic

interaction between a speaker and listener is bounded by their individual perceptions and

internal knowledge representation, as well as the consideration of other people’s

perceptions, offering a broadening of perspectives (Fussell & Krauss, 1992).

Communication has long been acknowledged as necessary within software engineering

(Stelzer & Mellis, 1998). Computer-mediated communication can also form identities built

around the technology (Amaral & Monteiro, 2002), as seen in the literature surrounding

software ecosystems (de Souza et al., 2016). Within software engineering, communication

is often computer-mediated; for example, GitHub issues pages and Q&A forums such as

StackOverflow are invaluable resources for soliciting advice from others.

The social identity theory is predicated upon the formation of groups that share values

and observe group norms. As a result, the relationship between the soft skill of teamwork

and social identity theory should be relatively self-evident. For thesis completion, the

links are detailed. Teamwork is built upon shared norms and is defined in Chapter 4 as

“being capable of working with others effectively and contributing to the end goal; being

able to cooperate with others during required tasks”.

Teamwork is a collaborative effort by individuals who share a common goal. Within

organisations, teams may exist until a goal is completed (such as delivering a product), or

they may be more persistent, reflecting the requirements of a job role. Shared goals allow

individuals to identify with others, which sparks the formation of organisational teams

(Lembke & Wilson, 1998). These goals may be mandated as part of their role (all

programmers share a goal of writing code) or through project teams (designers,

programmers, and testers all contributing to the same project). This shared goal becomes

a value that draws individuals together.

Large organisations may have multiple project groups working in parallel, and cultivating
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an organisation-wide identity can help reduce conflict between internal groups (Haslam &

Parkinson, 2005), evidencing that diverse populations of individuals can work together

harmoniously where they can identify with some common value. Even within these

internal teams, groups are most successful when individuals share an identity, as it aids

the self-regulation of the group, reducing the need for supervision (Haslam et al., 2000),

which can result in more effective goal-directed behaviour. Social identity theory has

strong connections to the soft skills of communication and teamwork (Scott, 2007a), and

based on their value for software engineering and security work, social identity theory is

appropriate to use in exploring the behaviours of software engineers.

5.2.2 Problem Solving and Critical Thinking

Problem solving is defined in Chapter 4 as “being able to understand and solve complex

problems; being able to evaluate a situation and provide an effective solution”, and

Critical Thinking is defined as “being able to critically review information and determine

its importance for informing decisions; being able to use evaluative and inferential

reasoning to increase the likelihood of a desired outcome”.

Problem solving is often considered one aspect of critical thinking, which comprises the

mental processes, strategies, and representations needed to solve problems and make

decisions (Sternberg, 1986a). As a critical thinking component, problem solving is the

information processing unit, where the task environment determines an individual’s

behaviour (Newell & Simon, 1972). It is a cyclic process of individuals recognising a

problem, defining it, developing a solution, allocating resources, and monitoring progress

before evaluating the solution (Sternberg, 1986b).

Problem solving is not always performed critically and can be deployed uncritically

(Bailin & Siegel, 2003). For example, an intuitive and non-critical solution to keeping

patient records secure is not allowing anyone access, rendering the database secure but

unusable. In contrast, a critical perspective would acknowledge that some people require

legitimate access, and that the prior solution is non-optimal. Instead, they may choose to
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restrict access to named individuals via access control systems. This critical/uncritical

distinction suggests the existence of at least two problem solving mechanisms.

To sufficiently solve a problem, one must alter their mental representation (Pretz et al.,

2003), requiring a critically reflective approach. Critical thinking can be regarded as an

approach to making judgments based upon some form of criteria that deems it “good”

thinking in that it is reasoned and rational (Bailin & Siegel, 2003). A critically thinking

individual is “appropriately moved by reason” (Siegel, 2013) and aspires to engage in

reflective practices (Ennis, 1987; Scheffler, 1965). This difference in approaches is

explained by the dual processing theory of decision making, which posits the existence of

an intuitive default system and an interventionist and more cognitively critical system

(Evans, 2003).

Critical thinking is synonymous with rationality (Bailin & Siegel, 2003) as both are

interested in how effectively reasoning is applied during decision making (Scheffler, 1965).

Rationality is tied to normative behaviours, yet individuals are repeatedly shown to

choose non-normative solutions, evidenced numerous times (e.g., Kahneman & Tversky,

1979, 1982; Wason, 1960; Wason & Evans, 1974). Irrationality is not an adaptive trait, for

it does not benefit us to willingly make irrational choices that lead to increased risk

without suitable reward. One perspective on decision making is that human rationality is

bounded by an individual’s knowledge and mental representation at the time of judgment.

So people make decisions based on available information (Simon, 1990), which may result

in non-optimal decisions because they were considered the best judgment at the time.

From this bounded rationality, individuals engage in “satisficing”, the practice of aiming

for a good-enough or satisfactory result instead of the optimal one (Simon, 1956).

To satisfice, individuals make use of heuristics to arrive at an ecologically rational answer,

and these heuristics form a part of an adaptive toolbox (Gigerenzer, 2002). Notably, the

heuristics are considered ecologically rational where they benefit decision making in

suitable environments (Gigerenzer, 2015), but where they fail to provide adequate choices,
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their poor fit to the decision context results in biased and irrational choices (Gigerenzer &

Todd, 1999; Kahneman et al., 1974).

If the psychology literature views problem solving as just one component of critical

thinking (Sternberg, 1986a), why are they identified in Chapters 4 and 5 as separate soft

skills, to the extent that in Chapter 4, little association was seen between the value of

critical thinking and problem solving? One answer is the popular combination of

programming and problem solving (an internet search for “programming problem solving”

returns over 99 million more results than “programming critical thinking”). Through

exposure, these terms become synonymous and familiar, particularly when presented

outside the more formal definitions in psychology. This popularity highlights the

importance of phase 1, where efforts to identify the most important soft skills captured

some ideas that are not commonly mentioned alongside software engineering. This phase

signals the ephemeral concept of soft skills in popular use and demonstrates the necessity

of these studies for the thesis. Key ideas are exposed by gaining information from

software populations using familiar terminology. In the example of cognitive skills, the

critical aspect combined with problem solving supports the relevance of dual processing

theory. As previously noted, problem solving is not always critical and may be

implemented intuitively (Bailin & Siegel, 2003). The distinction between critical and

uncritical problem solving in software engineering tends towards the notion that different

cognitive systems can be deployed during decision making.

While considered as separate soft skills, problem solving and critical thinking both share

a basis in “good” reasoning and rationality. Rationality is bounded by our proximal

stimuli and the mental representations we hold at the time of decision making, and

rational thinking is linked to more deliberate, reflective processing styles as proposed in

the dual processing theory of decision making. I use this to suggest that dual processing

theory holds value within software engineering, that warrants further exploration, which

is carried out in Chapters 6 and 8.
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In this phase, I identified the most valued soft skills for software engineering and CS from

graduates and educators of the CS undergraduate programme. The core skills identified

were communication, teamwork, problem solving, and critical thinking. From this, the

psychological theory of social identity offers reasonable grounding for communication and

teamwork, and the dual processing theory grounds critical thinking and problem solving.

In phase 2, I investigate these theories in secure software engineering, by applying dual

processing theory in Chapters 6 and 8, and social identity theory in Chapter 7.

5.2.3 Contribution to Thesis Argument and Forward Trajectory

This chapter advances the central thesis argument by investigating how soft skills are

intentionally embedded within computer science curricula, offering an institutional and

educator-based perspective that complements the graduate-focused findings in Chapter 4.

By revealing both staff perceptions and curricular patterns, this chapter provides

compelling evidence that educators are aware of industry needs and attempt to embed

relevant soft skills into programme design, particularly communication, teamwork, critical

thinking, and problem solving. Up to this point in the thesis, the argument has

progressed from establishing the importance of soft skills through to identifying graduate

perceptions of valued soft skills and their developmental sources. Chapter 5 adds another

layer by exposing how educators conceptualise and implement these skills, as well as how

these skills manifest structurally within academic programmes.

Looking forward, the next chapters transition from general software education to

security-focused software engineering. Chapters 6 and 8 operationalise dual processing

theory to examine how problem solving and critical thinking play out in security-specific

contexts, while Chapter 7 explores social identity theory in relation to teamwork and

communication in secure software engineering environments. These theoretical

applications further explore the behavioural dimensions identified in this phase, deepening

the psychological and domain-specific insights that underpin the thesis.

The foundational study on the perceptions of software graduates and academic staff
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regarding essential soft skills - communication, teamwork, problem solving, and critical

thinking - serves as a starting point for exploring these skills’ influence across diverse

software engineering contexts. While the initial sample is drawn from undergraduate

graduates and university staff, representing a relatively homogenous academic

environment, the identified core skills are well-established across industry literature and

professional standards, such as SE2014 (Ardis et al., 2015), supporting their broader

relevance. Moreover, these soft skills are inherently transferable and foundational to

effective software development irrespective of specific roles, experience levels, or work

settings.

The subsequent empirical studies in this thesis draw from populations with differing

software experience, including freelance developers and professional practitioners, whose

motivations and contexts vary considerably from those in academia. The rationale for

extending the soft skills framework to these populations is premised by the notion that

the cognitive and social competencies fundamental to software engineering are consistent

across different groups, albeit manifested in contextually specific ways. By anchoring later

investigations in the initial study’s conceptualisation of soft skills, the thesis maintains

coherence while enabling nuanced exploration of how these skills interact with

psychological constructs and security behaviours across varied populations.
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6 Recognising The Known Unknowns; the interaction between reflective

thinking and optimism for uncertainty among software developer’s

security perceptions
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Known Unknowns; the Interaction Between Reflective Thinking and Optimism for
Uncertainty Among Software Developer’s Security Perceptions. Technology, Mind, and
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Software is at the foundation of our modern world; we rely on it
for almost everything, from communication to financial transac-
tions, to information storage. When software fails or is altered by
malicious actors, this has real-world consequences, including
psychological harm (Palassis et al., 2021). Consequently, reducing
software vulnerabilities—for example, by applying psychological
insights and methods to those who create software—is becoming
increasingly important.
Secure coding is defined as a programming practice that avoids

software vulnerabilities (Rauf et al., 2021), allowing for data
exchanges and logic flows to occur without interference by third
parties. For our purposes, a security vulnerability is defined as an
unexpected logic flow resulting in exploitable situations allowing
for unintended access to information or functionality. Reducing
vulnerabilities and increasing risk sensitivity in software engineers
therefore has the potential for improving secure coding practices.
The solution appears simple—“Write secure software!,” yet such

imperatives are usually not sufficient for secure coding (Hallett
et al., 2021). It is well established that warnings or commands alone
do not motivate action unless an individual perceives the importance
of the command (Dash & Gladwin, 2007). Despite software
security’s importance, 76% of software possessed at least one well-
known vulnerability in a recent review (Veracode, 2020), and 69%
of software engineers were unaware of third-party vulnerabilities
within their own code (Kula et al., 2018). Our approach works
toward a better understanding of the psychological profiles of those
who write software, to ultimately facilitate an increase in the
salience of security and deployment of secure practices.
Secure coding can be achieved through technical interventions,

such as using dedicated testing teams or rigorous workflows, but
with over 40% of the app software engineer community comprising
of solo or amateur software engineers (van der Linden et al., 2020),
it is important to address the individual within the development
process, rather than just roles and technical solutions.
When investigating software engineers’ priorities, functionality

has repeatedly superseded security (Kirlappos et al., 2013; Lopez,
Sharp, et al., 2019), despite implicit security expectations in high-
quality software (Tahaei & Vaniea, 2019). Even when given
security-specific coding tasks (such as password storage), security is
often omitted unless prompted (Hallett et al., 2021; Naiakshina
et al., 2019). A reduced security focus has been attributed variously
to a perception of effort (Kirlappos et al., 2013), absence of
responsibility (Gotterbarn, 2001), and even to mistaken assumptions
that their tools are secure (Nadi et al., 2016; Palombo et al., 2020).
To our knowledge, the disposition toward risk and uncertainty has
not been systematically explored.
To that end, we use a novel approach to highlight links between

domain-general psychological constructs such as cognitive reflection,
risk aversion, and optimism biases as mediators of how engineers
might think about security. This research emphasizes the need to
consider individual differences in the psychology of engineers as their
actions can have significant impact within the real world, consistent
with the suggestion that heuristics and biases impact secure software
decision making (Brun et al., 2022; Oliveira et al., 2014, 2018).
By deliberately using abstract cognitive measures as opposed to

signals from software-specific activities, we aim to develop an
understanding of how cognition shapes or molds those activities.
Through a quantitative analysis of language use around security
perceptions, we can highlight links between software security and

the language used. Language is grounded in perception and action
and can be used to share our internalized models with others
(Hagoort, 2023; Jackendoff, 2009). Through studying how software
engineers describe security within their work and their personal
experiences (or absence of), we can associate their language with
cognition, which reflects their internal models and beliefs, and may
reflect their real-world behavior, but importantly, it may provide an
opportunity to identify potentially insecure coding practices.

Cognitive Processing Styles

Dual processing theory frames decision making and reasoning in
terms of individual propensity to engage in different cognitive styles
(Evans, 2003). System 1 processing is driven by intuition and
heuristic use, allowing individuals to reduce complex decisions into
simpler operations requiring less cognitive effort (Kahneman et al.,
1974; Kahneman & Frederick, 2002). Heuristics form “mental
shortcuts” that can be used in multiple scenarios to simplify and
speedup decisions (Beike & Sherman, 1994). Through heuristic use,
System 1 processing is much faster, automatic, and intuitive
compared to more drawn-out processing, or System 2. System 2
processing involves deliberate, thought-out, and analytic judge-
ments, allowing for abstract and hypothetical thinking. System 2 is
more computationally demanding than System 1, attempting to
arrive at optimal solutions by analyzing available information, and is
reserved for situations that cannot be resolved with System 1
processing.

A default-interventionist model of dual processing (Evans &
Stanovich, 2013; Kahneman & Frederick, 2002) suggests decision
making uses System 1 as a default, and System 2 is deployed only
when it is sufficiently cued and available (Damnjanović et al., 2019;
Evans, 2010b). Both systems can possess conscious and uncon-
scious aspects of cognition (Evans, 2010a).

If System 2 is not sufficiently cued, then decision making relies on
heuristics. Gigerenzer (2002) suggested that these heuristics form
part of an adaptive toolbox, allowing for rational decisions within
the constraints of the available information (bounded rationality).
Importantly, a core aspect of the adaptive toolbox is that heuristics
can be considered ecologically rational if they benefit decision
making within specific contexts (Gigerenzer, 2015). When
heuristics fail to provide good choices, it is not strictly the cognitive
mechanism itself, but rather its poor fit to the decision context
(Gigerenzer & Todd, 1999; Kahneman et al., 1974). This is relevant
to writing secure code, as it has been suggested previously that
heuristics do not provide rational decisions in these contexts
resulting in biased decision making (Oliveira et al., 2018).

Biases can be defined as systematic, flawed response patterns that
deviate from expected normative performance (Evans, 1984). Not
all heuristics invoke biases and poor decisions, but in certain
instances, they can result in nonoptimal decisions. One example of a
context where heuristics become biases is software security. In daily
life, we possess no security heuristic, and by extension, no heuristic
exists for secure coding (Oliveira et al., 2014). Oliveira et al. primed
developers for security which increased their sensitivity to software
vulnerabilities, dual-processing theory would frame this as priming
that triggers System 2 processing. Previous work following the
claim that software security is heavily impacted by biased thinking
has examined links between general cognition and secure coding
(Brun et al., 2022; Oliveira et al., 2018), whereas we build upon this
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claim by using widely deployed measures of thinking and dual
processing to examine the individual differences.
Previous research suggests security prompting can increase code

quality (Hallett et al., 2021), specific vulnerability identification
(Spadini et al., 2020), and code comprehension (Danilova et al.,
2021). Moreover, System 1 processing can be suppressed in favor of
System 2 through prompting, either overtly through verbal/written
requests (Evans & Stanovich, 2013; Pennycook et al., 2020), or
implicitly through metacognitive prompts (Alter et al., 2007; Alter
& Oppenheimer, 2008).
So how can we measure the disposition toward types of thinking

and biases? We review evidence that cognitive reflection examines
the activation of the processing systems, prospect theory measures
risk seeking behaviors, and optimism bias is a proxy for intuitive
processing.

Cognitive Reflection

Cognitive reflection is the ability to reflect upon a question before
answering and inhibiting the immediate response and is most
commonly measured using a form of the Cognitive Reflection Test
(CRT; Frederick, 2005). In this article, we take the position that CRT
is a useful measure of an individual’s propensity to activate System
2 processing in response to a question requiring more deliberate
thought, and by virtue of engaging system 2, is also a measure of
System 1 suppression (Frederick, 2005).
Specifically, the CRT has been widely deployed as a measure of

System 2 engagement, through the suppression of System 1. The
CRT presents questions with intuitive, yet incorrect answers and one
must reflect on the question to respond correctly. An example of a
CRT question is, “A bat and a ball cost $1.10 in total. The bat costs
$1.00 more than the ball. How much does the ball cost?”1 The
intuitive and incorrect response is the most common answer
(Frederick, 2005; Sinayev & Peters, 2015), implying that indeed
System 1 thinking is a default mechanism.
CRT has been informative for illuminating decision making in the

workplace. Teachers in higher education demonstrated higher CRT
being associated with teaching more technology-related materials
(Janssen et al., 2019), implying educators with higher reflective
thinking are more suited to teaching fields that require high levels of
logical thinking (such as information technology). In terms of teaching
experience, CRT was associated with increased rationality and greater
consideration of future events (Čavojová & Jurkovič, 2017).
To our knowledge, there is no empirical work investigating CRT

and software development, however, CRT has been linked with
predicting susceptibility to detecting phishing emails (Jones et al.,
2019), loss aversion (Frederick, 2005), and forecasting (Moritz
et al., 2014).

Optimism Bias

Bias susceptibility can be used as a proxy to capture the strength
of System 1 processing. Unrealistic optimism is a bias where
individuals perceive themselves to be less likely to experience
negative events compared to others (Sharot, 2011;Weinstein, 1980).
People typically exhibit a persistent bias regarding future events, in
that they overestimate the likelihood they will experience positive
events and underestimate the chances of experiencing negative ones.
This bias covers a broad range of events, from life events such as car

accidents to more mundane events, such as estimating the time
required to complete a project (Cappos et al., 2014).

For cybersecurity, users have been found to underestimate their
risk online, increasing their vulnerability cybersecurity attacks
(West, 2008; Wiederhold, 2014). In a thematic analysis of the same
data presented in this article, engineers reported negative events as
being damaging to their identity as an engineer (Ivory et al., 2023),
indicating that for some, they associate the potential of software
vulnerabilities in one’s code as being a negative event. As such, a
logical assumption would be that software developers are also
susceptible to optimistic outlooks toward their work, and under-
estimating the likelihood of negative events, such as vulnerabilities
in their code (as a potential marker of low-quality work).

Optimism in the software development domain has been
previously investigated using professionals, with software engineers
being worse at estimating time management than those in
nontechnical roles (Mølokken & Jørgensen, 2005). Both software
engineers and executives experience difficulties in making security-
related decisions, demonstrating overconfidence in their software
security (Loske et al., 2013). We extend the understanding of
optimism bias in a security-specific context by relating this to the
language used around software security.

Risk Aversion

Risk aversion can be linked to prospect theory, which suggests
decisions maximize gains and minimize losses (Kahneman &
Tversky, 1979). People experience negativity from a loss more
strongly than positivity from gains. Accordingly, people typically
make choices that minimize loss over maximizing gain (Levy, 1992).

Frederick (2005) reported an association with prospect theory and
CRT, showing higher CRT scores accompanied increased risk
aversion to losses (i.e., an increased willingness to accept a sure loss
than to risk a greater loss). Frederick also showed people make
riskier decisions when facing potential gains (willing to risk greater
gains than accept sure gains). This supports the idea risk aversion is
influenced by heuristics and cognitive biases. Risk aversion has
wider generalizability toward, for example, general decision making
under risk (Abdellaoui et al., 2007).

Kina et al. (2016) examined software engineer tool adoption
practices and found that when new tools are not guaranteed to
maximize profit and contain risks, engineers are more risk averse and
instead rely upon the known familiarity of familiar tools. This
suggests a certainty effect, or bias in play. When examining factors
that shape software project decisions, loss magnitude was considered
a more significant factor than loss likelihood, highlighting the
relevance of choice value (Keil et al., 2000). By measuring risk
aversion as a function of risk sensitivity in language used when
talking about security, we can examine how security is framed and
how the framing manifests in the language used.

Motivations

There have been calls for more psychological research within
computing and software security (Acar et al., 2016; Capretz &
Ahmed, 2018), with greater appreciation of the individual involved,
and the heterogeneity of behaviors relevant to development roles.

1 The intuitive response is 10 cents, but the correct answer is 5 cents.
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The present research answers these calls by exploring the role of
individual cognition and its effect on security perceptions. We
address this by investigating the cognitive differences seen in risk
sensitivity when talking about security in software. Within software
engineering, the role of biases and heuristics has been acknowledged
(Chattopadhyay et al., 2020; Petre, 2022), as well as in a systematic
review, while noting that research has yet to fully characterize and
describe their impact (Mohanani et al., 2020). Psychology is well
positioned to respond to this gap through empirical research.
Through cognitive measures and the analysis of individual
differences, we can apply dual processing theory to better
understand how this ultimately explains perceptions of security
within software development.
Two different populations were included in our sample, freelance

developers, and computer science students, as they represent two
different timepoints in the software engineer lifecycle. Students
represent early stage, less experienced engineers, and freelancers
represent those who have experience from prior projects. The
motivation for using both populations is to better understand how
security perceptions and risk sensitivity may change (or not change)
over the lifecycle of engineers. Increasing awareness of the
cognitive features that underpin security perceptions in software
across the engineer lifecycle, we are better placed to provide
interventions at the most effective points. If risk sensitivity is similar
across both populations, then intervening as early as possible may be
the solution, whereas if a difference is seen, indicating an event or
events altering risk sensitivity, then interventions should look to
address these events.
This article is part of a larger project (Ivory, 2022) that examines

both cognitive links and risk perception, alongside social identity,
and responsibility within software development. The project
comprises two independent, self-contained components, with the
complementary package focusing on a thematic analysis of
responsibility and risk acceptance (Ivory et al., 2023). The overall
project information and data can be found at https://doi.org/10
.17605/OSF.IO/P6DY5.

Hypotheses

Three hypotheses were created to direct this research:

Hypothesis 1: Higher risk aversion scores will be associated
with increased awareness and sensitivity to risk in language
describing professional work related to software development.
Lower risk aversion (higher risk attraction) will be associated
with less awareness and sensitivity to risk in language
describing professional work.

Hypothesis 2: Higher cognitive reflection test scores will be
associated with increased awareness and sensitivity to risk in
language describing professional work. Lower cognitive reflec-
tion (higher risk attraction) will be associated with less awareness
and sensitivity to risk in language describing professional work.

Hypothesis 3:Mean scores closer to zero on the novel OWASP2

risk task will be found with higher scores of cognitive
reflection. Scores of zero are expected to represent a realistic,
unclouded view of risk which should align with more reflective
thinking styles.

Methodology

Participants

As per the preregistration, we required a minimum sample of 122
participants, 61 from each population to meet a desired power level
of 80%. A sample of 150 were sought to account for low-quality
responses. We recruited 149 participants and excluded data from
eight participants; four failed over 50% of attention checks, one
preferred not to provide gender information (one observation would
not be appropriate to use in analysis to make meaningful
implications), and three provided responses of less than 20 words
to the questions. Our data corpus thus comprises 141 participants
(“software engineers”), 69 of whom were professional freelance
software (six females and 63 males) developers and 72 were
computer science (CS) students (31 female and 41 male).

All research involved in this project was approved by the
University Faculty Ethics committee. Participants provided informed
consent before commencing with the research study.

We recruited developers using the freelance website, https://www
.upwork.com/. We uploaded an advertisement (available on OSF;
https://doi.org/10.17605/OSF.IO/P6DY5) asking participants to
complete a study about their understanding of security in software
development. We specified that participants should be currently
working in software development, have experience writing secure
code and have been involved in noneducation-based software
projects. We compensated freelance developers at rate of £10/hr.
The student sample was collected from two sources, using internal
university mailing lists and the recruitment website, Prolific. We
compensated CS students at a rate of £8.50/hr.

Age details can be found in Table 1. Due to data collection issues,
nationality data for developers are unavailable, which was substituted
with country-level location. Figure 1 shows an approximation of
participant location and nationality by presenting continental-level
data. Most people do not emigrate from their origin country, with
around one in 30 migrating internationally (McAuliffe &
Triandafyllidou, 2021). Representing both nationality and location
together approximates both data types on a continental scale.
Ethnicity and socioeconomic status were not collected in the study
design and cannot be reported or discussed.

Materials

Participants completed the study through the online surveying
software Qualtrics. The survey (in study presentation order) included
demographic information, an OpenWebApplication Security Project
(OWASP) vulnerability task (OVT), four open-text response
questions focused on risk awareness, aversion, and mitigation in

Table 1
Reported Ages of Participants Included in the Analysis

Age Developer Student

18–24 28 42
25–34 34 20
35–44 6 8
45–54 1 2

2 See section OWASP Vulnerability Task for further details.
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software development, a gambling task and two versions of CRTs
(Frederick, 2005; Thomson & Oppenheimer, 2016).

OWASP Vulnerability Task

The OVT is designed to measure unrealistic optimism in software
security by leveraging familiar concepts, such as well-known
vulnerabilities that are well established and consistently highlighted
year-on-year. It can be expected that software engineers will perceive
including vulnerabilities in their own code as a more negative event
than vulnerabilities created by other developers. The OVT builds
upon the finding that individuals tend to underestimate the likelihood
of negative events affecting them (Sharot, 2011; Weinstein, 1980).
While previous cybersecurity research has focused on users and their
optimism (West, 2008;Wiederhold, 2014), we devised ameasure that
is specific for software developers who engage in secure coding. The
OVT is a measure of comparative optimism between an individual’s
estimation of their own likelihood of including security vulnerabilities
compared to an average developer.
The measure uses the 2021 top five vulnerabilities: Injection flaws,

Broken Authentication, Sensitive Data Exposure, XML External
Entity flaws, and BrokenAccess Control.3 The top five vulnerabilities
were used as opposed to the full list of 10 as less experienced
developers are more likely to be familiar with these vulnerabilities.
The OVT consists of two parts, separated by a secondary task, and

presented in a randomized order to reduce recall effects. The first asks
participants to estimate the percentage likelihood of a specific
vulnerability existing in web applications released by the “average
developer.” The second part asks respondents the likelihood of
themselves introducing these vulnerabilities into their own code.
Similar measures have been used previously, asking participants for
twomeasures of success, with the first being about personal confidence
in correctly answering a question, followed by a second asking about
the percentage of other people who would answer correctly (De Neys
et al., 2013; Frederick, 2005; Hoover & Healy, 2019).

Perceptions of Software Security

The qualitative questions consisted of four items asking
participants about their experiences, thoughts, and opinions on
security within software development. Participants had the option to
write answers or record audio responses using Phonic (https://www
.phonic.ai). Participants were asked to write for at least 4 min or speak
for 2 min per question. The questions asked are shown in Table 2.

Risk Aversion

The gambling exercise replicated that used by Frederick (2005).
Thirteen questions sought preference between two options of
gaining or losing money. Eight questions contrasted gain scenarios
(“Gain £100 for sure or a 90% chance of £500”), and five contrasted
loss scenarios (“Lose £50 for sure or a 10% chance to lose £800”).
All questions were presented in a randomized order.

Cognitive Reflection

We employed two CRTs. The original CRT (Frederick, 2005),
and the CRT-2 (Thomson & Oppenheimer, 2016), an alternate
version designed both to reduce the numerical nature of the
questions and address floor effects. We reworded question texts,
altering names and values to mitigate attempts to answer questions
through an online search for a matching string. The core principle of
each question was not modified. An example is changing the word
“bat” and “ball” for “article clip” and “elastic band,” respectively.
We checked whether participants had seen or answered CRT
questions before, although previous research (Białek & Pennycook,
2018; Stagnaro et al., 2018) suggests scores are stable across repeat
exposure. We recorded response times to the CRT questions and

Figure 1
Map Displaying Approximated Location/Nationality Data of Participants on a Continent Level

Note. This approximates location and nationality of each participant due to expected immigration movement. “Participant
Distribution” by Matthew Ivory, licensed under CC BY 4.0 from https://doi.org/10.17605/OSF.IO/P6DY5.

3 Definitions can be found on the OWASP top ten list—https://owasp.org/
www-project-top-ten/.
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instructed participants to complete the CRT questions as fast as
possible to reduce internet searching.

Procedure

Participants were presented through Qualtrics with an informa-
tion sheet that described aims and intentions, following which they
gave their informed consent. Participants then answered demo-
graphic questions, completed the first OVT for the average software
engineers, split by the qualitative questions, then completed the
second OVT. This was followed by the gambling task and the CRT
measures. Finally, participants were presented with a debrief sheet

that provided further information, references, and contact details for
the researchers. The survey flow is shown in Figure 2.

Research Design

The study comprises a between-participants observational survey
design grouped by a two-level factor of population (freelancer vs.
student). Data from two independent populations were collected
and contrasted. Data validity can be seen in the OSF repository
additional online materials.

Data Operationalization

Question responses were operationalized through content
analysis. As participants had been asked to write for at least 4
min or speak for 2 min per question, we did not expect short
responses. The average response wordcount for developers were on
average 81.09 words long (SD = 61.71), and the students’ responses
were longer at 94.38 words (SD = 38.38). As a preregistration
deviation, we removed responses of 20 word or less (forming a
proxy of low quality) as they were less than one standard deviation
from the average response (for developers). Of the short responses,
38 were removed in total, from 22 participants. Two participants
(both freelancers) had all responses removed, two participants had
three responses omitted, six had two responses removed, and 12
participants had only one response removed.

Responses were unnested into single words, words that appeared
five or fewer times were removed, remaining words were stemmed
to their shortest form (e.g., “secured” and “secure” were stemmed to
“secur”). Stopwords (“and,” “because,” “though”) were removed to
reduce noise. Then using the Computer Science Academic Vocabulary
List (Roesler, 2020), words were tagged as computer science/software
relevant. The remaining words were manually tagged for topics of
uncertainty, software products, workplace specific language, finance,
geographic references, legal, and shallow skills. Following coding, all
taggedwordswere reviewed for appropriateness, and discussed among
the research team. Two independent researchers were given a sample
of all the retained words and asked to categorize them using the
finalized tags, resulting in 20% of all words being reviewed
independently (each researcher reviewing 10%).

Interrater reliability was initially assessed through Cohen’s κ
(Cohen, 1960). Yet, this measure does not perform well when
handling imbalances in the marginal distributions of confusion
matrices (Warrens, 2014). In the present case of assessing the
reliability of topic coding, the distributions are greatly skewed in

Table 2
Qualitative Questions Presented to Participants in the Order Listed

Number Question

1 Describe a time when you successfully developed and
released/launched a software project, either in a
professional or personal capacity. This could either be a
recent example, or perhaps a project you were
particularly proud/happy with. Please include
information concerning the purpose of the project and
how important security was during development.

2 When considering the process of developing and launching
software/web applications, what is at risk of potentially
going wrong and how could these risks affect you? You
should consider the size or the significance of the
potential factors that may go wrong and how this may
affect you (e.g., risk of functional failure, financial
losses, damage to reputation, etc.)

3 If you were to consider software development as a series of
‘gambles’ (decisions that confer possible risk), what
gambles would be considered worthwhile or worth a risk
during the process of developing software? Why? These
gambles may be considered from both an individual
perspective and as a team. Both decisions that you take
individually, or decisions that are enforced by policy,
should be considered.

4 What approaches or considerations, do you, or your team,
take when aiming to identify potential risks or security
vulnerabilities when developing software? What is the
reasoning behind these decisions? You should consider
the decisions and thought processes behind selecting
certain tools (such as static analysis tools), as well as
identifying specific tools.

Note. Participants were asked to respond to these with either a written
response or to record an audio response. Participants were requested to
write for at least 4 min or speak for 2 min per question.

Figure 2
Survey Flow Representing the Presentation Order of Measures Given to Participants

Note. All participants received the same order of measures with randomization within the measures (detailed in
text where appropriate). OVT = Open Web Application Security Project vulnerability task; CRT = Cognitive
Reflection Test.
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favor of negative ratings from researchers, Consequently, small
deviations from the positive-positive ratings greatly affect the value
of Cohen’s κ. Since percentage of raw agreement is not reliant on
marginal distributions (von Eye & von Eye, 2008) we use this as a
preferred and complementary measure of interrater reliability.
To calculate κ and percentage agreements, confusion matrices

were constructed with the primary researcher’s ratings against the
combined ratings of the secondary researchers. As the secondary
researchers rated separate sections of the data, there was no
overlap between the words and so were combined. From this the
percentage of both parties identifying a word belonging to a topic
or not provided the interrater reliability. We report the raw
percentage agreements in Table 3 as it provides a coarse-grade
assessment of potential bias, and we provide the data and the
analysis code in the online repository at https://doi.org/10.17605/
OSF.IO/SJ8BT (Ivory et al., 2022), providing full transparency of
data reliability.
Following the reliability assessment, proportional variables were

then calculated through topic occurrence divided by word count,
creating the variable “proportion of uncertainty-related language”
(PURL), as well as proportion of computer science language. This
resulted in a value of topic proportion for each question per
participant.

Data Transformations

We used data transformations to prepare variables for suitable
analysis. We scaled continuous variables, CRT, OVT, Gambling
scores, PURL, and proportion of computer science language between
0 and 1. We transformed variables with substantially nonnormal
distributions to improve normality (see Table 4): OVT scores and
PURL scores (with values of zero removed—see the Analytic
Strategy section). These transformations are a deviation from our
preregistration, and for transparency, additional online materials are
available at https://doi.org/10.17605/OSF.IO/SJ8BT that detail the
reasons for requiring these transformations. In short, models that used
the untransformed data suffered violations of model assumptions and
were less effective than models that used the transformed data.

Analysis

Analysis was conducted in R (Version 4.1.0). Data, analysis
scripts, and instructions for reproducing the results seen in this
article can be found in the OSF repository here at https://doi.org/10
.17605/OSF.IO/SJ8BT.

Analytic Strategy

To address hypotheses one and two, a two-step model was
employed due to the zero-inflated nature of PURL induced through a
floor effect (i.e., not all responses used language around uncertainty).
The first step was a logistic mixed-effect regression model to
determine the existence of uncertainty-related language based on
other variables. The second step was a linear mixed-effect regression
model to understand the impact of cognition on PURL. For
addressing Hypothesis 3, a linear model was built to compare
vulnerability scores by cognitive reflection.

Mixed-effect models were used as these handle nested data
appropriately. As each participant provided four different text
responses, it is important to treat these as independent to each other,
but dependent on the participant. This allows for greater model fit,
and accounts for participant-level variation in PURL as well as at the
question level.

Results

Addressing Hypotheses 1 and 2: Individual
Differences in Risk and Reflection in Software

To test Hypotheses 1 (that generalizable risk perspectives increase
risk sensitivity) and 2 (that generalizable reflective decision-making
increases risk sensitivity), a two-step or hurdle model, was developed
to first identify the presence of uncertainty-related language, followed
by the second model for determining PURL, including risk aversion
(as operationalized through gambling task scores), and cognitive
reflection (operationalized through CRT scores). Hypothesis 1 is
assessed through the inclusion of the loss aversion scores in ensuing
models, and Hypothesis 2 is assessed through the inclusion of CRT
terms in the models.

In the two-step model, the first model represents a hurdle to be
passed, which determines whether uncertainty is reflected in the text.
If uncertainty is present and the hurdle is “cleared,” the second

Table 3
The Raw Percentage Agreement Between the Primary Researcher
and the Two Researchers Who Completed the Validation Task

Topic Agreement

Risk .87
Product .88
Workplace .86
Finance .91
Geographic .97
Legal .91
Shallow skills .94

Note. The two researchers both completed a separate 10% of the words
available and so were combined allowing for the creation of Cohen’s κ
between the primary researcher and the two researchers combined.
Agreement is calculated through the confusion matrix and is the sum of
both the primary and secondary researchers rating a word as true or false,
divided by the sum total of words.

Table 4
Transformation of Optimism Task and PURL Scores Toward a
Normal Distribution

Measure
Transform
power

Shapiro–Wilks p value

Original Updated Original Updated

OVT 1.425 .96 .98 .006 .036
PURL .05 .75 .99 <.001 .013

Note. Transform power is the optimal value identified through the
Shapiro–Wilks test provided through using Tukey ladder of powers. The
ladder applies a range of power transformations and reassesses the data for
heteroscedasticity. The values listed under the Shapiro–Wilks section
reflect the value before and after transformation, and the p value columns
show the pre- and postvalues from the Shapiro–Wilks test. OVT = Open
Web Application Security Project vulnerability task; PURL = proportion
of uncertainty-related language.
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model provides predictive power for PURL in the zero-truncated
data. Exploratory results that were not preregistered are included in
the additional online materials found on OSF.

Step 1

The first step was a binary mixed-effect logistic regression model
to identify the presence of uncertainty-related language. Not all
sentences written by participants included uncertainty, and so PURL
distribution was zero-dominated. This model presents the first
hurdle, and if the threshold of zero language is crossed, then data are
subject to the second step.
This model was developed using a forward-step approach starting

with the null model to model the existence of uncertainty language
within responses. For model refinement, outliers were identified
using Cook’s distance, which measures the influence specific
datapoints have over the model fit. Items with a value three times
greater than the mean of all the distances were flagged and removed.
The final model, with coefficients seen in Table 5, had an Akaike
information criterion of 2515.00, explained variance of R2

conditional =
.23 and correct classification of 68.13% of data.

Step 2

The second step focused on data containing PURL. This enabled a
mixed-effects linear regression model for predicting the amount of
PURL in a response. The dependent variable, PURL was zero-
truncated, assessed for normality, and transformed toward a more
normal distribution. Figure 3 shows the zero-truncated distribution,
and the subsequent transformed distribution. The nontransformed
zero-truncated data’s Shapiro–Wilks value = .75, p < .001, and the
transformed data,W = .99, p = .013. While still nonnormal, it is less
right-skewed than the untransformed data. Appendix provides
examples of how PURL manifested in responses.
Model building began with the null model with terms added

sequentially. A mixed-effect model was chosen due to the data’s
nested structure. Each independent datapoint indicated a sentence

nested within a response, which were nested under participants. For
this, a random intercept of participant was included, with a random
slope of question to allow for individual differences in language use.

Hat values were used to identify high leverage points, which are
datapoints that measure the distance from the observed and fitted
values, higher values indicate higher leverage, and we examined
values two times greater than the mean hat value. Little relationship
was seen, and removal provided negligible effect on the model.
Removing influential outliers through Cook’s distance had little
effect on the model and so all items were retained.

The final model can be seen in Table 6 and reports an R2
conditional of

.66. The absence of risk aversion scores in the final model indicates

Table 5
Model Coefficients of the Terms Used in the Modelling of the
Presence of Uncertainty-Related Language

Term β Significance

Intercept −1.35 ***
CS prop 8.39 ***
Question 2 1.91 ***
Question 3 1.84 ***
Question 4 0.96 ***
Question 2: CSprop −5.36 **
Question 3: CSprop −2.6
Question 4: CSprop −0.35
(1|participant)

Note. The beta value reflects the model coefficient and is given alongside
the significance of the term in the model. The terms relating to Questions
2, 3, and 4 are present through the inclusion of a categorical term of
question, this is included as the questions ask about different ideas, and
likely vary in frequency of PURL language. That is, the terms Questions
2, 3, and 4 represent the variability in the presence of these different
questions. The intercept represents the first question, and so the question
terms are interpreted in comparison to the first question, the model tells us
that for Questions 2, 3, and 4, their beta values are positive compared to
the first question indicating a higher likelihood of the presence of
uncertainty-related language. PURL = proportion of uncertainty-related
language; CSprop = proportion of Computer Science-related language.
*p < .05. **p < .01. ***p < .001.

Figure 3
Distribution of the PURL Scores Before and After Transformation Toward a Normal Distribution

Note. The contrasting plots provide a visualization of the difference in distribution made from the
transformations. PURL = proportion of uncertainty-related language.
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no support for Hypothesis 1, and the inclusion of both a CRT term
and CRT interaction with optimism supports Hypothesis 2. The
model effects are shown in Figure 4, which shows predicted PURL
levels for varying strengths of optimism bias. The figure shows a
distinct interaction between the optimism bias when measured
alongside cognitive reflection. The three levels of OVT presented
(low, neutral, and high) serve solely as a visualization aid and not
actual groupings made in the analysis. When cognitive reflection
was low, PURL was also low, however, as the more optimistic

participants increased in their reflection, they spoke more to
uncertainty when discussing software. Those displaying an average,
or pessimistic view on vulnerability, tended to speak more about
uncertainty intuitively, but cognitive reflection suppressed this
language, and in extreme pessimism suppressed language to similar
levels of the overly optimistic and intuitive.

Addressing Hypothesis 3

To test for the effects of optimism bias in software development,
first a simple linear regression compared OVT scores between
students (M = 16.72) and developers (M = 18.10) which was found
to be nonsignificant, F(1, 139) = .12, p = .727, R2

adjusted = −.01. To
test whether software engineers demonstrate a general optimism
bias to vulnerability inclusions, a one-sample t test was conducted
against a true mean of 0. It was found that the mean score calculated
across both developers and CS students, 17.40, 95% CI [13.51,
21.28], was significantly different from an average of zero, t(140) =
8.86, p < .001.

To test Hypothesis 3, a linear regression model was used to predict
OVT scores using both CRT measures. A series of models were built
to identify the most parsimonious model using Akaike information
criterion as the suitability criterion. No model was constructed that
provided a significantly better fit than the null model, indicating no
strong relationship between OVT scores and cognitive reflection
scores. Consequently, we do not reject Hypothesis 3’s null hypothesis
that there is no relationship between OVT scores and CRT.

Discussion

We asked whether domain-general, psychological measures of
cognitive reflection, risk aversion, alongside optimism bias for
security vulnerabilities would predict how software engineers talk
about risk perception when discussing their software security.
Using data collected from freelance software developers and CS
students, we analyzed PURL through a mixed-effects hurdle model,
The key finding was an interaction between cognitive reflection
and unrealistic optimism for PURL. Also, engineers were typically
overly = optimistic about personal susceptibility toward security
vulnerabilities. Meanwhile, risk aversion was not a strong indicator
of PURL, nor did we find a systematic relationship between
cognitive reflection and optimism.

Answering the Call for Increased Psychology in
Software Engineering Research

This article answers calls for increased psychology-based
research in software development (Acar et al., 2016; Capretz &
Ahmed, 2018) by showing that software engineers are subject to the
same cognitive constraints as nonengineers. The language used by
engineers talking about secure coding can be usefully framed with
respect to dual-processing theory.

Additionally, a systematic review (Mohanani et al., 2020) within
software engineering points toward the breadth of biases affecting
software (Fagerholm et al., 2022; Ralph, 2011). Our quantitative, data-
driven study extends the understanding of heuristics and biases for
secure software.Moreover, the present study underscores the potential
for different cognitive constructs to interact in the software domain,
revealing the complexity of how heuristics can shape software risk.

Table 6
Chosen Model for the Second Step Model Using Zero-Truncated
PURL as a Dependent Variable

Term β Variance Significance

Intercept 0.91 ***
CRT −0.04 **
OVT −0.04 *
CRT × OVT 0.07 *
Question 2 0.01 ***
Question 3 0.01 ***
Question 4 0.02 ***
Random (Question 1) .0006
Random (Question 2) .0006
Random (Question 3) .0006
Random (Question 4) .0006

Note. The terms listed are those present in the model for determining PURL
in responses, with coefficient values listed in the beta column, along with
confidence intervals in the CI column. The variance for the random effects is
given providing a value for how much variation these terms provide and
finally, the significance of each term for the model is given. The terms relating
to the Questions 2, 3, and 4 are present through the inclusion of a categorical
term of question, this is included as the questions ask about different ideas, and
likely vary in frequency of PURL language. OVT = Open Web Application
Security Project vulnerability task; PURL = proportion of uncertainty-related
language; CRT = Cognitive Reflection Test; CI = confidence interval.
*p < .05. **p < .01. ***p < .001.

Figure 4
Interaction Plot Between CRT Score (the Propensity for Reflective
Thinking) OVT Score (Optimism Bias) and Model Predicted Values

Note. To provide easier interpretation of the interaction, the plot presents
three “groups”—of low, neutral, and high OVT scores. In reality, this
grouping does not exist and is a continuum, but the grouping represents the
extremes effectively. OVT = Open Web Application Security Project
vulnerability task; PURL = proportion of uncertainty-related language;
CRT = Cognitive Reflection Test.
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Risk Aversion

Prospect theory proposes that people are more sensitive to losses
over gains (Frederick, 2005; Kahneman & Tversky, 1979). As a
group, software engineers show this asymmetry too, yet we did not
find evidence to support Hypothesis 1 that greater risk aversion
would associate with greater risk sensitivity in language. There are
two interpretations we present that may explain this finding.
One interpretation is that engineers do not systematically frame

security decisions in terms of gains or losses. Software security is
often made up of smaller, independent decisions, each with their
own framing and outcome value. Typically, software engineers
perceive security as a barrier (Lopez et al., 2022), or lower priority
than functionality (Lopez, Sharp, et al., 2019), but this may not
translate well into mental models of software, meaning that security
is poorly considered in terms of risk aversion. It could also be
interpreted that risk aversion is unrelated to risk taking behavior as
there are other factors that determine the behavior. In economic
research, it is seen that low risk aversion can lead to riskier trading
decisions (Hoffmann et al., 2015), which contrasts with our
expected findings. Further research and a better understanding of the
link between software developers’ language and risk behavior is
warranted to better understand this finding.

Cognitive Reflection

The lack of evidence for a direct relationship between CRT and
risk sensitivity might reflect (a) the study design, (b) the lack of
sensitivity of CRT to capture relevant individual differences, or (c) a
more complex relationship than a bivariate link. We believe the
evidence points to (c) because we obtained an interaction between
CRT and optimism for risk sensitivity. Moreover, this interaction
negates the likelihood that (a) or (b) are wholly satisfactory.
The implication is that the specific simple and direct relationship

between cognitive reflection and uncertainty language is weak, and a
software engineer’s ability to reflect on decisions does not manifest
in the language used concerning security. Fine-tuning either—or
both—of these constructs might enable stronger evidence to emerge
of their link. However, we did find an indirect relationship between
CRT cognitive reflection and risk sensitivity in language, one that
supports the broad thrust of the initial prediction.

Optimism

Experienced freelancers and CS students collectively demon-
strated a significantly greater optimistic belief in their own secure
coding behaviors (see Rhee et al., 2012; Weinstein, 1980) with
no noticeable differences between the populations. Measuring
unrealistic optimism can serve as a proxy of System 1 processing,
as the presence of one bias indicates an increased likelihood of
other biases being present too (Ralph, 2011). Insofar as both
developers and CS students reported similar levels of optimism, the
present research supports the findings of Oliveira et al. (2018) and
Brun et al. (2022) that experience does not reduce susceptibility in
biases in vulnerability detection.
Observing optimism bias in both new and experienced software

engineers reinforces our conclusion that this is an intuitive, instinctive
perception. It is neither simply a naïve aspiration nor a survivor bias.

Interaction: Cognitive Reflection and Optimism

The second step in the hurdle model focused on relationships
between cognition and risk sensitivity. The key finding was an
interaction between cognitive reflection and optimism that provided
predictive power for uncertainty-related language. Those who
displayed high optimism spoke less frequently about uncertainty,
but as cognitive reflection increased, so did uncertainty. Conversely,
pessimistic software engineers frequently mentioned uncertainty,
but decreased in uncertainty as cognitive reflection increased. In
other words, the way that engineers talk about uncertainty and
security is dependent on multiple facets of cognition. This provides
some support for Hypothesis 2 but not in its entirety.

The finding that cognitive reflection or optimism alone explain
very little variance in security perceptions highlights the entangled
nature of cognition in the real-world. Despite cognitive reflection
and optimism being two clearly defined measures of cognition
within the psychological literature, in data collected from a complex
domain, we see that these aspects of cognition are linked and cannot
be considered totally modular.

Those naturally optimistic about security, and who deploy
System 1 thinking, are less likely to discuss uncertainty—perhaps
because it is not seen as an issue. Indeed, Assal and Chiasson (2018)
found that overly optimistic software engineers view additional
security implementation as holding minimal value, as they believe
their current level of security to be sufficient. When considering
security, therefore, they may require stronger cues or framing to
activate System 2 when making security decisions. Meanwhile,
those naturally pessimistic about security, talked more about
uncertainty and here System 2 thinking is associated with increased
uncertainty (Siegrist et al., 2005).

Reduced self-confidence may mean engineers feel overwhelmed
when presented with security decisions, which is not helped by a
lack of documentation supporting their choices (Acar et al., 2017) or
lone working environments (van der Linden et al., 2020). By
activating System 2 processing and thinking critically about security
decisions, the naturally pessimistic may find increased confidence
in their abilities to code securely. One catalyst for System 2 thinking
during secure decision making might be peer communication
(Shreeve et al., 2022), which allows for the balancing of
perspectives and a reduction of biases. Both examples of the
naturally optimistic and pessimistic aligns with the dual-processing
theory (Evans, 2003), suggesting that software engineers who can
easily activate System 2 processing will experience reduced biased
judgment during secure decision making.

A practical ramification of this interaction is that discussions
within development teams may help to improve security decisions.
While developers working alone do not have access to such support,
engagement with interactive websites—such as Stack Overflow—
can provide a digital community to engage with (Lopez, Tun, et al.,
2019) beyond a simple question-and-answer format. Encouraging
developers to interact even asynchronously can potentially provide a
community that motivates more reflective thinking. Developing an
understanding of how social identity affects these communities and
increases engagement between peers can help on this front.

Rewarding Secure Behaviors

Our findings have implications for how software engineer
freelancers (as the focus of this research) are rewarded for practicing
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secure coding. The implications are also relevant for engineers
working in more permanent roles within a company. Rewards can be
used as an incentive to encourage certain behaviors and reduce
unwanted ones. Rewards can be intrinsic or extrinsic; intrinsic
rewards are those internal to the individual and are inherently found
in the task itself and upon completion, and extrinsic rewards are
external to the task, such as pay or recognition (Ajila & Abiola,
2004).
Intrinsic rewards can boost task performance with motivation also

playing a mediating role (Manzoor et al., 2021). Intrinsic rewards
can stem from expressions of appreciations by senior employees
or promotions based on work quality, and so in nonfreelance
engineering roles, this is easily managed by ensuring that employees
are recognized for their secure coding practices. Motivation for
accuracy or quality can lead to a greater expenditure of cognitive
effort (Kunda, 1990), and these motivations can be achieved through
an expectation to defend or explain one’s decisions (Tetlock &
Kim, 1987).
Extrinsic rewards are not as straightforward for freelance engineers

as they can be for contracted engineers, as the companies may be less
inclined to provide incentives for secure code if they do not see
freelancers as part of the company. One way to provide an extrinsic
reward is through the recruitment platforms that they use. If
freelancers can be publicly recognized for their secure coding
practices in the previous work, this may be seen as a potential reward
for quality work as it boosts their profile, increasing potential work
offers. The exact nature of verifying secure coding practices on
freelance platforms is beyond the scope of this article, but if a system
can be devised that is universally trusted and easily implementable,
then the use of gamification may work as a reward system.
Gamificationmethods have been shown to have long-term behavioral
effects (Hamari, 2017), but gamification should be done with caution
as not all findings support their efficacy (Barreto & França, 2021). If
badges are perceived by platform-users meaningful and trusted, these
may act as a reward system that can be used for freelancers.
The use of rewards, either intrinsic or extrinsic, for encouraging

secure coding behaviors can be used to increase motivation and
subsequently increase task performance. In a secure coding specific
context, by rewarding secure behaviors, this can be linked to greater
cognitive engagement, and through the dual-processing theory, lead
to reduced bias interference. In the interaction seen between
cognitive reflection and optimism, by increasing the likelihood of
engaged System 2 processing, clients, stakeholders, and employees
can focus on managing optimism rather than juggling two aspects of
cognition at a time.

A Comparison Between Professionals and Students

The finding that population was not a significant term in the
modeling process supports the assumptions of our key take-home
message, that the data offer credibility for using CS samples in
future research in place of professional developers.
The persistence of biases and similar approaches to uncertainty

around security implies these are general and widespread character-
istics, rather than something unique to students that is modified by
experience. This signals that psychological interventionsmay have an
effect across the software engineering domain, and not limited to
inexperienced or early stage developers. It also shows that individuals
who may be predisposed toward more intuitive, impulsive modes of

decision making are not impervious to learning, or seeking support
from their work environment to ensure that they make appropriate
choices at key points during projects.

Acknowledging that professional developer populations can be
harder to access, easier access to a population whose only significant
difference is experience provides momentum to further research
projects. CS students provide an alternative, cheaper, and easier way
to explore hypotheses before confirming findings in professional
developers.

Insofar as we proposed novel quantitative hypotheses that
addressed general psychological constructs, we have no specific
reason to expect that participant diversity (e.g., with respect to the
age, gender, and location) would affect performance. Moreover,
the profile of these variables broadly corresponds with those of the
community—most of our participants were aged 18 and 35 for both
groups, which aligns with the Stack Overflow 2022 (https://survey
.stackoverflow.co/2022) results that reported over 63% of respon-
dents were aged between 18 and 34. Similarly, the gender split
reported by our sample was 74% male compared to Stack
Overflow’s reported 92% male audience. This indicates either a
potential shift in the future gender split of software developers, with
more female developers currently learning to develop software, or it
reflects a potential gender split in survey response propensity with
more females choosing to participate in nonstandard freelance work
offers. The sample was globally distributed representing the global,
diverse nature of software development.

Reflecting on Heuristics

Our research is built upon the theoretical foundations of dual-
processing theory and heuristics. We define heuristics as “mental
shortcuts” that can be used in multiple scenarios to simplify and
speedup decisions (Beike & Sherman, 1994), but when heuristics do
not provide appropriate decisions for certain contexts, then they
become biases (Gigerenzer, 2015; Kahneman et al., 1974).

Two main schools of heuristics exist, both of which share
commonalities but deviate on other aspects. For a more comprehen-
sive discussion over the major differences, the reader is referred to
Hjeij and Vilks (2023) and Samuels et al. (2012). The first school of
thought is that proposed by Daniel Kahneman and Amos Tversky in
the 1970s (Kahneman et al., 1974), who posit that heuristics are
evolutionary mechanisms that use generalizations or rules-of-thumb
to reduce cognitive load. They suggest that while they help us make
quick decisions, they are often inaccurate. More importantly, we use
heuristics even when there is little guarantee they will produce a
correct answer. In short, Kahneman and Tversky suggest that human
decision making is largely irrational.

The second school is that of bounded rationality started by
Herbert Simon and continued by Gigerenzer (2015). One of the
main contributions is the adaptive toolbox which defines heuristics
as efficient processes which ignore information in favor of speed,
but with one significant difference, that these heuristics are often
ecologically rational and can provide answers that are nearly, or
as-good as optimized decision-making mechanisms. Part of
Gigerenzer’s toolbox was the concept of fast and frugal heuristics,
where less information is more (Gigerenzer, 2008).

The difference between the two schools can be distilled into a
difference in research focus. Kahneman and Tversky examined
the decisions that people make (Kahneman & Klein, 2009),
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whereas Gigerenzer examines cognitive mechanisms (Gigerenzer &
Gaissmaier, 2011). Both agree that if a heuristic is ill-fitted to
the context, then they are biased and can be considered irrational.
In our present research, we are examining the context of secure
coding, for which no heuristic has evolved to handle (Oliveira et al.,
2018), and so whether you subscribe primarily to Kahneman and
Tversky’s definition of heuristics, or Gigerenzer’s, both approaches
support the idea that in this context, intuitive, heuristic-based
decisions are likely to produce incorrect and irrational decisions.

Limitations

In this section, we draw attention to two domains of limitations:
internal validity in terms of sampling and statistics, and external
validity in terms of construct accuracy.
With respect to the former, we recognize that the work draws on

self-reports of risk. We knew that asking participants about their
experiences with developing software in the context of risk and
uncertainty might prime security. All participants completed the
same survey, and any priming effect would be across all participants.
A different issue is that some participants responded to question
prompts in a superficial or terse way. We asked respondents to write
for at least 4 min or speak for 2 min per each qualitative, text-
response question. Yet some responses were only three words long,
limiting data quality. Typically, when this occurred, it was across
all a participant’s text responses rather than specific questions.
Drawing on a freelance online marketplace, we may have recruited
participants who are focused on completing tasks quickly to
maximize their hourly pay. Our preregistered sampling strategy was
designed tomitigate data quality differences, proportions of language
were used to ensure a relative association between response length
and topic frequencies, and only responses longer than 20 words
were analyzed. Nonetheless, further work that elicits richer data
would be useful.
In the statistical (hurdle) model, the second step produced

increased residuals in predicting high PURL, due to scarcer
datapoints in the higher ranges. This could be a signal of a violation
to the underlying distribution, however, Schielzeth et al. (2020)
concluded mixed-effects models are relatively robust to such issues.
We suggest this remains an appropriate analytic device, while
welcoming any opportunity to complement these findings with
convergent statistical approaches.
To measure optimism, we used a novel, software developer

specific task, the OVT. The intention was to measure relative
optimismbetween an individual and the “average” developer. Official
statistics for the percentage of software applications suffering
from specific OWASP vulnerabilities do not exist and so an
absolute measure of optimism is unobtainable. By measuring relative
optimism, we elicit information on domain-specific security concepts.
The measure consists of two sections, one about personal risk and the
other of the average developer. This was presented to participants in a
fixed order which is like previous work using self-reported ratings of
confidence (De Neys et al., 2013; Frederick, 2005; Hoover & Healy,
2019). Simplicity was valued and took research precedence in this
regard, though of course it remains an open question as to whether
different responses could be obtained through alternating section
presentation. Note that a mixed order would have required additional
model analytic terms, potentially resulting in overfitting, as well as
reducing the analytic focus on the other cognitive measures.

Many studies have used CRT to understand individual differences
in cognition. The first of two recurrent concerns is the extent to
which performance is confounded by numerical ability, Although
CRT associates strongly with numeracy (Liberali et al., 2012;
Sinayev & Peters, 2015; Welsh et al., 2013), CRT responses have
been shown to measure more than numeracy alone, as people tend
to respond with a predictable intuitive and incorrect response
(Pennycook & Ross, 2016). A second concern is interpretive; the
attribution substitution hypothesis suggests that when using System
1 processing individuals unconsciously substitute complex deci-
sions with computationally simpler ones (Hoover & Healy, 2019,
2021; Kahneman & Frederick, 2002). For our purposes, however,
we simply note that showing the systematicity of the association
between CRT scores and software cognition is the key first step.
Disentangling the nuances of how conscious system switching or
question framing might affect conceptual interpretation—of specific
CRT questions—is left for more detailed enquiry.

Future Work

Our future researchwill extend beyond the research described here,
by leveraging preexisting paradigms (Brun et al., 2022) for measuring
blindspots within application programming interfaces. By using a
paradigm that reflects real-world scenarios, involving code reviews
with insecure elements, measures of developers’ actions can be taken
to associate with cognition. Previous work using this paradigm
has not fully explored the relationships with heuristics and dual-
processing theory which we anticipate being able to draw clear
connections between. This will further evidence the need to examine
software security through the lens of psychology to better understand
the effect of cognition and individual differences in secure software
development.

Conclusion

Understanding how software engineers talk about risk and
security in software is important as it provides insight into how they
approach software development. The main finding from this study is
that an interaction between cognitive reflection and optimism goes
someway to explain risk sensitivity in language used by engineers
when discussing software development, risk, and security. It was
also seen that software developers and CS do not differ significantly
in their approaches to security and risk. Additionally, software
developers and CS both exhibit optimistic perceptions on their
likelihood to include vulnerabilities in their own software. Future
research should expand upon this work by performing similar
measures alongside software development tasks.

References

Abdellaoui, M., Bleichrodt, H., & Paraschiv, C. (2007). Loss aversion under
prospect theory: A parameter-free measurement. Management Science,
53(10), 1659–1674. https://doi.org/10.1287/mnsc.1070.0711

Acar, Y., Fahl, S., & Mazurek, M. L. (2016). You are not your developer,
either: A research agenda for usable security and privacy research beyond
end users [Conference session]. IEEE Cybersecurity Development,
Boston, MA, United States. https://main.sec.uni-hannover.de/publications/
conf-secdev-acarfm16/

Acar, Y., Stransky, C., Wermke, D., Weir, C., Mazurek, M. L., & Fahl, S.
(2017). Developers need support, too: A survey of security advice for

12 IVORY, TOWSE, STURDEE, LEVINE, AND NUSEIBEH146



software developers [Conference session]. 2017 IEEE Cybersecurity
Development (SecDev), Cambridge, MA, United States. https://doi.org/10
.1109/SecDev.2017.17

Ajila, C., & Abiola, A. (2004). Influence of rewards on workers performance
in an organization. Journal of Social Sciences, 8(1), 7–12. https://doi.org/
10.1080/09718923.2004.11892397

Alter, A. L., & Oppenheimer, D. M. (2008). Effects of fluency on
psychological distance and mental construal (or why New York is a large
city, but New York is a civilized jungle). Psychological Science, 19(2),
161–167. https://doi.org/10.1111/j.1467-9280.2008.02062.x

Alter, A. L., Oppenheimer, D. M., Epley, N., & Eyre, R. N. (2007).
Overcoming intuition: Metacognitive difficulty activates analytic reason-
ing. Journal of Experimental Psychology: General, 136(4), 569–576.
https://doi.org/10.1037/0096-3445.136.4.569

Assal, H., & Chiasson, S. (2018).Motivations and amotivations for software
security [Conference session]. Fourteenth symposium on usable privacy
and security (Vol. 4).

Barreto, C. F., & França, C. (2021). Gamification in software engineering:
A literature review [Conference session]. 2021 IEEE/ACM 13th
international workshop on cooperative and human aspects of software
engineering (CHASE), Madrid, Spain. https://doi.org/10.1109/CHA
SE52884.2021.00020

Beike, D. R., & Sherman, S. J. (1994). Social inference; inductions,
deductions, and analogies. In R. S. Wyer & T. K. Srull (Eds.), Handbook
of social cognition (2nd ed., pp. 209–285) Lawrence Erlbaum.

Białek, M., & Pennycook, G. (2018). The cognitive reflection test is robust to
multiple exposures. Behavior Research Methods, 50(5), 1953–1959.
https://doi.org/10.3758/s13428-017-0963-x

Brun, Y., Lin, T., Somerville, J. E., Myers, E. M., & Ebner, N. C. (2022).
Blindspots in Python and Java APIs result in vulnerable code. ACM
Transactions on Software Engineering and Methodology, 32(3), 1–31.
https://doi.org/10.1145/3571850

Cappos, J., Zhuang, Y., Oliveira, D. S., Rosenthal, M., & Yeh, K.-C. (2014).
Vulnerabilities as blind spots in developer’s heuristic-based decision-
making processes [Conference session]. 2014 workshop on new security
paradigms workshop—NSPW ‘14, Victoria, British Columbia, Canada.
https://doi.org/10.1145/2683467.2683472

Capretz, L. F., & Ahmed, F. (2018). A call to promote soft skills in software
engineering. Psychology and Cognitive Sciences—Open Journal, 4(1),
e1–e3. https://doi.org/10.17140/PCSOJ-4-e011

Čavojová, V., & Jurkovič, M. (2017). Comparison of experienced vs. novice
teachers in cognitive reflection and rationality. Studia Psychologica, 59(2),
100–112. https://doi.org/10.21909/sp.2017.02.733

Chattopadhyay, S., Nelson, N., Au, A.,Morales, N., Sanchez, C., Pandita, R.,
& Sarma, A. (2020). A tale from the trenches: Cognitive biases and
software development [Conference session]. ACM/IEEE 42nd interna-
tional conference on software engineering, Seoul, South Korea. https://
doi.org/10.1145/3377811.3380330

Cohen, J. (1960). A coefficient of agreement for nominal scales. Educational
and Psychological Measurement, 20(1), 37–46. https://doi.org/10.1177/
001316446002000104
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Appendix

Examples of Sentences and Their Transformed PURL Score

Subject ID PURL Sentence Keywords

01 .00 I was assigned a project to handle a drinks factory day-to-day purchases, sales,
and employee records three months ago.

N/A

89 .24 The main considerations I take when aiming to identify potential risks or security
vulnerabilities when developing software are to consider the ways in which
information could be compromised.

Risks, security, compromised

126 .35 Where personal experience is not available, I would regularly visit a risk
assessment template throughout the development process and ensure that
potential risks are regularly identified during the development lifecycle.

Risk, risks

09 .58 Good decisions always make software development smooth and secure, team lead
would be a big factor, his ideas and decisions matters most

Decision, secure, decisions

143 .75 I would say that user data collected from already existing secured software will
provide additional protection from risks, such as Gmail, bank accounts, and
other similar places where there is already an existed security.

Secured, protection, risks, security

Note. PURL = proportion of uncertainty-related language; ID = identification number; N/A = not applicable.
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6.1 Statement of Continuous Thesis Summary

“Whatever stance one adopts on the contentious normative issues of whether a preference

can be ‘wrong’ and whether more reflective people make ‘better’ choices, respondents who

score differently on the CRT make different choices, and this demands some explanation.”

- Frederick, 2005

In this chapter, I report on a study exploring the security perceptions of freelance

software engineers in relation to dual processing theory. Developers are asked how they

recognise and mitigate security risks during development and complete measures of

cognitive reflection, risk aversion, and optimism bias. I identify an interaction between

cognitive reflection and optimism through mixed-effect regression modelling in the

language used around uncertainty. Optimistic outlooks combined with higher cognitive

reflection increase uncertainty, but realistic or pessimistic views accompanied by increased

reflection reduce uncertainty. Software engineers with average or pessimistic views on the

security of their code are more likely to speak intuitively about risk.

This study contributes to the thesis by providing the first evidence about the

psychological dimensions of security behaviours. The interaction between psychological

variables emphasises the complexity of secure coding behaviours yet also supports the

framework that dual processing theory is informative with respect to secure behaviours,

confirming ideas from Petre (2022) and Robins (2022). This chapter offers one answer to

the second research question, “What influence do the identified psychological dimensions

have on security behaviours within software engineering?”. Developers tend to

overemphasise their ability to code securely compared to a general developer population,

indicating they are typically biased towards security vulnerabilities. Optimism combined

with cognitive reflection found an interaction for risk awareness, suggesting that

awareness is not easily reduced into measures of cognition.

The chapter also strengthens the overarching thesis contribution by empirically testing

how cognitive traits underpin security behaviours in a software context. It introduces
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measurable psychological variables of cognitive reflection and optimism that link back to

the soft skills identified earlier in the thesis (e.g. decision-making). By doing so, this

chapter helps demonstrate that soft skills are not only socially valued (as seen in the

earlier chapters) but also behaviourally consequential in shaping how developers perceive

and respond to risk. This bridges the soft skill frameworks introduced in Chapters 4 and

5 with psychological theory, contributing to a more integrative understanding of developer

behaviour.

I explore the same rich text data in the upcoming chapter through a thematic analysis.

Initially, it was envisaged that Chapters 6 and 7 would be a combined, single empirical

chapter. However, it became apparent that the depth and richness of the analysis

required separate treatment. Combining all the different ideas would overburden the

reader and undermine the strength of the conclusions one hopes to emphasise. As well as

clarifying the different ideas, separating the analyses also offered an opportunity to

disseminate research strategically for different audiences to emphasise the

interdisciplinary nature of the work. The present chapter is published in an APA

psychology journal, whereas the upcoming chapter is under review in a software

engineering journal. Addressing two different audiences draws them to an important

interdisciplinary research space.

6.1.1 Contribution to Thesis Argument and Forward Trajectory

This chapter advances the thesis argument by being the first to empirically explore dual

processing theory as a psychological dimension of secure software development. Through

the interaction of optimism and cognitive reflection, the study demonstrates that

cognitive processing styles can meaningfully shape how developers conceptualise and talk

about risk. This supports the thesis’s broader argument that secure software engineering

is influenced not only by technical competence but also by underlying cognitive traits,

thereby reinforcing the need to understand and support software development in

context-specific, psychological terms.
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By connecting security-related behaviour to specific psychological mechanisms, this

chapter contributes directly to the thesis’s central claim: that psychological theory offers

a valid and underexplored lens through which to explain secure software practices. It

extends the thesis beyond normative discussions of skills into explanatory models that

account for how developers think, decide, and act under uncertainty. Chapter 6 marks the

beginning of an exploration of the psychological underpinning of soft skills, where soft

skills are no longer treated generically, but rather are embedded within the behavioural

realities of software engineering under uncertainty.

The next chapter builds directly on this work by analysing the same interview dataset

through the lens of social identity theory, focusing specifically on how developers discuss

responsibility, optimism, and risk. This shift provides a complementary, socially-oriented

interpretation of secure behaviour and allows the thesis to examine both individual

cognition and social identity as distinct but interacting forces in secure software

development.
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7 Can You Hear The ROAR of Software Security? How Responsibility,

Optimism and Risk shape developers’ security perceptions

Ivory, M., Sturdee, M., Towse, J., Levine, M., & Nuseibeh, B. (in review). Can you hear
the ROAR of software security? How Responsibility, Optimism And Risk shape
developers’ security perceptions. Empirical Software Engineering.
https://doi.org/10.31234/osf.io/pexvz
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1 INTRODUCTION

Developing secure software is a complex process, affected by a combination of social, cognitive, and technical
factors [70]. One method of achieving secure software is through secure coding, a programming practice that
avoids exploitable software vulnerabilities [69]. Despite efforts from software engineering communities to
provide developers with tools [53], documentation [2], and practices [89] for improving secure behaviours,
software engineers still produce insecure software [76]. Alarmingly, two-thirds of software contains at least
one OWASP top ten vulnerability [86], underlining failures even with respect to common and well-known
vulnerabilities. In this paper, we provide a complementary approach to understanding and facilitating secure
coding - through a focus on developers’ individual perceptions and beliefs. We argue that developers’ own
framing of the concepts of Responsibility, Optimism And Risk (ROaR) provides an important contribution
to the challenge of security.

Cybersecurity protocols exist for the purpose of ensuring secure computer communication, but often
the breakdown in security stems from people’s behaviours, rather than the software itself [61]. Despite the
abundance of efforts to improve security, human behaviour is still often considered the weak link in the
chain [72]. Much of previous work focuses on improving user behaviour in cybersecurity, but we turn the
spotlight towards the developers. If we acknowledge that developers are also users [73], we can more easily
accept the heterogeneity in their approach to security, which we can use to better design interventions and
tools for promoting secure behaviours.

A frequent finding in software engineering research is that functionality is prioritised over security
[40, 57, 77]. Software security is often invisible to end-users, often assuming security defaults are enough
[25]. In a similar vein, security during development is often treated as a non-functional requirement, in that
it is an implicitly assumed attribute of high-quality software [78]. It is therefore increasingly accepted that
security requires more than reliance on technical competence and must incorporate human factors of social
behaviours and decision making. Software developers are a core component in the software development
cycle, whose actions can have direct consequences.

Only once we adequately appreciate how developers view security can we begin implementing effective
interventions [68], whether psychological or technical. Security can be seen as a barrier to achieving goals, and
even if not, it is typically considered to be a low priority. By considering these behaviours in a psychological
frame, we draw out ideas that have been implicitly touched upon in previous research, but not explicitly
framed.

Our research deployed a thematic analysis on the perception and understanding of risks in the software
development cycle, as articulated by software engineer freelancers and computer science (CS) students with
an emphasis on security through a survey study. We collected data from both freelancers and students
as they represent a diversity of software engineering experience, from the early stages through to those
developing software as a career. These form important groups insofar as their views on software security are
unencumbered by company processes, groups, and structures [41]. The complementary, quantitative analysis
of the data indicated no real differences between the two groups [33] that suggests security is perceived
similarly across a broad range of experiences. Solo or freelance developers are a large percentage of the
developer community [85], and if we only explore security studies with professional, established developers,
their perceptions may be conflated or influenced by their employer’s motivations or policies, not reflecting
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the true individual differences in security. Freelancers are often employed in situations where they may be the
sole software engineer within a project, such as making changes or updates to small business websites, and
in such scenarios, the employers may be unaware of or unable to articulate security requirements properly,
leaving the developer responsible for ensuring that their software remains secure.

RQ1: How do social identities and group memberships affect the way that risk is approached by
software developers, particularly when considering software security? To address our first question,
we examined the data through psychological theories of individual and group interactions. By mapping these
theories to the security perceptions of software developers in their interaction with software development,
we sought to provide explanations for these views based in psychology. It is important to recognise that
software is not developed in isolation, and developers not only communicate with one another, but possess
rich unique social cultures that shape and form the way software is produced [43, 74]. We utilised the Social
Identity Approach (SIA) to frame ways that software developers form social groups, think about themselves
in relation to others, and how they interact with these groups.

SIA posits that to understand social behaviours and individual’s perceptions, we cannot focus on the
individual as an individual, instead it is necessary to focus on how behaviours and perceptions are tied
to social identities, that are their self-definitions of social group memberships [30]. SIA is built upon
Social Identity Theory which describes the complexities of group-based behaviours, and how individuals
ascribe membership to groups and how these impact real-world behaviours [79]. Social identities are the
self-categorisation of group memberships and can be defined by an individual’s understanding that they
belong to certain social groups through shared personal and emotional values [1].

Social groups are perceived differently by an individual depending on whether they see themselves as
a member of a group (the ingroup) or whether they do not self-identify as a member of the group (the
outgroup). People typically show more positive, altruistic behaviours to ingroup members [39, 84], and more
negative, discriminatory behaviours to outgroup members [14]. To the extent that psychological evidence
shows that developers construct and dynamically change their affiliative relationships with others, it is
important to explore how they express their roles set against “others”, as this provides opportunity to
better understand the social identities ascribed to themselves but also to others involved in the software
development process.

Social identities are not congruent with typecasts, but are fluid, self-defined group memberships to allow
individuals to associate with others who share emotionally significant norms and values [1]. The saliency of
an identity fluctuates depending on the social context an individual experiences, giving way to different
memberships. For example, one may self-perceive as a “computer scientist” in academic conferences, but
affiliate more as a “software engineer” when conducting research. Social identity reflects perceived group
affiliations within social circumstances, allowing individuals to associate or distance themselves from others,
rather than reflecting immutable stereotypes.

Individuals who see themselves as having a software developer identity will ascribe to common norms and
values considered to be associated with being a software developer. The identity of software developer does
not necessarily overlap with others in their organisation, with Backevik et al. [7] finding a clear “us versus
them” view between developers and stakeholders. They found that software developers did not identify with
stakeholders in the company and rated their ingroup members (other developers) more positively than other
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teams (with whom they shared no identities). This positive rating can reinforce the social group [71], further
promoting trust in others, creating a social feedback loop that reinforces security behaviours.

RQ2: How do cognition, cognitive heuristics and biases affect the way that risk is approached
by software developers, particularly when considering software security? To address the second
question, we applied cognitive psychology theories to developers’ security beliefs to understand how cognition
shapes security perceptions. We understand from psychological research that prior knowledge, perceptions,
and environmental feedback affect our decision-making abilities [38], and software development is full
of decision-making opportunities, such as solution implementation, optimisation or choosing appropriate
frameworks. We examine the data from the perspective of dual-processing theory [22, 34].

Heuristics are cognitive “shortcuts” people rely upon during decision making. Heuristics make use of
frameworks and cognitively simple processes to make intuitive, instinctive judgments [35]. The use of
heuristics as a decision-making style has been termed system 1 processing [34]. As heuristics rely upon
simple cognitive processes, when they fail to be effective, they become biases, which are the systematic
errors in decision-making.

To prevent biases, people need to use more conscious, deliberate decision-making processes, called system 2
processing. These processing styles cannot occur simultaneously, and the default intuitive system 1 processing
is suppressed when system 2 processing is activated. System 2 processing is computationally more demanding
of our cognitive capacity which is why it is not the automatic processing style, but it allows for abstract and
hypothetical reasoning [22], which is critical for complex tasks such as software code production.

Evidence shows heuristics and biases shape software development and vulnerability [57] and yet there are
individual differences both in propensity to use heuristics and the influence of domain contexts in which
they may manifest themselves. That is, they are not inherently and ubiquitously observed. Accordingly, we
consider evidence for two distinct types of bias, specifically optimism and risk appetite, amongst developers.

In answering these two research questions, we contribute a psychological analysis of responsibility, risk,
and optimism in secure coding behaviours through the lens of ROaR. We also provide a demonstration of
how theories of social and cognitive psychology can be integrated within software engineering, deepening
our understanding of behaviours and perceptions exhibited.

Our analysis extracted three themes forming ROaR: Responsibility, Optimism, and Risk & Uncertainty.
Responsibility is operationalised with respect to the mechanisms of refusing and accepting responsibility,
with three subthemes of diffusion, displacement, and acceptance of responsibility. The theme of Optimism
provides evidence for different manifestations of the unrealistic optimism bias. The third theme of Risk &
Uncertainty shows how risk behaviours are exhibited, including subthemes of risk appetite, risk mitigation,
direction of risk, and bad code versus bad actors. Our themes resonate with research findings and arguments,
but we are unaware of previous efforts to integrate these with psychology frameworks as attempted here.

This paper is structured as follows. In Section 2 we present the methodology. Section 3 presents the
findings from our thematic analysis. Section 4 contextualises our research alongside related work. Section 5
discusses the findings, and the paper concludes in Section 6.

2 METHODOLOGY

Ivory et al. [33] reported a quantitative analysis of software developers and their cognitive reflection and
generic optimism bias. They showed an interaction between these variables and the uncertainty expressed in
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their language. However, such a quantitative analysis of individual differences doesn’t naturally address the
attributions made about software development risk. In the present analysis, we use a qualitative approach
by examining the rich text responses, offering a complementary analysis that provides a more nuanced
understanding of how security and risk are perceived by software developers.

Our study was preregistered on the Open Science Framework (OSF), lodging details on the study design,
data collection strategies and analytic plans. The preregistration can be accessed at https://doi.org/10.
17605/OSF.IO/ZBQE4. Moreover, to promote open science, data, analysis scripts, and supplementary
materials can be found at https://doi.org/10.17605/OSF.IO/4MQKD.

2.1 Participants

Data from 145 participants were used (73 professional freelance developers and 72 CS students). Freelancers
were recruited from Upwork, a freelance developers’ website1. An advert invited participants to submit
applications to a study regarding security understanding. Freelance participants were required to be working
in software development where security in software was included and to have fluent English writing skills.
They were asked to confirm their experience with writing secure code (e.g., sanitising inputs) and to
provide details of a project they had been involved in to confirm eligibility. Freelancers were compensated at
£10/hour, reflecting their professional experience and time. Each request was reviewed, five applicants were
declined for not meeting the requirements, and one for providing identical responses to a previous applicant.

Students were collected using internal university mailing lists and the participant recruitment website
Prolific. Criteria for participation required fluent English, current studentship, and to be studying computer
science. The research offer was not advertised to those who do not meet these criteria. Six were recruited
from mailing lists and 66 from Prolific. Student participants were compensated at £8.50/hour.

When referring to both groups collectively in this paper, the term “software developer” is used. Questions
invited participants to consider what can go wrong during software development, how these may affect
themselves, what risks are worth taking during the software development process, and the approaches they
take to identify risks.

All data collection occurred in early 2021 before large language models such as Chat-GPT were publicly
available, reducing any likelihood that the data analysed were generated by non-human participants. Due to
research restrictions at the time due to social and physical distancing being required, in-person interviews
were not appropriate, resulting in the survey design used.

The ages reported by participants are shown in Table 1. Reflecting the global nature of freelance work,
the nationality and location of participants was diverse. Due to data collection issues, nationality data is
unavailable for the developer sample, which is replaced with country-level location data. Figure 1 shows an
approximation of location/nationality of participants by presenting the continent-level data. Most people do
not leave the country they were born in, with one in 30 migrating internationally [46], and so representing a
mix of both nationality and location data together approximates both data types on a continent scale.

1Similar participant pools have been previously used in research. For examples, see Hallett et al. [28] and Rauf et al. [68]
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Fig. 1. Map displaying the combined location and nationality data of participants on a continent level. This represents
an approximation of both location and nationality of each participant due to typically low immigration movement. Most
participants were from North America, Europe, or Asia.

Table 1. Reported age of participants

Age Developer Student
18 - 24 30 42
25 - 34 36 20
35 - 44 6 8
45 - 54 1 2

2.2 Data Collection

Qualtrics, an online surveying platform, was used to collected data. All participants were told the study would
take around 30 minutes to complete. All methods and materials were approved for use by the University
ethics committee prior to data collection.

2.2.1 Materials. Following sign-up, participants were presented with an information sheet detailing the study
and what was expected. Participants gave informed consent, then completed the survey. The survey consisted
of basic demographic information (age, gender), alongside software development specific demographics, such
as developer experience, team size, and programming languages known. They responded to a set of cognitive
measures not included in the present analysis but used in Ivory et al. [33]. This was followed by the four
questions listed below. Finally, participants were debriefed and provided researcher contact details. The
survey can be seen at https://doi.org/10.17605/OSF.IO/P6DY5.

The questions did not deceive participants as to the study’s intent, because if participants were not primed
for talking about security, useable data would likely be sparse. This research decision was made based
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upon the research findings of others, where an absence of priming results in little to no security behaviours
witnessed [28, 52]. Whilst this choice may have resulted in a self-selection of security-conscious participants,
this would result in more useable data than if they did not mention security at all.

1. Describe a time when you successfully developed and released/launched a software project, either in a
professional or personal capacity. This could either be a recent example, or perhaps a project you
were particularly proud/happy with. Please include information concerning the purpose of the project
and how important security was during development.

2. When considering the process of developing and launching software/web applications, what is at risk
of potentially going wrong and how could these risks affect you? You should consider the size or the
significance of the potential factors that may go wrong and how this may affect you (e.g., risk of
functional failure, financial losses, damage to reputation etc.)

3. If you were to consider software development as a series of ‘gambles’ (decisions that confer possible
risk), what gambles would be considered worthwhile or worth a risk during the process of developing
software? Why? These gambles may be considered from both an individual perspective and as a
team. Both decisions that you take individually, or decisions that are enforced by policy, should be
considered.

4. What approaches or considerations, do you, or your team, take when aiming to identify potential risks
or security vulnerabilities when developing software? What is the reasoning behind these decisions?
You should consider the decisions and thought processes behind selecting certain tools (such as static
analysis tools), as well as identifying specific tools.

2.3 Analysis

A thematic analysis identified core themes surrounding how software development was perceived by developers.
We followed the analysis steps proposed by Braun and Clarke [13] of familiarisation, code generation, theme
generation, theme review, and theme naming; the first author was responsible for familiarisation, code
generation and initial theme generation, all authors were involved in discussions around refining and reviewing
themes until agreement was achieved. Data familiarisation was carried out by reading through all participant
responses grouped by individual, then grouped by question to develop familiarity with the relationships
within and between participants. During this stage, initial codes (sections of text containing potential themes
or topics) were noted to focus further readings. The data were revisited and coded with labels highlighting
meaningful content. This process was iterated until further readings provided no additions to existing codes
or the creation of new codes, and all content had been inspected for content relevant to each code. Initial
themes were generated, and codes were merged, renamed, or separated where necessary to align with the
themes. Themes were reviewed, defined, and named, and subthemes were grouped together under umbrella
themes. Finally, the themes and subthemes were reviewed once more for coherency, independence, and
distinctiveness to ensure multiple themes did not cover the same content and ideas. Following this, theories
from psychology that explained the themes appropriately were identified.

Data were coded using Taguette, an open-source qualitative analysis tool [67]. The codebook is available
in Appendix A with primary and auxiliary themes and codes.
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3 RESULTS

Thematic analysis was applied to the data, which led to the identification of three key concepts, specifically
Responsibility, Optimism, and Risk & Uncertainty. These themes were chosen as they captured and represented
the data effectively, and in doing so addressed the research questions. The order of the acronym ROaR does
not indicate a priority but serves as a memorable label for these themes.

Responsibility highlights how the ownership of consequences is viewed in software development and how
individuals either refuse or accept this ownership. Three subthemes are included: diffusion of responsibility,
displacement of responsibility, and acceptance of responsibility. Optimism captures instances of predispositions
towards positive views, or overly optimistic perceptions of software in both security and functionality
contexts. As such it highlights examples of the unrealistic optimism bias and how these persist within
software development. Risk & Uncertainty looks at how the existence of unknown consequences is managed
and how related behaviours are expressed. Subthemes include risk appetite, risk mitigation, direction of risk,
and bad code versus bad actors.

To aid reader comprehension spelling errors are corrected or context is provided using square parentheses.
Freelancer quotes are denoted with an F, and students with an S.

3.1 Responsibility

This theme highlights three psychological representations of responsibility: diffusion, displacement, and
acceptance. Diffusion of responsibility refers to the psychological phenomenon where increases in group size
reduces the personal responsibility felt by an individual by increasing feelings of anonymity and reducing
accountability. Displacement of responsibility is where an individual minimises their responsibility by
transferring it to another who they consider having greater seniority or authority to themselves. Acceptance
of responsibility demonstrates instances where individuals assume responsibility for actions and consequences,
typically through emotional, moral, or social motivations.

We define responsibility as the assumed ownership of one’s actions and associated consequences. Causal
responsibility is the direct relationship between an actor and their actions but does not account for emotional
or moral motivations. Moral responsibility is grounded in philosophical research and speaks to a willingness
to operate in a morally acceptable manner through reducing potential harm and maximising good [23].
Subsequently, responsibility refers to the moral or ethical responsibilities of developers as opposed to
their causal responsibility. Responsibility can be either accepted or refused, and two manners of refusing
responsibility are described below.

Personal responsibility can be diffused or displaced resulting in reduced accountability, which has been
linked to increases in making risky decisions for others [58]. Similarly, lower levels of responsibility often
result in people reporting less control over a task or situation [6], decreasing the likelihood someone will
act, and potentially rely more on others to take control and responsibility [45]. Decreased responsibility
minimises a person’s perceived role in any harmful consequences of poor or insecure code. If an individual
refuses to acknowledge their contribution to a negative outcome, any harm can be attributed to others
instead, exonerating themselves [50].

3.1.1 Diffusion of Responsibility. Diffusion of responsibility is defined as a socio-psychological event where an
individual experiences reduced responsibility for an action (or absence of action) when they believe others
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to be present or involved [32]. In a group context, diffusion of responsibility reduces the teams’ ability to
achieve goals when individuals experience decreased responsibility towards their contributions.

Diffusion can be a result of an organisation’s workflow, with assumptions that others in the team will spot
issues and correct these. These assumptions are likely combined with a diminished sense of responsibility
over ensuring their code is as good as possible. It is acknowledged that in many organisations it is standard
procedure to have code reviewed by others, but code review is reliant on the reviewers being able to
comprehend the code and identify weak areas. With diffused responsibility, security and testing teams
experience a higher workload than if everyone took responsibility for their own contribution. Participant S88
highlights their personal expectations and refers to those responsible as other teams, with their language
indicating distance between themselves and the others assumed to also consider security. From this, S88
could see reviews as not part of their role or identity, and so pushes this task away from themselves, without
clear identification of who should take responsibility.

“I would expect the program to be mulled over by many other Junior/Senior Designer and Admin teams” -
S88

Trust can also be invoked through social identity. S112 refers to trusting teammates instead of using a less
personal term (such as others). A shared identity, such as working on the same team, leads to increased levels
of trust in group members [8]. This increased trust could have an unintended consequence of promoting
reliance and subsequent diffusion of responsibility. A reliance on others only works when all group members
share in the same values as others, but if a member feels less connected to the group, they can deviate from
group expectations on security [70], which could result in diffusion compromising the software.

“Trusting your teammates to have followed the procedure for writing the code correctly and to trust them
to verify the functionality of their code” – S112

Tools and third-party software can also be seen as a catalyst for diffusion of responsibility. These objects
represent the work and efforts of other developers, and consequently an extension to an individual’s social
team involved in their software development. This reliance on other people’s code can be linked to the belief
that published tools are secure by design [60], which is not always the case. By virtue of tools being available,
developers may infer this to mean that they must have been carefully tested and reviewed.

“When using official and up to date tools and frameworks majority of known security risks are already
mitigated” – F08

F08 utilised technology as a diffusion mechanism. Often diffusion occurs between individuals rather than
an individual and object, but software produced by official well-known organisations could be viewed as
output from ingroup members. This deferment may be built upon a belief the individual shares social ties
with developers working within other organisations, emphasising the trust given to ingroup members [8].
Similar styles of social identities are seen in the open-source software domain, with shared social identity
driving engagement in a project with others, despite never having met them [31].

If diffusion of responsibility is a danger to secure code production, then how might it be reduced? One
suggestion is to deanonymize or hold individuals clearly accountable [58, 59]. Developers may find themselves
accountable to either the ingroup or the outgroup, which can affect the behaviours exhibited in these
intergroup and intragroup relations. In our findings, sometimes respondents described the concern of being
visible (and thus potentially accountable) to the outgroup. On other occasions, their accountability was to
the ingroup.
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“I took serious measures on security before I even started the development and had to look for quicker ways
to implement the system, but with advanced security to avoid client looking for me after product delivery.” –
F01

“There were some APIs that are not hidden away in a VPC because I didn’t have the time to configure
them. Being the only guy on the team to handle all this I was always concerned that I might have missed
something and that it would come back to bite me.” – S77

For F01 and S77, we can see the way they orientate to intergroup or intragroup concerns. F01 presents
a clear view of the clients as an outgroup, which shapes their responsibility for their work. The client
outgroup can identify the individual as being responsible, increasing an individual’s accountability, which
the individual may seek to reduce. Conversely, S77 identifies a concern for their relationship to the in-group.
They feel they are the only one responsible for the software and might end up letting the team down. Both
quotes present a reduction of diffusion through increased accountability and reduced anonymity. However,
for one, the inter-group relations are key, while for the other the intra-group relations are the motivator. F01
appears keen to avoid further interaction with the outgroup and so highlights their use of “advanced security”
to avoid this. This could be interpreted as including higher levels of security than may be necessary, to
avoid future interactions with clients. S77 acknowledges that they are the only one capable of completing a
certain task, and with this comes a heightened sense of accountability. This outgroup identity (in the sense
that others on the team are not handling the software development) forces S77 to be acutely aware of the
software security. Both quotes represent different ways in how the social groups can shape the way that
responsibility is felt by the individual.

3.1.2 Displacement of Responsibility. Displacement of responsibility is a form of refusal to accept responsibility
for personal actions, when they are operating within a delegate role carrying out decisions made by authority
figures [10]. The stronger the perceived legitimacy of an authority figure, the weaker the self-responsibility
for an individual’s actions. Displacement stems from social cognitive theory and moral disengagement,
where individuals choose not to exercise self-regulatory mechanisms when faced with enacting irresponsible
decisions [9, 90].

Responsibility can be displaced upwards through hierarchies, especially to senior executives, managers,
and team leads. Diffusion occurs throughout a group, whereas displacement occurs where responsibility can
be “passed up the chain” onto management or team leaders, institutional policies, or even stakeholders and
clients. By displacing responsibility towards the organisation [44], developers are provided an opportunity to
see their task as simply the implementation of someone else’s intentions (typically management), removing
personal connections, allowing developers to ignore implications of the project outcomes [7].

The way individuals refer to their actions provides insights into their identity perception. F08’s language
emphasises their exclusion from the group, referring to “my goal”, “my concerns” and displacing responsibility
“away from me”. They explicitly refer to an active aim to distance themselves from responsibility through
the reporting mechanisms commonly seen in hierarchical organisations, placing social distance between
themselves and others involved. Many freelancers may have little influence over the project beyond their
contractual obligation, and so reporting issues is the extent of their ability, but the language used by F08
signals a clear distance and absence of any personal responsibility for any issues.
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“My goal is to assess the potential risks, fix them, or at least report the risk and my concerns. This way I
remove responsibility away from me.” – F08

Management or leadership roles provide obvious opportunities for displacing responsibility, particularly
when considering the implementation of software features and security. Displacement of responsibility to
those in management roles is evidenced by F25 who perceives little connection between their work and
any potential risk because a senior figure is seen as responsible for identifying issues in their code. In the
example of F09, they directly reference the team leader as being responsible for decision making during
software development. The references to an outgroup with authority, such as team leads or senior developers,
indicates a clear displacement pathway.

“Damage to reputation financial losses were never in my mind while developing any feature maybe as that
is not directly linked to me and someone senior to me is always there to review those aspects.” – F25

“Good decisions always make software development smooth and secure. Team lead would be a big factor,
his ideas and decisions [matter] most.” – F09

Institutional documentation, such as policies or workflows, can also be used as a method of displacement.
These are often formal documents designed to encourage consistency and standardisation. These can be
perceived as an extension of management, as often they are approved by those in positions to determine
team-wide or company-wide policies. As such, they present a clear displacement opportunity, representing
a proxy for management. Like the diffusion seen using objects and technology, policies can be considered
delegates of authority figures.

“While developing software all the standard set of procedures related to security are followed as per
mentioned by our company policies” – F45

“In general it is better to stick to best practises defined by internal company policy or at least settled in
the developer community” – F61

Other avenues for displacement responsibility are through clients or stakeholders. When developers are
hired for their skills to implement the technical aspects of software and nothing more, developers can feel
absolved of any need to query decisions made by others and focus purely on implementation [26]. In the
example provided by F69, they mention that their employer does not require security, but more importantly,
they do not mention including security in their work regardless. This implies that they may be displacing
responsibility to their employer by creating functional, yet insecure software. This displacement is further
evidenced by a clear divide of responsibility in the language used, as they repeatedly refer to themselves as
“I” and their employee as “they”. They even identify the responsibility structure in the words, “I was their
mobile developer”. F69 presents a strong ingroup and outgroup within their response, with their employee
as an outgroup and themselves as the mobile developer.

“I have worked with a company in USA and they were developing a social media platform for events
projects etc and I was their mobile developer. . . They did not force me to obey any security rules and
guidelines and the only thing they wanted was fully working application” – F69

Displacement of responsibility requires a salient authority figure to be identified as responsible. Where
diffusion of responsibility allows for responsibility to be unassumed, displacement occurs when developers
transfer the responsibility for their personal actions towards a senior figure, such as management, policies, or
clients. Displacement of responsibility can occur for both functional and security related aspects of software.
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3.1.3 Acceptance of Responsibility. Acceptance of responsibility can result from various factors, with the
shared outcome that individuals assume more responsibility for their own actions and consequences. Accep-
tance of responsibility is often linked with increased moral, emotional or social valence.

When it comes to accepting responsibility, one of the strongest motivators is possessing a moral or
emotional connection to their actions, which can be self-imposed or imposed through social connections
with others, such as users. Self-imposed connections stems from a desire to reduce personal consequences
and avoiding negative emotions. F15 presents a social identity of app developer with a value of “protecting
users from harm”. Their use of personal language indicates that they see this value as being part of the role
of app developer.

“As app developers we are sometimes responsible for some intimate parts of human life of the users. So by
not protecting the app properly we may easily ruin someone’s life and that’s a huge burden to carry.” - F15

Others accept responsibility through social motives, such as user engagement or empathy for users. F69
mentions that users trust developers to keep their information secure and this can be seen as the motivator,
contributing to accepting responsibility. They use language such as “our” and “us”, indicating their identity
claim as a software developer. Associated with this identity are norms and values, one of which is providing
quality, secure software. To identify as a software developer, an individual is required to meet these norms,
which motivates an individual’s desire to protect users.

“Our responsibility as a software developer is protecting the user data from stealing and prevent these
vulnerabilities and fix them and patch them. . . the things that users trust us. And we should protect their
data from [being stolen] because they are important for them.” - F69

Others demonstrate a moral connection with their work, without mention of personal consequences,
focusing more on the potential damage to others. This may be motivated by developers being empathetic to
the user base and implicitly understanding the expectations of users, as indicated by F23.

“The security of a website is [important] that’s why we [usually] care about user data first [because] no
one want to have his data published or used for any reason without his [permission].” – F23

In contrast to instances of diffusion when using third party tools, some individuals refused opportunities
for diffusion by being cautious of using code or software that they were not involved in. Whilst not strictly
an acceptance of responsibility, it is a refusal of diminishing personal responsibility, increasing personal
responsibility. F17 demonstrates this caution by mentioning the need to be certified secure, rather than
simply selecting tools for their functionality.

“Development team need to use only those third-party tools which are security certified and have no
potential security glitch. Both security analysis tools and third-party libraries must be security flaws proof.
Reason for this process is to mitigate all the potential risks beforehand.” – F17

Acceptance of responsibility was linked with security conscientiousness and an emotional connection to
the consequences. Developers felt that users trusted or relied upon them to produce secure, effective software
which in turn cultivates a feeling of responsibility. A common theme seen in the examples of acceptance of
responsibility is the personal language used, such as “we” or “our responsibility”, evidencing their identity
claim is strongly linked with responsible development.
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3.2 Optimism

The theme of optimism highlights potential software development-related examples of unrealistic optimism
bias [88]. The unrealistic optimism bias is where individuals see themselves to be less likely to experience
negative events than others, and more likely to experience positive events. This has been shown across a
wide range of scenarios including failure to properly calculate the time required to complete a task, known
as the planning fallacy [16], and genuine optimistic belief that personal outcomes are more favourable than
someone else in the same circumstance.

We use unrealistic optimism as just one example of how cognition can affect our perceptions, certainly
around security. Acknowledging that software security is not supported by specific cognitive processes or
heuristics [33], it is an activity that will more easily succumb to biases. Potential instances of unrealistic
optimism are more easily identifiable in discussions over behaviours, but the presence of one bias suggests
an increased likelihood of others influencing an individual’s behaviour.

“We need to write code in such way that no hacker can expose those” - F4
If developers refuse to accept responsibility for their code, then testing behaviours are likely reduced and

security issues missed. Unrealistic optimism in software development can be risky, as it allows developers to
have an increasingly relaxed view about security. Not only can this prove to be problematic for stakeholders
and clients who may be expecting secure, robust software, but also for the developer, who may find that
opportunities for work slowly dry up if they become associated with poor software.

Others refuse the possibility they may be victims, such as F29, by ignoring malicious actors such as
those who may target software recreationally [18]. They acknowledge their own, and others, lack of security
knowledge and the accompanying belief that being a target is very unlikely. Others are optimistic that
securing their software according to the threats they are already aware of (and comfortable dealing with) is
sufficient. If this reduces their security awareness/training incentives, future software may be secured to an
outdated standard.

“most of us don’t know much about security and they may ignore it apart some basic [development] rules
to respect because we don’t believe we could someday become a [victim] of hacking.” - F29

Developers expressing an optimism bias often spoke about security and risk in absolutes and dismissed
uncertainty or insecure code as issues of other developers, but not for themselves. Or they expressed
confidence in their processes that meant they restricted their views on security in the development cycle.
This may be associated with a security blindness, in that optimism prevents developers from reflecting upon
their development choices.

3.3 Risk & Uncertainty

The theme of Risk & Uncertainty explores risk-related behaviours within software development. This includes
subthemes of risk appetite, risk mitigation, direction of risk, and bad code versus bad actors. Risk appetite
is defined as the willingness to engage in risk-taking behaviour, acknowledging the risk and uncertainty of
consequences. Larger risk appetites imply greater acceptance of risk. Risk mitigation covers behaviours that
are directly aimed at reducing risk and uncertainty. Risk direction focuses on whom the risk affects, whether
it is directed towards the developer, or externally towards users and stakeholders. Bad code versus bad
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actors explores how security issues are framed in terms of insecure code being at fault or intentional bad
actors being the problem.

3.3.1 Appetite. Appetite for risk exists for both security and functionality. Risk appetite can be characterised
by conscious decisions resulting in increased risk. These decisions may be active or passive, in that active
decisions are those which intentionally reduce efforts in specific areas, and passive decisions are those that
increase risk through focusing efforts in areas that cause reduction of attention elsewhere. Choosing to focus
on optimisation or choosing to reduce security testing may result in the same insecure code, but for different
reasons. Understanding risk appetite provides context for which risks are considered acceptable, and we can
use this to focus on reducing dangerous risk appetites where they are unnecessary.

F16 demonstrates a passive risk appetite, with security being reduced in favour of functionality. They
acknowledge this potential risk, but believe they produce secure enough code naturally, and so the value of
increased security-related behaviours does not seem appropriate.

“We don’t take any special processes to identify risks or security vulnerabilities. I’m not sure what the
exact reasoning behind these decisions are but I think we are more focused on developing and maintaining
the software. Furthermore, I feel like our processes are already pretty secure.” - F16

F47 also demonstrates a passive risk appetite, by delaying the inclusion of security measures. This risk
appetite is hinged upon the expectation that developing security later does not disrupt software functionality.
In excessively prioritising functionality, securing the code may never be fully achieved, resulting in skipping
over aspects of security, or becoming more reliant on external sources to identify security issues [4].

“I would also build something first quickly before [securing] it. I wouldn’t leave it to the last moment but
there [definitely] has to be a [proof of concept] of the product before you start thinking of [securing] it.” - F47

Active risk appetite is characterised by choosing to increase risk, which can be through or through using
new ideas for improving software at the risk of increased errors such as that mentioned by S145. Active risk
appetites were commonly associated with increasing functionality within given time constraints.

“Something that could dramatically improve the speed of a process but could also introduce quite a few
new bugs I would say that is a risk worth taking.” – S145

Through time constraints, software developers need to decide what to prioritise. This decision-making
process must consider the risks associated with choices that consume time available for the project. This can
be linked to the planning fallacy, which is the underestimation of the required time to complete a task [16].

“For less security critical software it may be justified to reduce the level of scrutiny the software is placed
under if time or cost pressure is an issue” – S118

Technical debt is the sacrifice of software maintainability in favour of producing a minimum viable product
[83]. S107 presents an example of technical debt being chosen through the decision-making process, and
choosing to accept a risk appetite that affects themselves or others who may need to refactor software later.
This highlights a trade-off between having software produced fast, or having software produced well with
expectations of longevity. Technical debt arises from a series of decisions which have been linked to biases
such as anchoring, optimism and confirmation bias [12].

“Whenever we are developing software we have to make quick and difficult decisions. We don’t have
the time or budget to build a perfect system so we do have to weigh up which aspects are most important.
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Maintainability is something we often tradeoff, we gamble the future of our software in rushing to get it out
as quickly as possible.” - S107

3.3.2 Mitigation. Risk mitigation refers to actions taken to reduce or minimise uncertainty and risk.
Risk mitigation was most referenced alongside planning and testing, and heavily linked to security. By
demonstrating awareness for potential risks, and actively planning for these, developers take on responsibility.

The initial planning stages allows developers to exert conscious, deliberate judgements over decisions,
reducing potential biases. Previous work highlights that by asking developers to create design specifications
prior to writing secure code, this can prompt people into thinking more about security, acting as a priming
effect [28]. Without a conscious awareness of potential security issues, this results in a restricted view on
risk, which can result in blindspots [15, 56], where the developer is unable to see or understand where risks
are present. By including risk management documents in planning stages, it can prompt developers to make
more reflective judgements.

“Before starting our project, we will list and filter out problems and vulnerability issues that are concerned
with our system or software with their cost also then we will study how we can approach these problems” -
F66

Software testing provides opportunities to evaluate software, and to identify issues. It offers a chance to
ensure software meets requirements prior to launch or pushes to production. Testing is a reactive process,
dealing with code and software in its present form, which is different to the proactive planning stage. During
the testing process, risk mitigation strategies may be at risk of being affected by confirmation bias, the
tendency to seek evidence to confirm a prior belief, rather than to disprove [87]. This reactive view during
testing could be a cause of confirmation bias where the testing involved only focuses on confirming beliefs of
how the software should work, as opposed to attempting to break and actively find faults.

“I perform tests for the applications that I make, I always try to handle all the security issues that I have
come to be accustomed with before going forward with the application deployment.” - F27

Risk mitigation can also be approached using third parties or products, such as security consultants,
vulnerability detection tools or online information sources, such as the OWASP project. These can be seen
as expert sources, which are trusted to provide information not easily available to the developer. Using
these resources can demonstrate a developer’s awareness of their own ignorance, and in doing so requires
developers to trust in both the source’s competence and benevolence [19]. Interactions with those who
prioritise security, increases the likelihood of adopting security tools and behaviours [92].

“We consider tools to identify security issues that are recommended in a large number of online articles
and also having low cost.” - F25

Risk mitigation strategies are diverse and cover the entire spectrum of software development, from initial
planning to later-stage testing. These strategies require developers to be aware of risks and to be motivated
to reduce these risks. If the risk is completely unknown, then it cannot be addressed, and if motivation is
not present, developers are not going to be willing to expend extra effort in mitigating risks.

3.3.3 Direction of Risk. Risk direction refers to where consequences of a risk are directed, towards oneself
or others. Understanding risk direction provides knowledge on why certain risks are considered acceptable.
Research indicates that decisions made involving others can often be riskier than decisions involving the
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self, and that the circumstances of the decision are critical to understanding when self-other decisions vary,
specifically in the perceived social identity of others, and in framing the decision as either a gain or loss [64].

Risks affecting the self are a significant concern having potential real-world implications. Developers are
likely to try and reduce self-risk, as these are experienced on an emotional level. Losses are characteristically
avoided during decision making, and people exert reasonable effort into minimising losses [36]. Experiencing
failures or having to abandon projects due to self-directed risks could challenge a developer’s perception of
their competence, and so developers would seek to reduce self-directed risk [21].

“If any of my software get hacked or damage it will [affect] me financially as well as damage my reputation”
- F13

“If data is stolen you risk being sued for damages by individuals and corporations potentially. Your
reputation as a company would be decimated also and it could easily bankrupt the company.” – S107

Risk to others was typically presented without any personal emotional connection. Developers are aware
of the potential risks but keep an emotional distance. This can be evidenced through the lack of personal
language when talking about these risks. This contrasts to the self-directed risk examples (F13 and S107)
who use language such as “my software”, “my reputation”, “you risk”, “your reputation”, indicating a
stronger emotional and social tie to the consequences of risks. When talking about risk to others, the
decreased personal language implies reduced social connectivity, and whilst they acknowledge the risk and
its impact on others, beyond this they do not consider this as a risk to themselves personally. In doing so,
this can reduce a developer’s sense of responsibility for risk over others which can lead to potentially harmful
code [7]. For F52 and F56, they express no personal language that links their actions to the consequences of
insecure code.

“having the access of admin panel could hamper the reputation cause the client was school children. And
the students will be exposed to harmful contents” - F52

“there are several risks such as any development flaws by the developer or any bug where the hackers can
enter into the system etc. These factors can affect the users directly” - F56

3.3.4 Bad Code versus Bad Actors. This subtheme examines two main perspectives taken when considering
security in software: bad code and bad actors. Bad code refers to security vulnerabilities that are caused by
insecure or poor code, without specific reference to malicious intent. Bad actor refers to security issues that
are the direct result of somebody trying to gain unauthorised access, or to deliberately damage software.
Both present different views, with bad code being a direct result of developers’ own actions and bad actors
being a result of external forces.

“Many beginner developers are not very focused on security and they just want to finish the project because
of this misunderstanding there can be many issues like cross site scripting, DDoS attacks, and so many this
type of vulnerabilities will lead them to big failures” - F66

Bad code was associated with risk appetite, particularly in increasing the likelihood of bad code resulting
from speeding up the development process, or simply prioritising deadlines rather than ensuring code was
secure. Bad code can be associated with inexperience and misunderstanding the importance of security,
mentioned by F66, or it can be associated with irresponsibility and a lack of care, as presented by F61.

“Irresponsibility of workers can lead to the presence of misconfiguration vulnerabilities and bug” - F61
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When referencing bad actors in a security context, a common idea was viewing software from the
perspective of a bad actor to see where vulnerabilities were. F48’s comment on edge cases fits in line with
the definition of security blindspots by Oliveira et al. [57], of vulnerabilities being edge cases that are not
seen through our normal use of heuristics and decision making.

“There are some edge cases which neither developer nor tester sometimes able to find it, so such things
can severely affect the whole functionality of. . . software and someone may use that with bad intentions.” -
F48

The other common connection with bad actors was self-risk, more so than risk to others despite it often
being users’ data that is at risk. The risk of having software that is successfully attacked by bad actors was
associated with consequences that affected the developer themselves, more so than affecting the stakeholders.

“Any time you have authentication and store an email address or personal information there is a risk that
the information could be accessed by unauthorized parties. This can lead to liability and a loss of customers.
Depending on the type of personal data that is accessed there could be lawsuits causing significant legal bills.”
- S143

Mentions of bad actors and bad code were associated with different ideas. Bad code was linked with risk
appetite and a willingness to develop less than ideal code in circumstances where they saw a gain in the
development cycle, or simply through sacrificing quality under time pressures. Bad actors were presented
as a constant uncertainty in the development process. These present two different views on what causes
vulnerabilities in software, with bad code being the responsibility of the developer, whereas bad actors are
seen as a persistent threat that one simply must accept as a risk in software development. In viewing bad
actors in this way, developers can feel less responsible for vulnerabilities that are actively abused by others
due to the ability to distribute blame wider than themselves [26].

4 RELATED WORK

Our work is positioned in the intersection of software engineering and psychology, building upon the
foundations, and contributing to our understanding of the psychology of those involved in creating software,
rather than consumers. Within software engineering, there is a large body of work exploring software security
as well as the behaviours exhibited by the engineers. Some of the research explicitly draws upon psychological
theories, such as cognitive load or social identity, whereas some implicitly use these theories to draw attention
to behaviours and perceptions observed. In the present work, we use data collected on the perceptions of
software security and use this to exemplify how cognitive and social theories can be used within software
engineering.

In this section, we explore the research that both implicitly and explicitly use psychology, highlighting that
it is more pervasive than perhaps initially thought. We present the works grouped by their social or cognitive
nature, highlighting that even without mentioning specific theories, research into software development and
security is abound with psychology.

4.1 Cognition in Software Engineering

Software developers have been found to write code intuitively and impulsively [66], indicating that the
decision-making processes engaged during code creation are not necessarily reflective and conscious, but
rather based upon heuristics or unconscious choices. This reflects ideas from dual-processing theory [22],
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where the default system 1 uses heuristics and instinctive mechanisms for decision-making. Decision making
does not only concern conscious, deliberate decisions but also the unconscious decisions that seemingly just
happen.

System 1 processing is dominated with heuristics, but these can easily become biases when they are
ill-suited for the context. Biases result in systematic errors that provide less than ideal results. Biases have
been seen across the software development process from design [80] to testing [91], with common biases
including confirmation bias, anchoring, and overconfidence or optimism bias [47, 65]. The presence of these
biases across software development highlights that when developers are coding intuitively, they are prone to
make these mistakes.

A programme of work has explored the idea of how heuristic-based thinking can affect a developer’s
ability to detect software vulnerabilities, [17]. They hypothesised that without engaging in security-aware,
deliberate thinking, vulnerabilities will often be missed during code reviews. This was explored in both Java
[56] and Python [15] with findings that neither programming experience nor expertise modulate the ability
to detect software vulnerabilities.

Other works support the idea of cognition playing a role in secure coding practices and can be interpreted
using dual processing theory. Research into prompting or priming participants for security increases their
secure coding practices, both through explicitly requesting security [51], as well as implicitly by boosting
the planning stages to encourage enhanced security awareness [28]. The priming process can act as a cue to
engage in more deliberate, reflective thinking styles which can increase security awareness. The necessary
cues for engaging system 2 processing for specific tasks can also be altered and made more sensitive, with
experiences of security issues in software increasing the awareness over future potential vulnerabilities,
leading developers to take increase care towards security [5].

Further supporting the idea of dual processing theory in software development is that security behaviours
are associated with an increased need for cognition and rational thinking, as well as decreased avoidant,
procrastinatory behaviour [20, 27]. These psychological measures are linked to more conscious, reflective
styles of thinking aligned with system 2 processing. An interaction between measures of the two systems,
cognitive reflection and optimism was seen for increased awareness over risk in secure development [33].

Cognitive load, the amount of information capable of being held in one’s working memory, should
be accounted for when handling complex software [94] and tools should consider reducing unnecessary
information or data that does not align with general human cognition. Others have considered using cognitive
load theory to address the creation of source code directly [82] through minimising the complexity of functions
and decisions made during code creation.

These studies highlight the importance of cognition during the development process, with some referencing
psychological theories and some not. In both situations, the presence of psychology is obvious, with many
of the findings taken together pointing to the applicability of lesser-used theories, such as dual processing
theory of decision making [22]. The works mentioned here contextualise the current research as we provide
examples of how common themes seen in the development process can be interpreted using theories from
psychology.
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4.2 Social Psychology in Software Engineering

Developers who possess a strong social connection with members of their group have been seen to produce
more secure code [70], with strong social and institutional structures creating heightened accountability,
which results in stronger group membership. Shared values amongst group members also means that each
individual trusts that their teammates will value security as strongly as they do [40].

In organisations where security is the priority, such as cryptographic software, it has been found that
strong security cultures permeated the organisations with a shared consensus of the importance of security
[29], speaking to the idea of social identities altering developers’ values without explicating stating this
in psychological terms. In non-security specific workplaces, it has been shown that an absence of security
culture reduces the efficacy of security awareness [62].

Software developers often use online forums, such as StackOverflow for information gathering, and they
also form communities with relationships being developed through the conversations had on these forums
[42]. These communities are built around positive social interactions, which boosts the perception of a shared
social identity within the community [49].

Backevik et al. [7] explored social identities within agile project teams, finding that successful teams were
built upon a strong team identity, with individuals rating each other positively and seeing each other as
developers. They found those outside of the development team were not considered to belong to shared
social groups, representing a strong ingroup-outgroup dynamic within these projects. Assal and Chiasson
[5] found in security-positive teams of engineers, they saw security as a shared responsibility, reflecting the
shared value of security within their shared social identity.

When exploring the security decisions made by managers or those with responsibility in software projects,
Shreeve et al. [75] found that even with minimal cybersecurity expertise, senior management figures can make
appropriate decisions using logic and risk planning strategies. One of the strategies used was communication,
and engaging in interactions can be beneficial in exploring multiple options. This has been seen elsewhere,
where increased communication prompted engaging with different perspectives providing a more holistic
awareness of security [48].

The social structures of a company have been seen to impact upon how developers make decisions, with
individuals seeking advice from people perceived to be their peers rather than security experts, over fears of
time-wasting [55]. This could become problematic when peers provide incorrect information. Risks may end
up being downplayed or disregarded by those without the required knowledge.

5 DISCUSSION

In our analysis, three key emergent themes were identified in how software developers discussed their
development of secure software. We present these as a trio of equal-weighted aspects of security perceptions,
ROaR: Responsibility, Optimism, and Risk. We highlight three subthemes of responsibility: where devel-
opers diffuse responsibility between teams or technology; displace responsibility towards senior employees;
and acceptance of responsibility. The theme of optimism highlighted several instances where individuals
demonstrated potentially overly optimistic views about the development process, particularly in terms of
security. Finally, risks and uncertainty in the development process were framed in terms of appetite and the
risks that individuals deem acceptable, how they mitigated issues, and the direction of which risks faced.

Manuscript submitted to ACM

173



20 Ivory et al.

Our research and the findings provide examples of how general theories such as the social identity approach
can be mapped and deployed in software engineering domains with a focused and practical manner. The
theories we use are not the only theories appropriate for interpreting the data but represent how they can
be applied. Previous work has suggested the psychology literature is vast but affords little applicability to
software engineering [94], however we provide evidence to show that within the language used by developers,
instances of responsibility, optimism and risk can be identified, and interpreted using general theories from
psychology.

5.1 Responsibility

Responsible software development is critical because the use of software can have tangible consequences for
society [54]. While some developers may perceive software development solely as a problem-solving exercise,
allowing them to reduce personal responsibility for the ethical impacts of software [26], the reality is that
software can have a profound impact on the people who use it or are affected by its (mis)behaviour.

Through the analysis of the data, we identified three theories of responsibility that can be applied to
the language used by software developers around security. We demonstrated that examples of diffusion,
displacement, and acceptance can be seen within the language used. The examples can also be linked to the
more general theory of social identity, with acceptance of responsibility typically being linked to an increase
in shared identities between individuals.

Diffusion of responsibility was exemplified through expectations of others reviewing code, using personal
language (“us” and “teammates”, not “them”) indicating increased trust, and diffusion through trusting
in tools and technology created by others. Where diffusion was seen through expectations, self-perceived
responsibility is typically reduced as groups or teams grow larger. Solo freelancers cannot assume others will
handle responsibility for the simple fact that no one else is involved in the project. In these situations, we
highlighted examples of where developers diffused using the third-party tools and technology.

Others trust in their peers to follow procedures and to test their work as well. This can break down
through diffusion and social loafing if everyone believes that they do not need to fully test their code as
it will be picked up by their peers, whom they trust to operate to high standards. Depending on group
factors, such as size or dispersion, diffusion behaviours can be increased as teams get larger or less connected
(geographically or through communication), and individual’s feeling like their actions contribute little to the
team goal [3].

We suggest that it may be possible that developers use tools developed by other software engineers and
make assumptions they have been tested for functionality and security. Whilst the sample consisted of
freelancers, not all were solely independent workers, indicated by some referencing working in groups or in
larger projects. Security has been described as event-driven [40], with a reliance on psychologically external
cues to initiate security behaviours, such as static analysis tools or stakeholder requirements. As a result,
developers were found to lack ownership over security which can be interpreted as a rejection of responsibility
via diffusion or displacement. Lopez et al. [40] found developers often rely upon security defaults within the
tools used which reflects the diffusion via technology presented in the current research.

Social identity and the notion of shared identities can also play a role in diffusion, where a mistaken
assumption from an individual that another shares an identity that values security results in an expectation
that security will be assessed in the group. When the shared value is not present, it is easier for developers
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to focus on their own values (such as fast project completion) than to consider others. Xie et al. [93] also
identified developers’ perceptions of others being responsible for security, referring to this as a misplaced
sense of trust.

In displacing responsibility, developers mentioned senior employees or managers, using institutional policies
or documents, or towards clients and stakeholders. It is important to note that we are not suggesting that
these are inappropriate avenues to entrust responsibility, but instead we offer examples of where displacement
may occur, resulting in weakened software. When referring to management or senior employees, the personal
language used indicated a difference in social identities, with a distinction between the personal and the
other (“they” and “them”). The absence of a shared identity affords the developer an easier way to refuse a
responsibility for security.

With institutional policy, there are circumstances where this is best practice or gold standard, but there
are also instances where this is not the case. One respondent (F69) found their employer had very loose
requirements over security, to which they made no mention of ensuring security themselves. As Poller et al.
[63] found, developers prioritised aligning their behaviours with management’s policies over enacting personal
values of security, highlighting instances of displacing responsibility.

The acceptance of responsibility can be linked to the concept of shared values and how intergroup
and intragroup relations are experienced. The trust placed in developers by users becomes an aspect of
user expectations, which motivate responsibility for security [93]. In doing so, developers may perceive
users as being more identifiable and possessing some form of shared group identity, perhaps through the
common interest in the software, which enhances developers’ motivation to meet user expectations [81].
These ideas reflect the present research findings of acceptance of responsibility, reflecting greater attention
given towards tasks and an awareness of the consequences of their decisions, which can increase engagement
and performance [71].

The acceptance of responsibility, and handling of risk can also be linked with social identity. The social
connection with risks directed towards others was practically non-existent in participant responses, indicating
minimal concern for consequences to others. When considering risks towards oneself, the language used
was personal and more emotional, indicating that a risk such as software failure was a direct attack on
the individual’s identity, resulting in efforts to regain their self-perceived identity [21]. Where a value of
the software developer identity is “producing quality software”, failing to achieve this value would directly
challenge their identity.

Treating developers as ethically responsible individuals, rather than simply rewarding good behaviour
encourages developers to internalise the ethical and social implications of their actions, with less need
to reject responsibility [11]. Managers should motivate developers to consider the social implications of
their code and the dangers of assuming others are responsible. Freelancers can also apply these findings by
creating questions for potential clients or stakeholders about the software’s social implications to not only
create a discussion space, but to provide self-reinforcing responsibility. Increasing their own accountability
by de-anonymising themselves can also help increase responsibility.

In practice, employers can use these findings to encourage team leaders and managers to foster a stronger
security culture. A strong top-down culture ensures that values relating to security considered important by
management will be adopted by all members of the organisation. This small change in work environment
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can improve personal responsibility through social identity theory. Further work may be required to identify
effective ways of nurturing and developing these cultures in existing workplaces.

Takeaway Message 1: Theories of responsibility can be applied to software development
cultures, and employers and employees should consider how to motivate responsibility throughout
an organisation when considering security.

5.2 Optimism Bias

Optimism bias was identified throughout the responses from developers and represents one of the many
potential biases affecting software development [47]. The presence of biases indicates the use of system 1
processing, the intuitive, heuristic-based style of cognition. The unrealistic optimism bias was linked with
contrasting opinions to reality. Developers saw themselves as capable of identifying security issues and
resolving these in the short term, whereas research showing developers are typically blind to security issues
[56], suggesting our participants experienced optimistic perspectives. Another optimistic perspective was
about likelihood of being a victim of insecure code or malicious actors. Unrealistically optimistic views have
strong implications on software security, as this can feed into motivation reduction and responsibility to
code securely. Optimism bias was also seen in risk appetites, where developers believed they provide secure
code by default and so focussing on security is not worth considering, or in optimism that they are only at
risk of the vulnerabilities they have dealt with in the past.

Examples included reduced security testing through optimism over not being a victim of hackers, or
through a belief that they possess enough security knowledge and that they cover all possibilities. The
presence of optimistic beliefs suggests that system 1 processing is being engaged during the software
development process, meaning that there is the possibility for reduced awareness of the need for security. We
highlight that dual processing theory of decision making is an appropriate psychological theory to be applied
to the software development cycle. Despite it being a general theory typically tested and built using general
populations, we identify examples of system 1 processing via optimism bias. By mapping this theory onto
software engineering, we offer a fresh perspective into why security is often handled in less-than-ideal ways.

Takeaway Message 2: Optimism bias can affect developer’s perceptions and behaviours, in
turn influencing the software they produce. Being aware this can be identified through language;
the way developers talk about security can provide insight into whether increased awareness of
security is needed.

5.3 Risk & Uncertainty

The psychological literature draws links between system 2 processing, the more reflective, deliberate processing
style, and awareness of risk [24]. By drawing out references to risk appetites, mitigation, direction of risk,
and those responsible for vulnerabilities, we present evidence of the presence of system 2 processing in
software development. This further supports our suggestion that dual processing theory is a relevant theory
to apply to software development.

Passive risk appetites were linked with prioritising functionality and delaying security implementation.
Active appetites involved increasing functional requirements, reducing security testing through time con-
straints, or entering technical debt. Decision makers should be aware of decisions that deprioritise security
through passive or active decisions. Passive risk appetites can be dangerous as the focus is not about reducing
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security but increasing functionality which is viewed positively. By acknowledging the existence of these
risky decisions, security can potentially be seen as more salient during decision making. Risk appetites can
be influenced by both system 1 or system 2 processing, and without further testing, it is not possible to
draw strong inferences from our present findings. Our findings do indicate the presence of different methods
of handling decisions around security, and the mention of active and passive risk appetites suggests that
theories of decision making are appropriate to apply here. Drawing upon other research, we know that
priming developers for secure coding has a positive influence [57], indicating the link between security and
system 2 processing.

Security has been seen to be considered a lower priority than functionality [37], and this may be attributed
to the more visible nature of functional requirements [78], which means that during the interaction with
software, security becomes less salient, which ties into our findings on passive risk appetites. If developers
behave passively during the software development process, they are at greater risk of producing insecure
code.

Risk mitigation was commonly mentioned in line with planning and testing with a security perspective,
but a variety of biases can affect successful mitigation practices, such as unrealistic optimism or confirmation
bias. To successfully mitigate risks, developers need to possess security knowledge, a willingness to look
for issues and understand how to mitigate the issues. By creating a top-down security emphasis, group
behaviours will align with security awareness, increasing the likelihood of deliberate judgements being made,
reducing biases, and promoting system 2 thinking.

Consequences of risk were associated with personal risk more than risk to others. Individuals are motivated
to avoid losses [36], and so decisions viewed as potential losses motivate developers to attend to these risks.
Risks to others were commonly associated with an absence of emotional connection. By keeping this social
distance, developers can accept greater risks for others [64]. Whilst risk is predominantly associated with
cognition and decision making, in terms of consequences we also draw upon social identity theory, where a
lack of shared identity affords the developers to keep an emotional perspective away from their code.

The theme of bad code versus bad actors highlights different representations of potential risk in a security
context. Bad code was associated with instances where developers reduced actions around security inclusion
or testing when faced with deadlines, providing further evidence to the idea that functionality is considered
more important than security [40] and is knowingly prioritised by developers. Others attributed poor code to
a lack of care or awareness in their code, indicating an increased need for clear attribution of responsibility.
In doing so, and as highlighted in the responsibility theme, increased responsibility may lead to increased
care and awareness of an individual’s actions and choices.

Mentions of bad actors impacting software mentioned edge cases, indicated the existence of security
blindspots, which have been seen to exist in previous empirical work [56]. Other mentions of bad actors
were associated with the consequences of having software compromised or data stolen. This could be linked
to a notion that bad actors often utilise attack vectors that are not anticipated, or even non-technical, such
as using phishing attempts to gain user credentials for easier access. Some developers mentioned that their
software was only used internally, and so security was not necessary despite the potential for bad actors to
use social engineering to gain access to information or data.
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Takeaway Message 3: Passive risk appetites and poor risk mitigation strategies are likely linked
with intuitive system 1 processing and less reflective thinking. Dual processing theory holds value
for interpreting software developer’s decision making around risk.

In this research, we propose that two general psychological theories, social identity theory and dual
processing theory of decision making can be successfully mapped and deployed within software development
research. It is important to make these key links between well-established theories in social and cognitive
psychology and the domain of software development. It is well understood that software security is a complex
topic, with vulnerabilities constantly being identified [86], but we demonstrate in the present study, that the
theories of social identity and dual processing have relevant applications within software security research.

5.4 Threats to Validity

5.4.1 Internal. The study design meant that participants could provide very short answers of ten or less
words (nine participants wrote at least one short response), so some responses were not as rich as expected.
This was seen more in the developer sample and may be due to the recruitment method used. Upwork is
primarily for software development jobs rather than research, and so participants may be motivated to finish
as fast as possible to maximise pay rewards. Other methods for eliciting high quality qualitative data need
to be considered for future, such as in-person interviews, however it is acknowledged that the present study
design allowed for many participants to be included, reducing the effect of the individual short responses on
the overall data quality.

Differences in how language is used can affect the interpretation of the responses. Applying a Western-
centric, native English-speaking view on these responses may alter the original participants’ beliefs. When
reading and coding data, multiple readings were used to try and gain the best understanding of the underlying
point, rather than focussing on face value of the text. Differences in perspective and language skill will
always occur in thematic analyses, and this is acknowledged. Further research may look to focus on smaller
communities of developers to build a localised representation of their views.

The study design meant that participants were aware that the study was interested in software security,
as it was stated in both the title and description of the study. Consequently, participants were primed for
security through information sheets and the questions asked, potentially resulting in them emphasising their
security and downplaying dangerous risk appetites. Despite this, responses were not homogeneous, and did
not all present a pro-security, zero-risk view. If the security aspect of the research attracted security-conscious
participants, we would have anticipated watertight responses regarding their security in software. As this
isn’t seen, it is unlikely that the absence of obfuscation significantly affected the data quality.

The data analysis was carried out by the first author, and consequently the codes and themes are
potentially impacted by their personal biases and perspectives. The coder’s perspective is acknowledged to
be that primarily of a psychological interest. The initial codes and themes that emerged are consequently
psychologically related. During theme review, the interdisciplinary combination of the authors was leveraged
through discussions over the relevance and impact of the themes.

5.4.2 External. A key limitation of the study is generalisability. The study was carried out via an online
survey asking freelance developers and CS students about their security and risk during the software
development process. Not all developers fall into these categories, and most of the software that is distributed
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on a large, global scale is written by employed developers in organisations. It is important to understand
how the findings may relate to other populations of developers not addressed in this research. Freelancers are
a community used in previous research as an easier population to collect data from than organisations. One
benefit of using freelancers is that they represent a diverse community, with potentially less influence from
their employer (conducting a study within a single organisation limits generalisability to the organisation’s
security culture).

A potential threat to data validity are the sources. Upwork is primarily for recruiting freelancers for
software projects not academic research, and vice versa for Prolific. Data quality might be affected by
source – for example we lacked the means to verify claims of expertise and experience of freelancers, while
Prolific has built-in quality control processes and guardrails. For Upwork, there are no such controls, and
users are primarily incentivised by receiving positive feedback on their work to continue receiving job offers.
Five applicants were removed due to not meeting criteria, and one suspected of being a duplicate account.
Nonetheless, Upwork is a recruitment tool that has been used previously in software engineering research
and represents a method of recruiting freelance engineers from a diverse pool.

Our findings are reliant on the idea that the identified themes and language used by participants reflects
their actions within software development, but without further data these links cannot be made in the
present study. Key objectives from this project were, first, to consider whether developers’ views about
software projects produced coherent themes and, second, to evaluate how these might speak to psychological
constructs from different domains. The claims or conclusions from our work therefore lay the foundation
upon which other research can test, confirm, complement, or challenge the generality of the conclusions here.
We are reassured that the findings from the present study have good support in the psychology, cybersecurity,
and software engineering research communities as noted in the discussion.

5.5 Future Research

Our future research will investigate how risk aversion, responsibility and biases identified in language used
around software development are reflected in the code written by the same developers. Understanding
whether developers who demonstrate greater risk aversion produce more secure software than those with
larger risk appetites is important for identifying areas of interest to focus on.

A study combining a code comprehension or code writing paradigm, with a scenario-based measure of
perceived responsibility and risk appetite, along with a qualitative examination of developers’ responsibility
and risk aversion (as used in the present research) could achieve this result. A quantitative examination of
secure code comprehension or production, through developers’ self-reported perceptions could allow us to
understand how developers’ actions are reflected in the language used in discussing secure software.

6 CONCLUSION

Developers’ understanding of responsibility, security and risk was examined, with links to psychological
theories for explanations. We identified ROaR, three themes were identified of responsibility, optimism,
and risk & uncertainty. Evidence for the influences of how responsibility was viewed, how risk was framed
and handled, and core cognitive biases was presented. Implications spoke to motivating developers to take
responsibility for their contribution to software, as well as identifying areas of risk that are likely to occur
and reducing over-optimistic views on security. Through these themes, we present examples of how two core
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theories of psychology, social identity theory and dual processing theory, can be applied to software security.
We highlight how these general theories can be mapped to the complex environment of software development
with success, advocating the continued application of these theories in software engineering research.
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7 APPENDIX

Primary
Code

Secondary
Code

Description Example

Cognition decision making Reference to the need
to make decisions in a
conscious manner

“any gambles I would take would be decisions
to stray to conventional UI/UX methodology
or incorporate different new agile practices
and ways of working”

Cognition cognitive bias Reference to cognitive
biases

“i perform tests for the applications that i
make, i always try to handle all the security
issues that i have come to be accustomed
with before going forward with the application
deployment”

Development
Stages

training Reference to training “Treating user security as a priority at the
beginning of a software project is a good way
to ensure that there is some measure of pro-
tection. Another policy would be to require
ongoing security training and education for
the whole software development team”

Development
Stages

time Mentions of time as a
factor in development

“major example of this would be when you
are dealing with time constraints. Most com-
panies have only so much time to create new
programs, or else they risk financial issues. So
oftentimes a development teams has to make
the decision of whether to rush a program to
the finish line or if they should spend extra
time making sure everything works fine”

Development
Stages

ethics Mentions of ethical or
moral ideas in line with
data handling or soft-
ware development

“there are also more malicious risks in this
area; some less morally-conscious program-
mers may put their customers/users at risk
by taking a gamble on the security side of
things”
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Development
Stages

testing software testing phase “Sometimes to improve security we should
allow intruders to hack the system, in mean-
while we need to track their activity. In this
way, we can have an idea of security flaws.
Above technique can be achieved through
white hat hackers, white hat hackers need
to be recruited and allowed to security test
the system. It is quite intuitive that hacker
will then know about the security flaws but at
the same time we need to trust the person to
get the better idea of our own security flaws
and to avoid major security flaws. ”

Development
Stages

planning/research Any actions denoting
a planned approach to
development

“The risk of potentially going wrong is with
us every time, but It can be reduced by taking
prior steps, it starts from requirement gather-
ing and then development methodologies”

Domain education a formal knowledge ac-
quisition that is sepa-
rate from training in
the development work-
place

“there is always the chance that I would get
counter hacked or just plan hacked. I could
lose the equipment in a flash, or I could get
screwed over by a larger company. At the least,
this would all just be learning experience. ”

Domain finance mentions of financial
consequences from ac-
tions, budgets or con-
sideration of money in
their development cy-
cle

“Risk of financial losses is the one if the dead-
line was not met by our team. This will affect
our team since it will inject stress to the team
members knowing that financial losses will
occur if deadline was not met”

Domain law Reference to legal mat-
ters

“Data handled by an application could be mis-
handled in other ways, causing: sensitive data
from being made unintentionally available to
unauthorised users, or data to be corrupted.
If data protection regulations are broken, I
would have broken the law, and my reputation
(and wallet) will suffer as a result”
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Emotion positive emotion Self-experienced posi-
tive emotion

“I am super happy with this projects as a pro-
fessional because I helped my client to save
millions of dollars. As a result, my client is go-
ing to pay out bonuses to their employees and
I continued to be awarded with new project
enhancements to work with”

Emotion negative emotion Self-experienced nega-
tive emotion

“I often feel overwhelmed by the fear of facing
damage to my professional reputation. At the
same time I am also at risk of having all my
hard work in vain because of functional failure
of the web application”

Functionality priority reference to functional-
ity being the priority
within the work

“some individuals(Junior Dev) who are work-
ing on features make decisions to use the open-
source packages/dependencies for faster de-
velopment. I think this gamble is not worth
it if security is a major concern. ”

Functionality failure Reference of failing
functionality

“always the chance that something minute
has gone wrong and whatever was made will
not run properly; I find that smaller problems
are often the trickiest to deal with, because
it’s harder to find what went wrong”

Functionality general Reference to general
functionality within
the software

“when i have to take data from client and to
send data to apis, i have check the data type
also.. like if there is string type needed in api
and i am sending number, so i have to validate
that at the user end”

Interpersonal team Reference to team
work or team mates

“As a team, a huge gamble I found is releas-
ing early alphas for free testing, it depends
on your clients, if they are not tech savey,
they might not understand what a bug is, or
features that are planned might be cut off
and they might assume that they might never
come or will take longer to developer than
realistic”

Interpersonal third party (peo-
ple)

reference to third party
people, such as contrac-
tors for pen-testing

“we make our research to consider the most
important security rules, and incase needed
we will be hiring security experts to provide
us with the necessary information and tools
to protect our solution”
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Interpersonal communication
with peer

Communication be-
tween peers, managers
or those who act
within the develop-
ment area

“Another gamble worth taking is consulting
with multiple developers and having your code
checked and seen if it could be improved by
anybody. Vice versa a gamble not worth hav-
ing is not doing that and having potential
trouble in the future, it’s just not worth it”

Interpersonal communication
with client

Communication with
clients, those request-
ing or using software.
Clients/Users are con-
sidered as similar in
this context

“in the life cycle of software developments
there’s a stage where you receive the product
requirements from the clients. So what in most
cases, these products requirements are not are
not really exhaustive. So there will surely be
chunks left out that you would have to fill in
yourself. Filling this in would be, um, can be
called the gamble because it might go wrong.
It might go right”

Interpersonal (third party) prod-
uct

Mentions of third party
products or services

“Laravel seemed to take care of a lot of se-
curity concerns and having read a bunch of
articles online, i knew what to do and what
not to do. ”

Optimism optimism Indications of opti-
mism bias, such as that
they could never be in-
secure

“I’m not afraid of functional failure because
by the time the app is finished and launched
I’ll have to perform all the tests needed just
to be sure that after launching, everything
will go smoothly”

Responsibility Self Responsibility for ac-
tions or consequences
falls to an individual,
specifically a software
developer

“anything that involves a breach of customer
data or authority can have serious follow on
repercussions. The key issues to me are the
ethical dimension to the end user, by losing
the data your compromising some part of
their life that you wouldn’t want to. This
has a moral and emotional personal impact.
Outside of this there’s a reduction of profes-
sional standing for being responsible for such
a breach”
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Responsibility Other (external to
company)

Responsibility is
passed to someone
outside of the devel-
opment sphere, e.g.
clients or users. NOT
managers or other
teams

“I would allow users the right to decide
whether they want to add extra layers of
protection such as two-factor authentication
for their account, because some users prefer
the convenience of not having to authenticate
their account with each login”

Responsibility Other (person
internal to com-
pany)

Reference of responsi-
bility belong to some-
one else within the de-
velopment cycle (such
as peers or colleagues)

“the IT Security team must ensure that every
payment is secure and bank accounts of the
clients are not in danger”

Responsibility Other (object or
service internal to
company)

Responsibility that is
passed to internally
used objects - this re-
lates to APIs, frame-
works or other tools
that are considered to
be part of the software
development domain

“I usually get different third party pro-
grams/services to check over my software to
make sure that it is safe and that there isn’t re-
ally any problems or issues with it that could
lead to a vulnerability. My reasoning is that
in my opinion, it’s definitely easier to do it
this way and it is typically faster than doing
it urself”

Risk general Mention of actions,
behaviours or conse-
quences that confer
risk that are out of
the control of the de-
velopers. The existence
of risk without men-
tion of mitigation or
appetite

“The main risk is functional failure because
if the client requirements are not met then
the reason for the application is not complete
and might force them to either terminate the
arrangement or even require financial returns”

Risk Self risk Consequences pose a
risk to the individual
who started the action

“We are working only with the enterprise com-
panies so there is a huge risk of working with
such clients because you have to deliver 100%
exact thing which they have in their mind.
and if you are fail to do this your reputation ,
money , time is lost”
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Risk Mitigation/reductionReference to efforts
made to reduce risk
within the workflow.

“if any third-party tools are being used or
any other service is used to deploy to server
first research about the service provider, their
history reviewed. after being clear about the
security of the system then only that service
is used”

Risk Risk to others Consequences pose a
risk to others out-
side of the develop-
ment sphere, such as
clients

“When the product is finished I launch se-
ries of tests depending on the functionality of
the app. I sometimes will try to use pentest
tools to check some parts of the app or even
consult with more experience pentesters. As
app developers, we are sometimes responsible
for some intimate parts of human life (of the
users). So by not protecting the app properly,
we may easily ruin someone’s life, and that’s
a huge burden to carry”

Risk Appetite Mentions of risk taking
behaviour

“we don’t take any special processes to iden-
tify risks or security vulnerabilities. I’m not
sure what the exact reasoning behind these
decisions are but I think we are more focused
on developing and maintaining the software”

Risk Avoidance Reference to gambles,
risks or uncertainty be-
ing untenable. Abso-
lutism regarding there
must be an absence of
risk

“Any risk that reduces security would never
be worth attempting unless there is little to
no data or information that would result in
possible problems if taken”

Security general Reference of security
without specific men-
tion of priority or what
kind

“security of the endpoints exposed were taken
care by either basic authentication or oauth
authentication depending on the business
needs. Some data was also being store on the
cloud and the fields involving personal data
was gdpr tagged”
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Security priority Security referred to as
a priority

“You must first of all protect your code give
access to only who’s working on that project
then think of CORS and who can use server
APIS then think of authentication then think
about failure on logic ,then may test code
against SQL injecting and attacks and test
logic too you have test many times before
launch app”

Security bad actor Active attempts to
penetrate software
from bad actors.

“Also exposing my customers to risk, by threat
actors either utilising vulnerabilities in the ap-
plication to target them, or by fully compro-
mising the solution and then initiating attacks
against them from a server stand point”

Security Secondary (not
priority)

Mention or reference
to security being less
than important, partic-
ularly under time pres-
sure and being given
less importance than
before

“The important of usability was way ahead of
security and i had a strict schedule for release -
so i had minimum of time focusing on security,
i mainly relied on Laravel to do the work for
me (which is limited i guess)”

Security bad code Mention of code that
is weak in security, but
not through bad actors,
but rather poor imple-
mentation

“There were some APIs that are not hidden
away in a VPC because I didn’t have the time
to configure them”

Security privacy Mentions of data pri-
vacy

“The recent software that we released on our
customer is a Passport Management System.
This system manages citizen data and security
is very important on the development. The
team need to make sure that no citizen data
will be exposed from Enrolment to the Deliv-
ery of the citizen passport. To make sure that
this is properly implemented, security checks
were performed all through out the project
duration. ”
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7.1 Statement of Continuous Thesis Summary

“Developers are responsible for the software they implement. . . Getting developers to care

about security is essential in order to produce software which protects its users.” -

Naiakshina et al., 2017

This chapter used the same dataset as Chapter 6 but explored the rich text responses

through a thematic analysis. This chapter reports three themes: Responsibility,

Optimism, and Risk. These are highlighted as potential ways to interpret developers’

perspectives on developer actions and behaviours and not as definitive ways of

understanding how freelance developers perceive risk.

Chapters 6 and 7 utilised different analytic approaches, with Chapter 6 adopting a

quantitative, more confirmatory approach and Chapter 7 following a qualitative

exploration of the data, and together they offer complementary analyses. There was a risk

that using a mixed-methods approach would have yielded divergent findings, complicating

the research in this area, but this was not seen. Concepts such as risk awareness were

detected through keywords in Chapter 6 and the thematic analysis which highlighted the

different ways that risk was mentioned. These two chapters demonstrate that a

mixed-methods analysis provides a more exhaustive investigation of risk perceptions.

Social identity theory (Abrams & Hogg, 1990) is relevant to secure software development,

but it has only been linked to software development a handful of times (e.g., Backevik et

al., 2019; Rauf et al., 2021). In an exploration of social identity in robotics software

engineering, Gavidia-Calderon et al. (2023) found that ethics is often deprioritised, but

conforming with a group identity increases personal responsibility, meaning that engineers

are more likely to act ethically.

With the current data, risky software behaviours declined when developers either felt a

personal risk or perceived a shared identity with software users, evidencing the role of

social identities in modifying behaviours. The social identity approach was identified as a
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potential fundamental theory in phase 1, and this chapter provides support for its

relevance.

This chapter also strengthens the overall thesis contribution by demonstrating that the

secure behaviour of developers cannot be fully understood without accounting for social

context. In contrast to the previous chapter focused on cognition, this chapter shows how

group affiliation, specifically identification with users or the development community, can

motivate ethical and responsible coding practices. In doing so, it brings together domains

such as responsibility and communication with psychological theories that explain how

and why these skills manifest in behaviour.

In previous chapters, I have focused on exploring the perceptions of people working within

software engineering, with less opportunity to study more direct behaviours and coding

choices observed in software engineering. In the following and final research chapter, I

examine how dual processing theory applies to code comprehension tasks. Code

comprehension is a core facet of software development, as developers are frequently

expected to work with existing code. I take an existing hypothesis that security

vulnerabilities are typically handled through system 1 processing (Cappos et al., 2014),

and I apply as-yet unused (in software engineering) measures for dual processing theory

to understand the relationship between the ability to detect insecure code and the

propensity to engage in reflective styles of cognition.

7.1.1 Contribution to Thesis Argument and Forward Trajectory

This chapter advances the thesis argument by introducing social identity theory as a

critical and relevant lens for understanding secure software behaviours. While previous

chapters emphasised cognition and reasoning (such as Chapter 6), this chapter shows that

social context and group identification also play a key role. Specifically, developers

demonstrated greater responsibility and reduced risky behaviours when they identified

with end users or felt personally accountable, which is an insight that adds a

socially-grounded dimension to the psychological profile of secure software engineering.
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This supports the thesis’s broader claim that soft skills like responsibility, ethics, and

communication are deeply influenced by both cognitive styles and social affiliations.

Importantly, this chapter continues to build the integrative case that secure software

development must be understood not merely through technical competence or isolated

traits, but through the interaction of psychological constructs, group dynamics, and

socially constructed values. As such, this chapter moves the thesis toward a more

complete behavioural model of software engineering; one that accounts for how developers

think, feel, and align themselves socially when making decisions.

To this point, the thesis has progressed from identifying soft skills and their development,

to exploring the cognitive and social psychological dimensions that underpin those skills

in security-relevant contexts. Together, Chapters 6 and 7 show that reflective thinking

and group-based responsibility are not only conceptually important but behaviourally

impactful in shaping how software engineers engage with risk.

The next and final empirical chapter further extends the application of dual processing

theory, this time in the context of code comprehension tasks. Shifting from self-reported

behaviours to more direct measures of secure coding performance, it explores whether the

propensity for reflective thinking predicts the ability to detect security vulnerabilities in

code. This chapter builds on prior findings by assessing the observable outcomes of

reflective cognition in practical coding scenarios closing the loop between perception,

psychology, and practice that has been evidenced in the previous chapters.
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8 Software Vulnerabilities as Cognitive Blindspots; assessing the suitability

of a dual processing theory of decision making for secure coding

Ivory, M., Towse, J., Sturdee, M., Levine, M., & Nuseibeh, B. (in review). Software
Vulnerabilities as Cognitive Blindspots; assessing the suitability of a dual processing
theory of decision making for secure coding. Transactions on Software Engineering
and Methodology. https://doi.org/10.31234/osf.io/v7fqb
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1 INTRODUCTION

Software vulnerabilities are a pervasive issue within software engineering, and they can have serious real-
world consequences, such as impact on urgent medical care [71] or psychological harm [55]. Many of the
vulnerabilities detected in modern software are not new. Well-known vulnerabilities are detected in over
three-quarters of software, indicating that despite their notoriety, they remain unhandled despite the tools
available to software developers. To address this, we offer support to the hypothesis that vulnerabilities
exist as cognitive blindspots in decision making during secure coding.

Secure coding is the practice that ensures software “does not contain known vulnerabilities” [63], and
vulnerabilities are defined as unexpected logic flows which create compromising software behaviours, allowing
for unintended access to information or functionality [33]. It is observed that technical expertise and
experience are poor indicators of predispositions towards secure coding [10], as is security knowledge [50].
Acknowledging that technical expertise has minimal effect on producing secure code, we should explore more
psychological factors to explain how individuals can identify vulnerabilities during code reviews.

One psychologically-motivated explanation focuses on software engineers’ cognitive capabilities and the
cognitive salience of critical choices. We explore the role of human decision making and cognitive psychology
to understand individual differences in secure coding predispositions better. By treating software engineers
as a diverse population displaying individual cognitive differences, and who must satisfice [70], we can better
understand how cognition influences vulnerability detection. One theory is that security vulnerabilities are
systematically missed by developers because they occupy blindspots in their attention and information
processing.

In a software engineering context, a blindspot is code where the expected behaviour of a function diverges
from the intended behaviour. It has been suggested that vulnerabilities in software code exist because
of these blindspots [13]. Oliveira et al. [51] tested the hypothesis with measures of working memory and
cognitive processing speed. They asked engineers to solve short Java programming puzzles that contained
either a blindspot in the form of insecure API use or no blindspot. They found puzzles without a blindspot
were solved significantly more often than puzzles with a blindspot, supporting the general hypothesis
that vulnerabilities are often missed, but neither working memory nor processing speed affected accuracy.
Brun et al. [10] replicated the study using Python, confirming the previous finding and demonstrating this
phenomenon as language agnostic. They saw limited effect on blindspot detection with the same measures
of cognition, only finding a significant effect on long-term memory capacity. This body of research explored
cognition but did not provide information on why cognitive blindspots exist in security contexts. We propose
to address this issue by applying the dual processing theory of decision making [21] towards the same code
comprehension tasks used.

Dual processing theory posits individuals make decisions using two distinct systems, a default intuitive
system that relies upon heuristics, and a second system that uses all available information to make reasoned
choices [22]. In taking the position that decision making processes are not homogeneous and that individual
differences are present in general populations [23], we seek to test whether this heterogeneity influences
secure coding. Dual processing theories of decision making are relatively absent within software engineering
research despite having a proven influence on performance in general judgments [77]. Only one known
study has explored dual processing theory in software engineers that found a complex relationship between
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risk sensitivity and system 2 engagement [33]. To date, software tasks have remained unexplored, which is
addressed in this paper.

In this study, we offer a partial replication of previous findings by Cappos et al. [13], Oliveira et al. [51],
and Brun et al. [10] that blindspot presence results in reduced comprehension and that technical expertise
has little effect in explaining blindspot detection. We extend their hypothesis by applying a dual processing
theory of decision making. We use a modest sample of 37 participants to test the potential of dual processing
theory in software research, recognising that supporting evidence is sparse, and so we use the data to conduct
power analyses to identify the necessary samples required for cognitive psychology in secure coding research.
This study offers a greater connection between software engineering and the individual differences observed
in decision making competencies.

We successfully replicate findings that blindspots are difficult to detect, and that detection cannot be
explained by technical knowledge or experience. We offer mixed results for the application of dual processing,
but this was primarily due to data insensitivity (highlighting the need for larger samples), and we do not
reject dual processing theory’s value for explaining secure coding.

The paper is structured as follows. In section 2, we essential psychological background content relevant
to the theoretical underpinnings of this study. Section 3 details the hypotheses, relevant methodological
decisions, measures, and procedures for research transparency. We report our results in section 4, which
are discussed in terms of their theoretical support and implications for software engineering practice and
research in section 5. To contextualise our study within the wider software engineering literature, we explore
related work in section 6. Section 7 summarises the study’s contributions.

2 BACKGROUND

This section covers the essential psychological content that contextualises the research. This paper defines
cognitive blindspots as units of information that are systematically overlooked, typically through unconscious
or intuitive approaches to making judgments, resulting in non-optimal decisions. Blindspots are due to
the human disposition to deploy decision making heuristics (mental short-cuts). Where heuristics lead to
fallacies or erroneous thinking, they create biases. These are systematic, flawed judgments that deviate from
ideal performance [20].

Biases are present throughout the whole software development process [62], and their influence can result
in non-optimal decisions being made. In the example of tool selection, developers tend to use familiar tools
[68], even if they are not appropriate for specific tasks [5]. No single tool can detect all software vulnerabilities
meaning that a familiarity bias can result in non-optimal decisions [19].

Human working memory is sharply limited [7], creating the potential for overload. Heuristics help manage
the cognitive complexity of the decision space by rendering the problem down to a simplified form [9].
However, because the mental representations of the task are now partial, incomplete, or non-exhaustive [36],
important facets can become obscured to the mind’s eye, creating cognitive blindspots. From a psychological
perspective, this means that vulnerabilities that are known “in principle” to a developer are hidden from
view during the software task.

The presence of heuristics, biases, and attentional blindness all point towards the presence of more than
one system of cognitive information processing, because we recognise different approaches to decision making,
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where choices can be made intuitively and unconsciously, or we can exert effort and make more careful,
reasoned choices. These differences can be explained by the dual processing theory.

The default-interventionist psychological model of dual processing theory proposes two cognitive systems
[22]: the default and intuitive system 1 and a more intentional and rational system 2 that is only engaged
when sufficiently cued [16]. System 1 processing is the default style of decision making, driven by heuristics
to reduce complex judgments into simpler cognitive operations [37]. In contrast, system 2 processing is
more deliberate but computationally demanding and is typically deployed when individuals seek an optimal
solution by using all available information. System 2 is the interventionist mode, and it only overrides System
1 when an individual consciously or unconsciously sees a greater need for accuracy. System 1 is liable to
generate simpler, less complete mental models than System 2 [35], and blindspots can reside in the created
gaps.

3 METHODOLOGY

This section presents the preregistered hypotheses that motivated the following research design choices. The
sample and recruitment strategy are reported, followed by the materials and study design.

We present this study as the groundwork required for deploying psychological measures in software
engineering. We utilise a modest sample of 37 participants to assess the suitability and practicality of
deploying dual processing theory in secure software engineering research. We recognise that the sample is not
sufficient to translate into meaningful, practical implications (which is avoided in the discussion), but the
sample is used to simulate data and conduct power analyses to determine the suitable effect sizes for future
research. Choosing not to collect large numbers of participants for this study ensured that resources were
managed suitably, which is necessary when working with software engineers who require a high compensation
rate to participate in research.

3.1 Hypotheses

The study was preregistered, lodging the design and hypotheses in advance, which can be found here:
doi.org/10.17605/OSF.IO/CE78G. Hypothesis 1 is a replication of Brun et al. [10] used to test the effect of
blindspots in Python code. Hypothesis 2 applies cognitive reflection measures to assess the propensity for
dual processing. Hypothesis 3 uses optimism bias as a proxy for a tendency towards system 1 processing.
Hypothesis 4 and 5 use scales of rational and intuitive decision making to test the strength of an individual’s
tendency towards either cognitive system. Hypothesis 6 replicates the hypothesis from Brun et al. relating
to the self-reported measures of puzzle interaction. Hypotheses 7 and 8 are based on previous findings that
experience and declarative knowledge do not moderate vulnerability detection.

1. Python puzzles containing API blindspots will be more difficult to solve than scenarios without
blindspots correctly.

2. Developers with higher levels of cognitive reflection will solve scenarios with blindspots more effectively
than developers with lower cognitive reflection.

3. Developers demonstrating realistic levels of optimism will solve scenarios with blindspots more
effectively than developers with higher levels of optimism.
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4. Developers with higher levels of rational decision making will solve scenarios with blindspots more
effectively than developers with lower levels of rational decision making.

5. Developers with lower levels of an intuitive decision making style will solve scenarios with blindspots
more effectively than developers with higher levels of intuitive decision making.

6. Developers’ perceived ratings of puzzle difficulty, effort, familiarity, and confidence will affect their
ability to solve scenarios containing blindspots.

7. Developers with more experience and familiarity with programming and Python will show no difference
in their ability to solve scenarios with API blindspots.

8. Developers with more cybersecurity knowledge and experience will show no differences in their ability
to solve scenarios with API blindspots.

3.2 Participants

For this study, a sample of 37 participants was used, which is suitably powered to assess the replication in
hypothesis 1 and offers adequate data to simulate further data to estimate the required scale of empirical work
to address psychological questions in software engineering. Participants were recruited from Upwork.com, a
freelancing website. Adverts invited freelancers to submit proposals for a “Code Review”. Five adverts were
placed to promote visibility (when one stopped receiving proposals, it was archived, and an identical advert
uploaded). The collection process took 21 days. As part of the submission, potential participants confirmed
they were over 18, had at least one year’s experience with Python that was not limited to a university course,
had experience with API functions, and asked to describe a recent Python project briefly. The advertising
materials and information sheet deceived participants about the study’s true intention to avoid potential
biasing. The materials described the study as interested in general code comprehension and its association
with cognitive function. The Faculty-level ethics committee approved the deception. Participants received
$28 as compensation for their time and effort.

In total, 126 proposals were submitted, and 89 were rejected. Rejection criteria were not formalised
before data collection to ensure that only high-quality participants were selected. Examples of rejected
proposals included suspicion of duplicate accounts (with two or more different applicants giving almost
identical answers and no prior Upwork experience), use of AI-generated content for screening questions
(determined via online checkers or manual inspection), a failure to mention appropriate experience, a lack of
English fluency (assessed from responses and further communication), or failure to convince the primary
researcher that they fulfilled the criteria properly. In cases where it was unclear whether participants were
to be approved, further communication was established to determine whether a proposal would be accepted.
Upwork profiles, job history, and linked profiles (e.g., GitHub) were also used to determine eligibility. Due
to this rigorous selection process, no attrition was seen for accepted participants.

The mean age of the 37 participants was 29.11 (SD = 9.55), ranging from 19 to 71. One participant
preferred not to report gender, 35 reported male, and one self-described as “freelancer”. This overwhelming
male-dominated sample was not targeted nor intended. Participant ethnicity is reported in Table 1, with the
vast majority being White or Asian. Two participants had no education beyond high school level, two had
some university experience, 18 had an undergraduate degree, 3 had some postgraduate university education,
and 12 had postgraduate degrees. The average experience in general programming was 6.05 years (SD =
4.67), and Python experience was less at 4.39 years (SD = 2.46).
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Table 1. Demographic breakdown of participant ethnicity

Ethnicity Count
Asian (Indian, Pakistani, Bangladeshi, Chinese, any other Asian background) 14
Mixed two or more ethnic groups 2
Other (Arab or any others) 3
Prefer not to say 2
White 16

3.3 Materials

This section describes the psychological measures and code comprehension puzzles used for assessing blindspot
detection. This study utilised an observational survey design where participants completed various measures
without assignment to different experimental groups.

Measures of dual processing theory include the cognitive reflection test [23] and the rational and intuitive
subscales of the general decision making style scale [67], both of which are described below. Cognitive
reflection has been identified to play a role in explaining risk awareness around security in populations of
software developers [33], and the rational decision making subscale has been identified as a predictor of
good users’ behaviours [28]. These psychological measures have prior use in security research and offer an
opportunity to interpret complex behaviours.

3.3.1 Cognitive Reflection Test. The Cognitive Reflection Test (CRT; Frederick [23]) is a three-question
test designed for measuring cognitive reflection, an individual’s tendency to engage in system 2 processing
during decision making. The questions offer intuitive but incorrect responses, and only through system 2
engagement is the correct answer identified. The most well-known CRT question is, “A bat and a ball cost
$1.10 in total. The bat costs $1.00 more than the ball. How much does the ball cost?”. The intuitive and
incorrect response of 10 cents is the most common answer [23], instead of the correct answer of five cents,
implying that system 1 processing is the default processing style. To the authors’ knowledge, CRT has only
been applied once before with software developers where an interaction between cognitive reflection and
optimistic perceptions of software security was detected [33].

We used two cognitive reflection tests, CRT and CRT-2. The CRT was initially developed by Frederick [23],
and the CRT-2 by Thomson and Oppenheimer [76]. The second version was designed to reduce the numerical
nature of the original test. In the present study, the wording was altered, so attempts to find answers via
online searches would be more difficult, but the question design remained unaltered. Participants were also
asked whether they had seen the questions before to measure whether they may have been responding based
on previous experience; however, this is not a significant concern as research has shown CRT performance is
stable over time [74]. Response times were also recorded.

3.3.2 OWASP Vulnerability Test. The OWASP Vulnerability Test (OVT; Ivory et al. [33]) was used as a
domain-specific measure of optimism bias for software engineers. This measure consists of two sections, and
the first asks participants to estimate the likelihood of the average developer producing software containing
one of the top five OWASP vulnerabilities (injection flaws, broken authentication, sensitive data exposure,
XML external entity flaws, and broken access control). They are presented with five questions, one for
each vulnerability, in a randomised order. Following a separation task, participants are asked about the
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Table 2. The presentation order and attributes of the Python puzzles presented to participants. The puzzle ID relates to
the original ID given in Brun et al. (2023) and cyclomatic scores are a measure of code complexity with higher scores
indicating more difficult code to comprehend or modify

Puzzle ID Vulnerability Type Blindspot Type Cyclomatic Score
1 P02 Injection Validation Missing 5
2 P09 Injection Validation Missing 3
3 PX06 Injection 2
4 P21 Overflow Function Misuse 2
5 P30 File TOCTTOU 3
6 P36 File Validation Missing 4
7 PX15 SSL 2
8 P31 File Missing Verification 3

same vulnerabilities but to report the likelihood of themselves incorporating these vulnerabilities. This test
measures comparative optimism, as previously used in other research [31].

3.3.3 General Decision Making Style Scale. The General Decision Making Style Scale (GDMS) measures five
styles of decision making [67]: rational, avoidant, dependent, intuitive, and spontaneous. These subscales
assess an individual’s decision making approach. The 25-question scale is presented in a randomised matrix
with a five-point Likert response (strongly disagree – strongly agree). For the hypotheses, only the rational
and intuitive subscales were of interest, as they are theoretically linked to dual processing theory, with the
intuitive scale mapping against system 1 processing and higher levels of rational decision making mapping
onto system 2.

3.3.4 Puzzles. The Python puzzles were developed by Brun et al. [10]. They consist of 10-21 lines of code
with an accompanying scenario description providing context to the puzzle. An example of a scenario and
puzzle is shown in Figure 1. Participants read the scenario and code and answered a free-text question
about the behaviour once the code was executed. They are then asked a multiple-choice question of expected
behaviour given specific inputs. Following this, they were asked to rate their confidence in solving the puzzle
from 1-10, the percentage of others they would expect to solve the puzzle (from 1-100), perceived difficulty
(from 1-10), familiarity with the functions (from 1-10), and scenario clarity (from 1-10). To aid the deception,
they were asked whether any parts of the puzzle were confusing and how, whether there were unfamiliar
functions, and to list these. They were asked what resources they used to review the code and, finally, to
report the fatigue they experienced in completing the puzzle (from 1-10). Puzzles were scored as being
correct or incorrect based on the multiple-choice question.

We presented participants with eight puzzles, six with blindspots and two without blindspots. Five of the
six blindspot puzzles focused on input/output vulnerabilities, including networking activity and reading
and writing to and from streams, files, and internal memory buffers. The sixth was a string manipulation
vulnerability of user input. Puzzles were presented in two blocks, allowing participants to take a break in
between. Each block had three blindspot puzzles and one non-blindspot puzzle and were balanced in terms
of cyclomatic complexity. Table 2 shows the puzzle order, type of vulnerability and cyclomatic complexity.
The complete set of puzzles used, their order, and associated questions can be found in the online repository
here: https://osf.io/2r4zx.
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Fig. 1. An example of a puzzle containing a blindspot. All puzzles were formatted similarly, with the context given first,
followed by an image of the code, and then asked to describe the code’s behaviour. Each puzzle was prefaced with the
scenario as context. The context would explain the general setup and use of the code section and provide examples, if
necessary, of its use case. It also noted that readers should assume all necessary permissions are given for execution.

3.4 Procedure

Following participant approval participants were sent an Upwork contract and an attached information
sheet. Participants were not told of the specific goal of examining blindspots in puzzles until data collection
was complete. See Figure 2 for the study pipeline.

Participants were sent an online Qualtrics link and could only participate if they provided full informed
consent. Participants completed the eight Python puzzles. They then completed demographic questions of age,
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Fig. 2. Study pipeline that participants experienced. All participants experienced the same survey flow with randomisation
in some sections.

gender, ethnicity, employment, and education. They were then asked to report general and Python-specific
programming experience.

After this, the cognitive measures were presented, randomised within each measure, with the first OVT
section, then the CRT measures, the GDMS questions, and finally, the second part of the OVT measure.
Once participants completed the cognitive measures, they were asked questions on cybersecurity, reporting
how much of their knowledge was self-taught or formally taught and the frequency with which they were
required to employ it. They were then given a debrief explaining the study’s true purpose, which was
followed by the same puzzles with explanations of the vulnerabilities to ensure participants were aware of
their potential blindspots. This concluded the study.

3.5 Analysis

Analysis was implemented through R 4.2.2, and data, analysis scripts, and instructions for reproducing the
results can be found here: https://osf.io/2r4zx.

Two model types were used: mixed-effect ordinal logistic regression (MOLR) and general linear regression
models. Where independent variables could vary across puzzles within participants (e.g., perceived confidence
of solving different puzzles), MOLR models with a dependent variable of puzzle accuracy and random effect
of puzzle were used to control for differences between participants and handle the nested data structure.
Where independent variables did not vary, such as test scores, linear regression models were used with
a dependent variable of total puzzle accuracy. The GDMS responses were subject to confirmatory factor
analysis to compute single scores for the rational and intuitive subscales. These models are the same as
those used by Brun et al. [10]. As with the analysis by Brun and colleagues, Bayes factors were used to
assess models that had non-significant effects to determine whether the absence of an effect is due to data
insensitivity (reflected in a value between .33 and 1) or a preference to accept the null hypothesis (a value
under .33).

Following this, we conducted power analyses by simulating new data to understand the minimum number
of participants for future confirmatory work and further explore the cognitive measures that are significant
predictors with larger samples.

Statistical power is the probability of rejecting the null hypothesis in favour of an alternative hypothesis
where a true effect does exist [39]. In lay terms, statistical power asks, “If I run my experiment 100 times,
how many times will I find a significant result?”. Power is a valuable tool for ensuring that research provides
meaningful results. A standard threshold for suitable power in experimental psychology is 80% [11], and it
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is modulated by the number of observations within the dataset used. As a result, experimental research
in software engineering must ensure that adequate samples are used. When using mixed-effect regression
models, data simulation is one method for determining statistical power for varying participant levels [39].

In our research, we ask an as-yet unanswered question: What are the plausible effect sizes and required
sample sizes to address psychological questions of software engineering? To do so, we frame the current
experiment as groundwork, providing the conceptual foundations for dual processing theory in software
engineering and highlighting the role of statistical power for meaningful research. Collecting a modest sample
provides the data and modelling opportunity to estimate the required scale of empirical work to address
psychological questions in software engineering. The motivation for answering this question stems from the
recognition that in psychology, many studies are not sufficiently powered, which has led to many findings
not replicating [43].

The data collected was used to simulate 740 unique and new observations. These were used to explore the
required participant numbers for suitable power. Original data were transformed by applying random noise
to independent variables to simulate new data. Noise was sampled from a range of one standard deviation
and randomly added or subtracted from the existing values. Values higher or lower than the possible variable
limits were set to the maximum and minimum values, respectively. Simulated data reflected the general
patterns observed by transforming independent variables and not dependent variables (i.e., accuracy) in this
way. This process was performed 20 times to create a novel simulated dataset with 740 observations.

To calculate statistical power, 1,000 iterations of each model tested the hypotheses using a random
subset of the 740 observations for each iteration. Iterations were conducted for sample sizes from 10 to
740 participants. Model coefficients and p values were extracted for all model terms. From this, power was
calculated for each sample size as the percentage of the 1,000 models that provided significant terms at the
.05 level. H1 was not included in the calculations because 37 participants provided ample power per the
preregistration.

Power calculations were conducted simultaneously using a High-End Computing Cluster due to their
computationally intensive nature. The calculations were performed using R 3.6.0, and scripts, data, and
associated files for reproducing these calculations are found at https://osf.io/2r4zx/.

The two methods of assessing data suitability and their effects, Bayes factors and data simulation, are
used to provide more information on the measures used and the value of dual processing theory. The power
analysis is in addition to the preregistered plan, as it is often conducted in the planning stages of a research
project. We include it here to motivate further research to ensure suitable sample sizes are used. It offers
the opportunity to use a larger sample derived from the existing data and determine potential effects. The
methods complement each other as Bayes factors rely upon the models created from the existing data to
determine how well the models perform, and the simulated sample offers a dataset larger than is reasonable
to collect in typical research.

4 RESULTS

The main hypotheses were tested using the data collected from the 37 participants, and then all the
hypotheses bar H1 were subject to power analyses. H1 was predetermined to be suitably powered using the
data provided by Brun et al. [10]. We report on the analysis of original data and power simulations in the
same subsections.
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Table 3. Percentage of correctly solved answers compared to the sample from Frederick (2005)

Score Frederick (2005) Present Study
0 33% 0%
1 28% 5.41%
2 23% 16.21%
3 17% 78.38%

4.1 H1: The Effect of Blindspot on Accuracy

To address the hypothesis that Python puzzles with an API blindspot will be more challenging to solve
than those without, a MOLR model was used, regressing the presence of blindspots against accuracy with
a random effect of participant. The data did not support the model, so the random effect was removed,
resulting in the simpler model, which was supported by the Bayesian Inference Criterion (BIC). The revised
model had a BIC value of 368.12 compared to the original 373.81.

The revised model was found to be significant, with the blindspot presence having a coefficient β of -1.26,
p < .001, giving an odds-ratio of .28, indicating that if a puzzle possesses a blindspot, the odds a participant
solves the puzzle incorrectly is 3.53 times more likely than solving it correctly. Participants in the present
study were more than twice as likely to solve puzzles without blindspots than reported in Brun et al. [10].

4.2 H2: The Effect of Cognitive Reflection

Comparing the CRT scores against the original findings by Frederick [23] in Table 3, our responses are very
different to the original findings, with a large majority successfully answering all questions. It is unclear
why participants scored so highly on measures that do not typically elicit high performance, but it may
be due to the use of generative AI language models providing answers. Testing this potential cause with
Chat-GPT found that six of the seven questions were correctly solved. As such, our findings should be
treated cautiously as they may not reflect the intended measure.

To address H2, that higher levels of cognitive reflection will associate with solving scenarios with blindspots
more effectively, a linear regression using both CRT and CRT-2 was deployed. Model examination suggested
removing the CRT term, leaving only CRT-2 as a predictor. BIC values indicated that the model using only
CRT-2 was preferable. The model using solely CRT-2 was non-significant, p = .077. The Bayes factor for the
model using both CRT variables compared to the null is .21, indicating that null hypothesis acceptance is
more likely than data insensitivity, but for the model with just CRT-2, the Bayes factor was .93, suggesting
that data insensitivity is far more likely than the null hypothesis.

4.3 H3: The Effect of Optimism and Confidence

To test the effect seen in Ivory et al. [33], that engineers are likely to see themselves as less likely to be
susceptible to including vulnerabilities in their work, the mean average of the OVT task was 125.84 (SD =
17.88), with a minimum score of 95 and a maximum of 155. A score of 100 would indicate individuals scoring
themselves as equally likely as the general engineering population, but the higher average score indicates
that the optimistic self-belief is persistent across samples. A one-sample t-test confirms that the OVT scores
significantly differ from an average score of 100, t(36) = 8.79, p <.001, with a large effect size d = 1.441.
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We hypothesised that developers who demonstrate realistic levels of optimism will solve scenarios with
blindspots more effectively than developers with higher levels of optimism, acting as a measure of system 1
processing. MOLR for accuracy scores with OVT, self-confidence, confidence in others, and random effects
yielded just a significant effect of self-confidence. This indicated a less complex model was appropriate using
just self-confidence and random effects, as the difference between the two models was not significant, p =
.792.

The model with only self-confidence was significant, with a coefficient of .21, p = .014, equivalent to
an odds ratio increase of 1.23, meaning that the odds of correctly solving a puzzle increase by 1.23 times
for each unit increase in confidence. This finding indicates that self-confidence is an indicator of correctly
solving puzzles containing blindspots. Testing the non-significant terms in the model, a Bayes factor of .01
was reported indicating that the null hypothesis is more likely.

4.4 H4: The Effect of Rational Decision Making

H4 hypothesised that developers with higher GDMS rational scores would solve scenarios with blindspots
more effectively. This was tested using linear regression, and the model was not significant, F(1, 32) = 1.61,
p = .214, indicating that rational decision making does not affect the detection of vulnerabilities. The Bayes
factor was .39, indicating data insensitivity.

4.5 H5: The Effect of the Intuitive Style of Decision Making

H5 expected that lower GDMS intuitive scores would associate with solving puzzles with blindspots more
accurately. Linear regression did not support this, F(1, 32) = .90, p = .351. The Bayes factor was .27,
indicating a preference towards the null.

4.6 H6: The Effect of Puzzle Attributes

H6 tested the non-directional statement that developers’ perceived ratings of puzzle difficulty, effort,
familiarity, and confidence would affect their ability to solve scenarios containing blindspots. The MOLR
model was found to be non-significant with no significant terms. The Bayes factor reported was .002,
indicating a strong preference for the null hypothesis, suggesting that perceived ratings did not influence
puzzle-solving ability.

4.7 H7: The Effect of Expertise and Experience

H7 stated that experience and programming ability would not affect puzzle solving, based upon previous
findings, and the hypothesis sought to replicate the finding by Brun et al. [10] and Oliveira et al. [51].
Linear regression with total puzzles solved as the dependent variable, with programming experience, Python
experience, and general programming familiarity as predictors, was not significant, F(3,30) = 1.83, p = .163.
The Bayes factor was .09, suggesting that no effect was more likely than data insensitivity. This supports
our hypothesis and confirms findings by Brun et al. [10].

4.8 H8: The Effect of Security Knowledge

H8 hypothesised that cybersecurity knowledge and experience would have no effect on blindspot detection.
Linear regression using cybersecurity experience and level of formal cybersecurity knowledge as predictors
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did not yield a significant effect, F(5,28) = .41, p = .840, and a Bayes factor of < .01 indicates a strong
chance of no effect being present, supporting our hypothesis.

4.9 Findings Summary

H1 sought to replicate findings from Brun et al. [10] that API blindspots in code would be harder to solve
than puzzles without, and we found a significant effect supporting this hypothesis. H2 tested dual processing
through cognitive reflection and found no significant difference for vulnerability detection, with contrasting
results from the two measures, failing to support the hypothesis; CRT responses were seen to be inconsistent
with expected responses, suggesting compromised data, but CRT-2 alone offered a Bayes factor of .93
indicating the non-significant difference was due to data insensitivity and not an absence of an effect. H3

tested whether a measure of optimism bias could explain detection ability, but Bayes factors indicated that
no effect likely exists, failing to support the hypothesis. H4 and H5 used measures of rational and intuitive
decision making to further explore dual processing, finding no significant differences, likely due to data
insensitivity. H6 is a replication from Brun et al.; no difference was seen for puzzle attributes. H7 and H8

were confirmatory tests of the findings in Brun et al., and no significant effects were seen for technical or
security expertise, supporting our hypotheses.

4.10 Simulated Samples for Power Analysis

Power calculations were derived from model simulations. Table 4 shows the required sample sizes needed
to achieve a statistical power of .80 and the expected effect (the average coefficient within the regression
model) achieved with appropriate power. Measures where no effect was detected, even in large samples
included: hypothesis 3, where the effect for OVT and confidence tends towards zero, as was also seen for
perceived effort in hypothesis 6. For hypothesis 8, the sample size is predicted to be over twice as large as
the simulated sample, assuming a linear relationship between sample size and power. For all other measures
used, they achieved statistical power within 740 participants, with seven of the remaining ten measures
achieving power in 203 participants or less.

H2: The large sample associated with the CRT suggests any effect is small and unlikely to have any
significant impact, whereas CRT-2 is likely to be more effective as a measure, with a .37 increase in accuracy
for every correct response to CRT-2.

H3: A unit increase in perceived self-confidence was associated with a coefficient of .16.
H4 and H5: For the GDMS scale, a unit increase in rational thinking results in a .26 increase in overall

accuracy, and a unit increase in intuitive thinking results in a .17 decrease in the total puzzles accurately
solved.

H6: For perceived difficulty, a unit increase in rating was associated with a coefficient of -.04, resulting
in a minor decrease in accuracy. For familiarity with functions, a .07 coefficient was reported, relating to
an increase in accuracy, and for self-confidence in a model with the terms of difficulty and familiarity, a
coefficient of .13 was reported.

H7: For Python experience, a small coefficient of .10 is seen, suggesting that for a unit increase in reported
Python experience, overall accuracy increases by .10, and for technical proficiency, a -.12 decrease is seen in
overall accuracy.
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Table 4. Potential effect sizes and samples reported from the simulation and power analysis. * = this duplicated measure is
the result of it being included in a second model from hypothesis 3, ** = the values for cybersecurity are based upon linear
regression predictions and assume a linear relationship between power, coefficient, and sample size.

Hypothesis Measure Coefficient Size Required Sample
2 CRT -0.18 698
2 CRT-2 0.37 93
3 OVT
3 Confidence-others
3 Confidence-self 0.16 63
4 Rational 0.26 179
5 Intuitive -0.17 371
6 Difficulty -0.04 694
6 Effort
6 Familiarity 0.07 186
6 Confidence-self* 0.13 88
7 Experience 0.10 144
7 Technical Proficiency -0.12 203
8 Cybersecurity Experience** -0.05 1517

H8: For cybersecurity experience, an effect of -.05 was detected, indicating a minimal decrease in overall
accuracy for each unit increase in experience.

5 DISCUSSION

We successfully replicated the finding that blindspot puzzles were challenging. This is true even for those that
cause well-known vulnerabilities, such as code injection or missing input validation. The effect we obtained
was statistically reliable and had a larger effect size than in the Brun et al. [10] paper from which the
materials were derived. We also replicated that technical expertise is not a predictor of vulnerability detection.
It also extended that study in two important respects - the potential mediating factors of psychological
variables and the modelling of effect and sampling requirements for relevant research studies.

5.1 Theoretical Support

We support the hypothesis proposed by Cappos et al. [13] by reporting on measures of dual processing
systems in decision making. The power analysis indicates that dual processing theory may be associated with
vulnerability detection. We saw no association for optimism bias susceptibility. For non-cognitive measures,
self-confidence in solving puzzles was associated with higher accuracy, as was familiarity with code functions.
The self-perceived difficulty was negatively associated. In contrast to Brun et al. [10], we saw a small positive
effect for Python experience and a small negative effect for general proficiency.

The successful replication of Brun et al. [10] and Oliveira et al. [51] is valuable, but it generates
further unanswered questions, specifically “What is it about blindspots that render software engineers less
capable of identifying them?”. From the cognitive science perspective, blindspots can be explained through
decision making styles, and the implications that intuitive versus rational approaches influence the mental
representation of the software problem. An intuitive approach (system 1 thinking) increases the likelihood
that the coding problem is not fully represented in their mental model, thereby creating the blindspot
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itself. More analytic and algorithmic thinking is expected to identify the puzzle issues and form a more
complete mental model that allows them to work toward a solution. Encouraging developers to create mental
representations of software security can help them to draw inferences around its success [34].

We find this explanatory framework very appealing and plausible. However, the evidence from the current
data is clearly somewhat mixed. The prediction from this above argument is that participants with higher
CRT scores would solve more blindspot puzzles (by virtue of deploying more system 2 thinking). The
data did not support this unequivocally. However, this may be due, at least in part, to the assessment of
CRT performance, which may have been confounded by AI use. Despite the rigorous review of potential
participants, data quality suffered in the CRT responses. It is unclear why a test that typically experiences
floor effects did not present any zero-score responses, with over 78% answering all questions correctly.
Participants may have used external resources like Chat-GPT to provide answers. The survey flow did
not state that participants could not use resources at this point in the survey. If this was the case and
participants were not being tested on their reflective abilities, no genuine conclusions can be drawn. As a
result, the CRT data may be contaminated and not provide valuable findings. Future work should ensure
participants know they cannot use resources to answer questions designed to measure cognition.

This study’s primary theoretical outcome is its support for the proposed paradigm of security vulnerabilities
occupying blindspots in our cognition [13]. By applying the dual processing theory [21], we used system 1 and
system 2 processing measures to explore the potential effects these have on detecting security vulnerabilities.
When interpreting results via dual processing theory, it is of little surprise that factors of technical expertise or
cybersecurity had little impact. One’s tendency to engage system 2 processing is a separate cognitive process
to declarative knowledge, and the cue required to suppress system 1 is not linked to general intelligence [75].
The finding that higher levels of rational decision making styles tend towards increased detection, and higher
levels of intuitive decision making tend towards decreased detection aligns with dual processing theory,
highlighting that developers who tend towards more rational, system 2 processing styles of decision making
are more likely to spot vulnerabilities.

We used two methods for assessing the data beyond the statistical modelling of the collected data:
Bayes factors, and data simulation. We used Bayes factors to explore the likelihood of null results being
a result of data insensitivity or that no effect is present. We also used simulated data to identify effects
collected from a larger sample. These methods offer a greater insight into the data, mitigate the limitation
of using a small sample size, and provide an enhanced understanding of the reported non-significant results.
Agreement between the two methods was found for the two measures that have an effect: CRT-2 and rational
decision making. Intuitive decision making has a weak Bayes factor of .27, and the evidence points towards
a potentially small effect existing. For measures of function familiarity and self-confidence, the sample sizes
identified via the power analysis (186 for function familiarity and 88 for self-confidence) suggest these are
also worth exploring in further research with larger samples.

The OVT was used to measure domain-specific optimism bias and to collect information on the likelihood
or strength of biases used during system 1 processing. Whilst an effect for overly optimistic views was seen
for the sample in general, it did not associate with detecting blindspots in any significant pattern. This may
be because, despite being domain-specific for software engineers, it is not specific enough when considering
Python code. It may also be that whilst it is a measure of optimism bias, it does not adequately capture
system 1 processing.
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Many of the effects we identify are relatively small, indicating that solely employing engineers based on
our findings would not solve security issues. The effects are more subtle and are indicative of the complexity
of software engineering. Reducing these complex behaviours into easy-to-capture aspects of cognition would
not be appropriate for determining who is assigned security tasks. However, they are an appropriate step
forward in understanding how to support software engineers in identifying vulnerabilities.

5.2 Implications

The primary outcome of this research is that it confirms that further work using this paradigm and dual
processing theory would benefit the software engineering community. Linking the theory to the paradigm
with preliminary results also provides opportunities to explore targeted interventions for improving system 2
engagement when interacting with software code. Prompting for security has been shown to have a positive
effect [30], but these changes are often short-lasting [80].

API developers should consider their role in supporting software developers, particularly with functions
that have security implications, such as cryptography or file handling. Documentation usability has long
been criticised as driving developers to look for information outside of official sources [26], resulting in
weakened software [3]. API developers should ensure documentation is clear, providing secure examples
[59] and not treating developers as security experts [4], as well as noting when functions are not secure by
default or where potential vulnerabilities may occur.

Our replication of the finding that programming experience, technical knowledge, or cybersecurity
experience have no significant effect on blindspot detection can be used to help educate developers about the
dangers of thinking that these factors will help them produce high-quality, secure code. By targeting these
ideas and delivering the message that intuition is not a positive trait to possess during security-essential
tasks, developers can be made aware of the need to engage in reflective and critical thinking styles during
security phases.

Companies that can do so should employ or delegate security testing to specific teams or individuals
whose primary role is security-focused. Typically, developers are seen to prioritise functionality over security
when tasked with both [6], and an absence of clearly defined roles for security can lead to a diminished
sense of responsibility for ensuring software is secure [32]. Identifying specific security roles can reduce the
presence of conflicting tasks, allowing for enhanced security focus, which may increase reflective thinking
around security. Not all software projects can employ additional staff as security testers, but even assigning
protected time where security is the sole focus can help boost deliberative thinking about security.

The indication that decision making styles may affect blindspot detection (as seen through the data
simulation and power analysis) has implications for those involved in writing or reviewing code. The notion
that increased rationality and decreased decision making are associated with greater detection of blindspots
suggests that interventions should account for these differences. The findings do not suggest that those
who report lower rational decision making styles are ill-suited for security tasks, as dual processing theory
highlights a difference in the cue strength that causes system 2 to intervene during the decision making
process.

Research from domains where decision making is critical, such as medical and clinical diagnostics, has
previously explored potential interventions for enhancing rationality. These interventions include cognitive
forcing strategies [15], which promote the development of internal models through learning metacognitive
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processes, recognising biases and where they may occur, before applying mental or physical checks to ensure
developers are accounting for these biases. For software engineering, an example of a cognitive forcing
strategy would be to provide materials and workshops to teach engineers about decision making theories
and heuristics and biases. Providing context for specific biases, such as confirmation bias during testing
stages [66], and the importance of using metacognitive awareness of planning non-confirmatory tests to
identify edge cases and vulnerabilities more easily can increase awareness over decision making approaches.
Cognitive forcing strategies are naturally individual and account for individual differences in default decision
making styles. Those typically more intuitive may favour physical checks such as checklists that encourage
rational thinking. In contrast, more nuanced prompts may suit those predisposed to more rational styles.

Diverse perspectives may also be beneficial in engaging more reflective thinking styles. A catalyst for
engaging system 2 processing can be peer communication [69], as it allows for greater exploration of potential
viewpoints and reduces potential biases. Aligning with different social identities, such as those shared by
software users, can enhance feelings of responsibility [32], which can also result in decisions being taken
that account for others [38]. By acknowledging these views, developers may look at software code differently,
allowing them to identify security vulnerabilities that would otherwise be missed.

5.3 Research Implications

The power simulations suggest cognitive reflection has a potential link to blindspot detection. This implication
is less evident than expected from the data, as participants scored higher on both tests than previous
research would suggest. The simulation found a negative association for CRT and a positive association for
CRT-2. These findings are incongruent as they are intended to measure the same cognitive dimension. As
a result, it is not easy to draw meaningful conclusions from the findings without being too selective as to
the interpretation. If, as previously suggested, AI was used to answer the questions, then the data and the
models offer no real insight. As such, we decline to provide any strong discussion over these findings.

Appropriately powered studies have been an issue in psychology research as a history of inadequately
powered research has rendered many published results inaccurate [8], with only around 40% of results
being reproducible [53]. This issue is not limited to psychology research but has been explored in security
research, with a similar absence of well-powered studies being detected [54]. We emphasise the importance
of conducting a priori power analyses and demonstrate methods for doing so (small samples followed by
data simulation).

The study and data simulation exposes methods for software engineering research to ensure that empirical
research is suitably powered to identify true effects. Previous research that applies psychologically motivated
ideas towards security (such as cognition, working memory, or prompting) has used sample sizes between 40
and 138 participants. In the present findings, we report requiring samples between 93 and 179 to detect
the larger psychological effects. From this, we encourage future work in this domain to use simulations or
previous findings to determine the minimum sample sizes needed. Alternatively, refining the measures and
experimental conditions to increase the effect sizes through controlling the environment can reduce the
sample size required.

It is also recognised that the sharing of data by Brun et al. [10] is a positive contribution to the software
engineering research community, as they provide validated materials, enabling further research to compare
findings more directly [78]. Software research typically deploys non-standardised tasks that make comparisons
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with other research more difficult. Sharing data and materials helps to standardise software security research,
making findings more comparable across studies.

5.4 Limitations

One of this study’s main limitations is the sample size of 37 participants. With a modest and knowingly
underpowered small sample, the results should be treated cautiously, and this is recognised and handled in
two ways. The first is through the conservative discussion of the results and their implications, focusing more
on the support the findings provide for the “vulnerabilities as blindspots” paradigm [13]. By deliberately
keeping the discussion from translating findings to practical application at this stage, we recognise the limits
of the research. The second is the inclusion of the simulation of 740 novel observations. With the simulated
data, statistical power was calculated for future research, and combined with the provision of all research
materials, this provides a clear path for confirmatory studies.

The sample was collected online using Upwork, an online freelancing platform criticised for potentially
including inexperienced or low-quality participants [48]. So, to ensure data quality, we used multiple resources
to verify participants’ experience as programmers, and they were asked screening questions about this
experience and prompted for further details if initial responses were not satisfactory. Their freelance profiles
were also checked for previous work and experience; GitHub or other linked public sites were checked
or requested if missing, along with any other resources available to check suitability. Finally, applicants
suspected of responding using AI-generated content were declined, along with those who could only provide
information limited to academic settings, as student participants were not used. As a result, only 29.37% of
applicants were accepted.

5.5 Future Work

The obvious and initial development would be to carry out a suitably powered confirmatory study. For most
cognitive measures collected, a minimum sample size of 203 participants would be required to achieve a
statistical power level of .8 (giving an 80% chance of detecting a true effect if it exists). A sample of around
100 would be sufficient to capture the stronger effects measured.

Other developments that warrant further exploration are to remove measures that likely hold no predictive
value and explore other measures in their place, such as the Need for Cognition scale [12], a measure of an
individual’s tendency to engage in cognition during decision making.

Additional opportunities exist to test the effectiveness of psychological interventions for reducing software
engineers’ blindspots when producing or interacting with software code. Previous research has shown the
benefit of short-term interventions such as nudging [49], but longer-term interventions should be explored or
developed to promote the persistence of security behaviours, such as cognitive forcing.

6 RELATED WORK

This study builds upon a previous programme that posits software vulnerabilities are often missed by
engineers as the vulnerabilities occupy cognitive blindspots [13]. Support for this idea came from Oliveira
et al. [52], who tested the effect of priming engineers to review data for security. Following this, other studies
explored cognitive aspects of blindspot detection using Java [51] and Python [10]. Both studies supported the
paradigm, particularly for the underlying hypothesis that security vulnerabilities are difficult for engineers to
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detect. Our research extends the paradigm by applying dual processing theory [21] and measures of system
1 and system 2 processing to the hypothesis.

The remainder of this section provides context for our research regarding cognition research in software
engineering, API security, and the use of dual processing theory in other applied domains.

6.1 Cognition and Software Engineering

Within software security, an increased focus has been placed on the cognition and behaviours of those
involved in software creation [24]. Security is perceived as a reactive, event-driven process [41] with little
priority over functionality [40]. The reduced perceived importance of security and its temporal association
with specific events (as opposed to procedural, proactive workflows) means that it is less likely to be at the
forefront of an engineer’s mind during decision making, aligning with the dual processing theory.

Using prompts to encourage secure coding is of some benefit. Prompting can be the cue required to
engage system 2 processing and override or suppress system 1. Simple interventions of requesting security
have demonstrated their power in improving security with a broad range of populations, including students
[50], freelancers [49], and professional developers [48]. Prompting can also work more subtly, such as asking
engineers to write design specifications before writing secure code [30].

The cognitive load demanded by software development is significant and diverse, with requirements
including functionality, performance, usability, and security, amongst others [63]. Cognitive load research in
secure software development is limited, but manually conducted reviews and tests would likely overload
cognitive capacities, resulting in increased presence of software vulnerabilities [19].

Biases within software security have been explored previously and aid in explaining many common issues
[44]. One commonly reported bias is optimism bias, which is found in many forms, such as underestimating
time requirements for projects [45], downplaying security threats [42], or reduced concern over software
security [33]. Other biases include confirmation bias, where individuals seek information that confirms
internal hypotheses rather than disprove them [73]. Confirmation bias is seen as an issue in software testing
[66], as engineers may be less motivated or capable of applying non-confirmatory tests on edge cases, where
vulnerabilities often lie. Biases result from system 1 processing, and their noted prevalence in software
engineering research highlights just how common this processing is.

Research into cognition and psychology surrounding software engineering has explored ideas relevant to
understanding security behaviours. We contribute to this existing research by applying a theory of decision
making that aligns with work by others [10, 13, 51], highlighting its potential to explain behaviours observed
surrounding software vulnerabilities.

6.2 API Usability and Security

API usability research explores how their design affects a user’s performance and how it impacts software
security [46]. API misuse is a significant issue within software development, with nearly 90% of Android
applications possessing at least one cryptographic API fault [18]. This section highlights three issues found
in usability research about security.

One of the core issues identified as reducing API security usability is an absence of documentation. This
absence affects an engineer’s awareness of the security of API functions. It has been highlighted that where
documentation is difficult to read or too low-level in detail, engineers must read a lot of documentation to
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understand basic principles and ensure their API use is secure [47]. Others also found that the absence of
easy-to-use documentation resulted in functionally correct but insecure software [27]. While simpler APIs are
more secure than complex APIs, good documentation can moderate API complexity [1]. API documentation
should be written in the most precise and simplest terms possible, making default behaviour (whether secure
or insecure) explicit to ensure API users are not required to become experts before use [58]. Despite this,
API developers assume user expertise [14], which is at odds with the finding that many developers use APIs
for functionality over security [29], and APIs that do not reflect this behaviour, perhaps by requiring users
to specify security settings, are more likely to be used insecurely. In the opposite direction, developers expect
APIs to be secure by default [57], reflecting their lack of expertise in the API and their desire to get their
software created with minimal effort.

The API creator’s intent affects how it is expected to be used [64], and misunderstandings can result
in the API being used incorrectly. How an API is designed makes a difference in how it can be used, and
the absence of high-level information makes the intentions harder to grasp. Usability can be reflected in
the examples provided for function use in documentation. Where a mismatch between an example and a
user’s desire is seen, this creates friction during the learning and usage process. This lack of actionable or
easily-used examples can cause issues for engineers, who seek answers elsewhere instead of relying upon
official documentation, such as online forums, including StackOverflow [79]. Security solutions from online
forums can be functionally correct yet insecure, particularly compared to official documentation, which is
more secure but typically more challenging [2].

Our research explored how cognition and dual processing theory affect the ability to comprehend API use
within existing code. The research above highlights the issues developers face, with the clear and actionable
goal of producing simpler documentation, as it reduces extrinsic cognitive load and offers clear pathways for
engineers. We complement this by highlighting how individual differences amongst software engineers can
affect the ability to use this information and detect blindspots.

6.3 The Application of Dual Processing Theory

We present the first study into secure software development that explicitly uses dual processing theory to
interpret the results. Within software engineering, the theory’s potential has been discussed [see 60, 61, 65],
but it has not been empirically tested.

Previous research has applied the theory to other domains where decision making is critical, such as
in medical applications [17], suggesting that symptoms may be overtreated in situations of uncertainty
due to a reliance on system 1 processing. The overtreatment may result from clinicians wishing to reduce
potential negative emotions from a decision. In nursing, dual processing theory affects decisions in clinical
environments [56].

Dual processing theory has been applied in academic contexts with students exploring experimental
models [72]. When evaluating incorrect models, presenting students with additional information can provide
a sufficient cuing mechanism for engaging system 2. Financial literacy is also moderated by intuitive versus
rational decision making, where intuitive, heuristic-based decisions reduce a person’s financial performance
in stock market simulations [25]. Dual processing theory applies to various domains where decision making
is critical, and it stands to reason that software security is no different. Our findings lend support to this
position.
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7 CONCLUSIONS

We report on a study that assessed the viability of using the dual processing theory of decision making [21]
to explain why software vulnerabilities are often missed during code review. This research advances the
paradigm that security vulnerabilities often exist as cognitive blindspots [13]. System 1 and 2 processing
measures were used alongside Python puzzles containing blindspots.

Our findings suggest cognitive reflection and rational decision making are linked to better performance,
whereas intuitive decision making is negatively associated. We support previous findings that technical
experience and expertise do not affect blindspot detection. The results are discussed for the support they
offer the paradigm and potential ways the findings could be utilised in practical settings once validated with
confirmatory research. This study provides the foundations for further work in providing software engineers
with psychology-based interventions that are not restricted to programming languages, environments, or
IDEs but are grounded in their cognitive competencies.
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8.1 Statement of Continuous Thesis Summary

“We can be blind to the obvious, and blind to our own blindness” - Daniel Kahneman,

2011

This chapter applies measures of dual processing towards vulnerability detection in

Python code to explore the suitability of the theory for explaining the variance observed

in differences in vulnerability detection. This chapter tests the hypothesis that software

vulnerabilities occupy blindspots in our cognition (Cappos et al., 2014) and extends it by

applying measures of decision making to assess whether intuitive and rational thinking

styles alter detection success. I replicate previous findings from Brun et al. (2023) that

code containing blindspots is more challenging to solve, and I then assess the suitability

of cognitive measures for explaining variance in vulnerability detection.

In the modest sample of 37 participants, I confirmed previous findings that blindspots are

difficult to detect, and that technical nor security expertise significantly improve

vulnerability detection. No significant effects in this sample were detected to support dual

processing theory. However, Bayes factors indicate that many of these non-significant

findings are due to the low sample size and data insensitivity instead of a preference for

the null hypothesis. This modest sample is used to simulate 740 novel observations, and a

power analysis is conducted on this dataset, offering potential effect sizes and minimum

sample sizes required for investigating psychological dimensions within secure software

development. For CRT-2, an effect in the expected direction is observed in a simulated

sample of 93 participants. Rational and intuitive decision making styles are also seen to

support the general hypothesis for samples of 179 and 371 participants, respectively, and

both are in the expected direction to support the dual processing theory. That is,

increased rationality was associated with increased detection, and higher intuitive styles

were associated with lower detection rates. The findings from the groundwork sample,

Bayes factors, and power simulation further evidence that conducting psychological

research in the software engineering domain is complex, and potential associations are
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likely masked by the environment itself. This chapter offers valuable research-related

implications for other software engineering researchers, such as the need for sharing and

standardisation of software behaviour measures and the role of power analyses to ensure

sufficient research quality. The power analysis indicates that some significant effects are

detected in modest samples, and further research should control the experimental setup

carefully.

This chapter highlights the potential value of dual processing theory for software

engineering research by conducting a groundwork study supported by a simulated dataset

to determine likely effect sizes and directions of measures. The findings support the idea

that dual processing is a valid theory to interpret security behaviours in software

engineering. Increased system 2 use has been correlated with defect detection for

functionality (Buffardi, 2023), and it is recognised that software development requires

intensive cognitive engagement (Rauf et al., 2021) which emphasises the requirement for

system 2 engagement.

8.1.1 Contribution to Thesis Argument

This chapter contributes to the thesis by empirically investigating the role of dual

processing theory in the practical task of detecting security vulnerabilities in code. While

previous chapters explored cognitive reflection and social identity through self-reported

behaviours and thematic analysis, this chapter provides direct evidence from code

comprehension experiments, reinforcing the argument that System 2 (reflective) thinking

improves vulnerability detection, whereas intuitive (System 1) thinking may hinder it.

The replication of blindspot challenges in vulnerability detection further grounds the

theory in software engineering practice.

Despite a modest sample size limiting statistical power, the simulated data and power

analyses offer valuable guidance for future research design, highlighting the complexity

and demands of psychological research within software engineering contexts. These

findings support the claim that cognitive styles, particularly the engagement of reflective
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reasoning, are fundamental to secure software development behaviours.

By extending dual processing theory to the concrete domain of code comprehension, this

chapter demonstrates that psychological constructs can be meaningfully integrated with

software engineering tasks. It exemplifies how a behavioural science approach can offer

new interpretations of persistent challenges in secure coding – specifically, that many

security vulnerabilities remain undetected not because of technical failure but because of

cognitive blindspots. Readers are encouraged to see this work as a bridge between the

psychological sciences and empirical software engineering, contributing to a more

complete, interdisciplinary account of secure development behaviour.

Together with earlier chapters on cognitive and social dimensions, this chapter

strengthens the interdisciplinary framework underpinning the thesis: that security-related

software engineering behaviour is best understood through integrating cognitive

psychology and social identity theories with traditional software engineering concepts. In

doing so, it reinforces a key claim of the thesis: that psychological and social dimensions

are not peripheral to software engineering but central to understanding and improving

developer behaviour.
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9 General Discussion

Secure software development is not trivial, and software engineers face many competing

factors, of functionality, usability, performance, and, importantly, security (Rauf et al.,

2021). Despite a plethora of available support, including tools and documentation,

engineers continue to produce insecure software (Weir et al., 2020b). Software is the

by-product of human behaviour (John et al., 2005), and it can be hypothesised that

individual differences and personal perceptions influence how software security is

implemented. Based on these foundations, the thesis was designed – through empirical

study – to investigate and illuminate the spaces between secure software development and

those who attempt to develop it. This chapter integrates the specific work packages and

reflects on the broader interpretations and conclusions.

The core of this thesis comprises five research chapters, covering five research studies that

investigated the influence of cognitive and social psychology on secure software

engineering behaviours. The thesis used a phased work plan. Phase 1 explored the soft

skills relevant to software development. The findings were synthesised to emphasise

potential latent psychological theories that could describe or predict variances in soft skill

competencies. Moreover, two critical theories were identified, social identity theory

(Abrams & Hogg, 1990) and the dual processing theory of decision making (Evans, 2003),

as potentially fruitful theories to test because they offer explanations for why insecure

behaviours persist. Phase 2 then tested these theories against security perceptions and

secure coding behaviours.

Analysis of the literature demonstrated that relatively few empirical projects have applied

contemporary psychological concepts to software development scenarios. Adjacent areas

to the thesis were identified, such as cognitive bias (Mohanani et al., 2020) and working

memory (Brun et al., 2023), with working memory being linked to learning programming

(Prat et al., 2020). However, as far as can be established, minimal empirical work

addresses dual processing theory or social identity concerning secure coding behaviours.
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Starting with soft skills, which are more familiar concepts to software engineers, phase 1

helped inform and shape the choices of psychological theories that are likely to have the

most impact on software engineering, as well as providing assurances that the research

implications are relevant.

9.1 Summary of Results

In the first research paper, Chapter 4, a survey study investigated the valued soft skills of

CS graduates to identify where these skills were developed. The CS sample was compared

against psychology graduates. The latter group provided a comparison in that nearly 80%

of CS students enter software engineering employment (Association of Graduate Careers

Advisory, 2022) after their undergraduate degree. In contrast, psychology graduate

employability is more diverse and psychology-specific careers typically require further

study (Stamms et al., 2016). CS graduates reported that skills of problem solving,

analytical thinking, and methodical thinking were developed during education, whereas

more workplace-oriented skills, like leadership and teamwork, were associated with

employment. In contrast to psychology graduates, CS graduates placed greater value on

team skills. Key skills required for security included communication, responsibility,

problem solving, critical thinking, decision making, flexibility, initiative, innovation, and

organisation.

Chapter 5 reported on two convergent studies. In study one, I conducted a multi-site

interview with CS educators to understand their perceptions of soft skills and how these

skills are integrated into core modules. Valued skills embedded within the modules were

separated into cognitive, social, and professional skills. Students were perceived to be

initially resistant to the idea of soft skills, and changes in this are event-driven, typically

through industry exposure. Study two extracted the soft skills embedded within curricula

information, which found frequent mentions of teamwork, communication, professional

skills, ethical thinking, critical thinking, and problem solving. Soft skills were often found

in proximity, indicating they were taught or assessed in the same modules. The
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exceptions to this were problem solving and autonomy, which were closely tied to

programming, and software engineering was linked to teamwork and communication,

highlighting the social nature of how software engineering is taught.

In Chapter 6, security and risks in software engineering were investigated as a function of

measures of cognitive reflection, risk aversion, and unrealistic optimism bias. An

interaction between cognitive reflection and unrealistic optimism for uncertainty-based

language was identified, suggesting developers spoke about risk in complex ways. High

optimism and reflection indicated greater uncertainty awareness and more pessimistic

views reduced uncertainty as cognitive reflection increased. In general, developers were

typically over-optimistic about personal susceptibility towards security vulnerabilities.

Chapter 7 focused on rich text responses from the same data as Chapter 6 and subjected

them to a thematic analysis. Three core themes of Responsibility, Optimism, and Risk

were identified that emphasised nuanced ways of interpreting security and risk sensitivity.

These themes are characterised with respect to social identity theory, highlighting its

applicability for software engineering. Responsibility was interpreted in numerous ways,

through diffusion, displacement, or acceptance. Similarly, developers assessed risk through

direction and a personal appetite for uncertainty.

In Chapter 8, dual processing theory was applied towards a code comprehension task to

test the hypothesis that software vulnerabilities exist as cognitive blindspots. This

chapter offered the first experimental exploration of dual processing theory in secure

software engineering. Previous findings of Brun et al. (2023) were replicated – that

blindspots are hard to detect, and that technical and security expertise have little effect

on detection rates. Statistical power analyses indicated that dual processing theory has

potential for successfully interpreting secure coding behaviours.

9.2 Answering Research Questions

Two research questions were posed to structure this thesis:
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1. What non-technical skills (or soft skills) are valued within computer

science and software engineering?

The first question is answered using the phase 1 findings. The non-technical skills valued

by both graduates and educators align, and the most valued skills from each study are

reported in Table 2. From this, all three studies unanimously identified communication,

teamwork, critical thinking, and problem solving. These four skills can be grouped into

social dimensions (communication & teamwork) and cognitive dimensions (critical

thinking & problem solving).

Soft skills represent one dimension distinguishing between good and exceptional software

developers (Capretz & Ahmed, 2018), and the thesis findings corroborate and extend

previous research that reports the value of communication (Ahmed et al., 2012b;

Montandon et al., 2021), teamwork (Groeneveld et al., 2020b; Jia et al., 2017), problem

solving (Florea & Stray, 2018; Matturro, 2013), and critical thinking (Matturro et al.,

2019).

Skill Chapter 4 Chapter 5a Chapter 5b

Communication
Critical Thinking
Problem Solving
Teamwork
Ethical Thinking
Conflict Management
Professional Skills
Reading/Writing
Responsibility
Time Management

Table 2
The skills identified in Chapters 4 and 5 as being important for software learning
development. 5a refers to study one, and 5b to study two in Chapter 5. This graph is
replicated from the Statement of Continuous Thesis Summary in Chapter 5.

2. Can psychological variables and constructs shape security behaviours

within software engineering?
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The second question is answered throughout the research chapters, offering diverse

findings and implications in sections 9.3 and 9.4. Here, I provide more detailed answers to

this question, offering contributions to theoretical, practical, and research

implementations for improving secure coding behaviours.

The soft skills identified in phase 1 were synthesised into latent theories of social identity

and dual processing. The interaction identified in Chapter 6 suggested a complex

relationship between perceptions of security risks and cognition, highlighting that the

uncertainty awareness of developers is not linearly tied to measures of cognitive reflection.

Chapter 7 explored the same dataset quantitatively and identified the role of social

identity influencing responsibility around software security. Responsibility is identified in

Chapter 4 as a valued soft skill, and Chapter 7 reinforces this with social identity

interpretations integrating responsibility, communication, and group work. In Chapter 8,

the relationship between cognition and vulnerability detection was variable; the

groundwork sample demonstrated minimal support, but further analyses indicated this

was likely due to sample size. These findings suggest that while cognition and social

psychology can explain variance in secure coding practices, the relationship is complex

and further research requires careful control of possible confounds.

9.3 Theoretical Implications

Calls have been made for more psychology research within software engineering and

greater integration of psychology and software engineering research (Acar et al., 2016b;

Capretz & Ahmed, 2018), and my thesis answers these calls. The research chapters are

preprinted and have all been published or submitted to peer-reviewed venues to increase

the visibility of the work conducted in this area. The thesis delivers research findings

based on two contemporary psychological theories, responding to the call by testing

empirically cognition and social identity within secure software engineering.
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9.3.1 Soft Skills and Pedagogy

The findings from phase 1 offer complementary perspectives on how software engineers

are exposed to soft skills during their education. Using standardised definitions for

otherwise ephemeral concepts, phase 1 identified the most valued soft skills through a

triangulation process. The findings speak to the possibility that the soft skills gap

(Akdur, 2021) is affected by the student’s reluctance to embrace the value of soft skills

until they experience the need for them, rather than a misalignment between industry

and educator expectations. These findings indicate the experiential impact of coming face

to face with soft skills in more professional contexts. These event-driven catalysts are

seen in other learning domains too, supporting the idea of event-driven development.

Exposing secondary school students to practical data collection engages them in the

activity and increases their motivation for tasks involving their own data compared to

pre-existing data (Martin et al., 2010) Similarly, medical trainees are often exposed to

practical experience as early as possible to develop their skills (Sawyer et al., 2015).

9.3.2 Cognitive Psychology Applications

This thesis in not the first place where dual processing theory has been applied towards

software engineering, but much of the literature was published “in parallel” with the

thesis. This work has been primarily conceptual rather than empirical (e.g., Petre, 2022;

Pretorius et al., 2018; Robins, 2022), with one empirical study correlating cognitive

reflection against functional defect detection (Buffardi, 2023). To my knowledge, this

thesis is the first empirical application of dual processing theory within secure software

development, but the existing work offers support to the notion that it is a suitable

theory to apply toward decision making in secure software engineering.

In Chapters 6 and 8, I applied the theory to make quantitative predictions, supported by

subsequent analysis. Specifically, Chapter 6 establishes an interaction between optimism

bias and cognitive reflection for security perceptions, indicating that the psychological

theories that often demonstrate clear effects in general populations are more nuanced in
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applied contexts. Similarly, Chapter 8’s power analysis evidenced the need for large

samples to detect effects related to dual processing, or precise empirical measures to

reduce noise. However, in some cases, the data tended towards accepting the null

hypothesis (that dual processing has no role in predicting security behaviours), reiterating

the uncertainty and nuances of software engineering psychology.

These findings raise the question, “Why is the effect more nuanced than in standard

psychology experiments?”. One answer is that no direct link between dual processing

decision making exists, and secure coding simply is very complex. Another answer lies in

the research approach, where the designs used so far were not sufficient for isolating

decision making states from other influences in secure coding. The thesis cannot fully

answer this question, but next steps (as outlined in 9.8) would suggest that the causal

nature of dual processing needs to be tested to provide better answers to this question.

The findings align with previous work, where software development requires cognitive

effort (Rauf et al., 2021), which demands system 2 engagement and consequently means

that it is being deployed in competing contexts such as for functionality as well as

security. System 2 engagement correlates with increased defect detection for functionality

tests (Buffardi, 2023), supporting the thesis findings for the relevance within secure

contexts.

9.3.3 Social Psychology Applications

Chapter 7 highlights how responsibility for security can be conceptualised through social

identity theory. The thesis findings offer support for diverse social identities existing in

secure software development and for interpreting how social identity may influence

approaches towards responsibility and risk acceptance. Rauf et al. (2022) identified that

security perceptions in developer communities are not homogenous, and in explorations of

freelance communities, Rauf et al. (2023) identified diverse ways in which these

perceptions manifest. Security cultures and motivations for security use range from

internal motivators, such as feelings of responsibility, to external requirements, such as
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app store policies. It was also seen that some freelancers do not consider security as a

concern, citing reasons including that security is only necessary for large projects, or that

their processes are already secure enough. This work, published in parallel with the PhD

(while Chapter 7 underwent peer review), provides supporting evidence for the findings in

Chapter 7. The thesis focuses on examining these security perceptions through the lens of

social identity, enabling a greater interpretation of why these perceptions may exist

within the freelancer community. The thesis leverages pre-existing, well-researched

psychological constructs for investigating causal relationships between social groups and

security thinking.

The success of group-based work is about more than just social factors of communication

and group management. Group diversity, in terms of individual cognitive differences, can

be valuable for the balancing of perspectives (Shreeve et al., 2022), and this diversity can

offer opportunities for greater engagement in more reflective thinking (Coffeng et al.,

2023). Developers are encouraged to seek multiple perspectives while secure coding to

increase deliberative thinking.

9.4 Practical Implications

The practical implications and applications of this thesis are diverse due to the research

approach. They also differ in terms of their realistic “delivery schedules”. That is, some

are more speculative than others, and some are more fully formed. They include

opportunities to improve curricula, promote security behaviours from freelancers, and

educate current and developing engineers about the possible dangers of working

intuitively and its impact on secure code.

It is worth reiterating a point made in Chapter 8 that the findings from phase 2 should

not be used as performance indicators or recruitment metrics. Instead, the thesis

emphasises the need for multiple perspectives within software development, from ranges

of cognitive styles to the strength of social identities. These provide a balancing of

perspectives, and if all developers presented homogeneous cognitive states and social ties,
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then only technical expertise and experience would predict secure coding, which Chapter

8 indicates is not true.

9.4.1 Curriculum Design

Findings from phase 1 offer implications towards curriculum design. Problem solving was

strongly linked to graduates’ education, suggesting the undergraduate programme delivers

this skill well. However, social communication and teamwork skills were reportedly not

associated with education. A larger issue exists within education, in that educators need

to teach what students prospectively need, and this can change dramatically over the

course of an individual’s career. What an educator was taught is not necessarily what

they should teach. This emphasises the importance of teaching principles rather than

declarative information because this supports flexibility in preparation of the future.

Chapters 4 and 5 suggest incorporating project-based learning with involvement from

industry partners to speed up the recognition of soft skill’s value, allowing students a

controlled environment to practice these skills. Natural language processing approaches

can be utilised to check curriculum material for soft skill distributions and ensure they

are embedded across the course.

In Chapter 5, educators emphasised that ethical thinking is often taught in an overt,

direct way and forms an integral part of the curriculum, a reflection of the inclusion of

ethics in the SE2014 (Ardis et al., 2015), SWEBOK (Bourque & Fairley, 2014), and

CyBOK (Rashid et al., 2021). However, Chapter 4 showed that graduates place a low

value on the importance of ethics. The reasons for this are unclear, but it may be due to

differences in how education and industry understand ethics. Even frameworks such as

SWEBOK state that staying abreast of contemporary ethical standards is the individual’s

responsibility, and the academic equivalent, SE2014, indicates educators should ensure

students are familiarised with the ACM/IEEE code of ethics without further scaffolding.

To mitigate this, educators and industry partners should work together to identify the

necessary ethical components, offering enhanced support for student’s ethical awareness
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and development.

9.4.2 Closing the Temporal Gap

Chapter 5 finds students do not always recognise the value of soft skills, avoiding

development opportunities or disengaging with course content on their topic, and this is

potentially reflected in the finding that despite teamwork and communication being

taught and emphasised within core module content, graduates report it as being

developed outside of education. These findings echo the event-driven nature of soft skill

development, pointing to the need for educators to provide these catalytic events.

Educators should seek to develop activities that require genuine team elements with a

strong, practical, and industry-applicable motivation.

9.4.3 Rewards for Secure Coding

Chapter 6 suggests that reward systems can be implemented to engage engineers in

reflective or critical thinking to boost secure coding. Rewards can increase personal

motivation to achieve quality work, which typically involves greater cognitive effort

(Kunda, 1990). Reward systems do not need to be financially based when working with

freelancers, as public recognition through gamification (such as profile badges) can be

used to increase traffic to freelancers recognised for producing secure code. Lopez et al.

(2018) explored the use of badges and points on StackOverflow, finding that they are

beneficial for increasing engagement. Other methods exist for the improvement of security

awareness through gamification, such as the Motivating Jenny project (Lopez et al.,

2020b) who presented game-based interventions for raising security awareness in developer

teams.

9.4.4 Increasing accountability

Chapter 7 highlighted how responsibility is framed and that social identities can lead to a

reduced acceptance of personal responsibility. Management should emphasise a top-down

security culture and enable freelancers or temporary staff to share these values, leading to

greater individual responsibility. Methods for ensuring freelancers adopt similar social
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identities are beyond the scope of this thesis but making security a substantial part of an

organisation’s branding, certainly during recruitment, can reinforce this value as being

required for potential employees. Increasing accountability of individuals can be used to

enhance the awareness of risk directed to oneself, which would also boost responsibility.

Similarly, ensuring developers are cognisant of their users and reducing the social distance

between developer and user may also increase personal responsibility for secure coding.

9.4.5 Educating engineers on decision making styles

In Chapter 8, I replicated the finding that programming experience and technical

knowledge have little effect on software vulnerability detection and found indications that

dual processing theory can explain individual differences in vulnerability detection.

Educators can use these findings to educate CS students (and current developers) about

the dangers of assuming that technical knowledge guarantees secure software. Teaching

these populations about how intuitive decision making is not the best approach for

writing code, can be used to increase developers’ awareness of the need to engage in

reflective and critical styles of thinking.

9.5 Final Thesis Structure

As noted in the Chapter 3 statement, there are differences between the intended thesis

structure proposed in Chapter 3 and the final thesis structure. Namely, three major

differences are worth discussing.

1. The work plan in Chapter 3 mentioned three phases, but the thesis only mentions

phases 1 and 2. Phase 3 comprised methods for disseminating research through a)

seminars, workshops, and tutorials and b) research publications. As of thesis

submission, two chapters are published in peer-reviewed venues, and four are

published on preprint servers while under peer review. Phase 3 intended to cover

intervention development to raise awareness of psychological dimensions in

pedagogy, but it was not possible to incorporate this into the programme due to

resource constraints.
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2. The intended plan had a student interview study in phase 1 that was not conducted.

The primary reasons for this omission were finite resources and an initial naïvety

about the investment that would be required. In addition, the thesis timeline did

not align with a schedule to follow a cohort throughout the academic calendar and

ideally over multiple years. This timeline was not possible and would have detracted

from the feasibility of what was undertaken. Phase 1 findings indicate that this

study is still beneficial to thoroughly test the idea that the skill gap is attributable

to student misconceptions.

3. The intended phase 2 plan mentioned three studies, and the final phase 2 work only

contains one of these studies, with Chapters 6 and 7 being defined as a “standalone”

study. Again, naïvety accounts for the absence of debugging and database creation

tasks. That is, there are reasons why some empirical paradigms are currently rare in

the research field. The methodological development of stimuli and protocols is

neither straightforward nor quick. Nonetheless, the final thesis outcome still

provides empirical substance, breadth, and coherence. Additionally, as highlighted

in Chapter 8, studying cognition in software engineering requires a large sample size,

which would not have been possible to cover with the PhD funding alone.

Taken together, the studies in this thesis demonstrate that secure software development is

not solely a technical challenge, but a cognitive and social one. By combining behavioural

science and psychological methods with empirical software engineering, this thesis offers

an interdisciplinary framework that positions soft skills as central to understanding and

improving secure coding behaviours. Across graduate perceptions, staff practice,

developer psychology, and experimental code comprehension, the thesis shows that

reasoning styles, social identities, and reflective capacities shape how developers perceive,

discuss, and respond to risk. This work thus invites readers to view secure software

engineering through a psychological and sociotechnical lens, one that complements, rather

than competes with, technical expertise.
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9.6 Reflections on Methodological Coherence and Theoretical Integration

This thesis adopted a socio-cognitive and pragmatic mixed-methods framework, which

informed both the design and interpretation of the research studies. Across diverse

methodologies there was a consistent theoretical commitment to understanding

computing and secure behaviours soft skills as both individually internalised and socially

situated psychological phenomena.

By aligning the qualitative studies with a constructionist epistemology, the research was

able to explore how participants co-constructed meaning in their specific institutional and

disciplinary contexts. Thematic analysis, selected for its flexibility and alignment with

this epistemological stance, enabled the identification of shared meaning patterns across

groups, which could then be generalised conceptually to inform subsequent studies.

The quantitative studies, framed within an experiential realist epistemology, extended this

inquiry by testing models of behaviour and latent psychological constructs. While these

paradigms differ epistemologically, they were united by a socio-cognitive theoretical lens

that emphasises the interaction between internal beliefs and external structures in

shaping outcomes. Importantly, the thesis demonstrates how a methodologically pluralist

approach, when guided by a coherent theoretical frame, can produce high quality,

valuable findings. Rather than viewing qualitative and quantitative studies as isolated or

merely additive, the thesis treated them as complementary.

This integration supports a triangulated understanding of social and cognitive behaviours.

An understanding that reflects both the measurable and the meaningful, the cognitive

and the contextual. In this way, the thesis provides an example of how socio-cognitive

approaches can function as a unifying framework across methodological boundaries,

yielding insights that neither approach could achieve alone.
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9.7 Limitations

Specific research limitations and threats to validity are detailed in the relevant chapters.

This section focuses on the broader constraints that affect the thesis.

The studies were conducted online because of the coronavirus pandemic that mandated

physical distancing measures and partly because of the populations targeted. The

interview study in Chapter 5 could have been in-person, but participants volunteered for

online interviews. In other words, online data collection primarily occurred through force

of circumstances. There are notable benefits to online data collection, including increased

diversity, faster data collection, and the ability to reach dispersed populations. Still, there

are downsides, too. Online participants may demonstrate reduced attentiveness compared

to in-person paradigms (Newman et al., 2021), likely explained by scenarios where

participants complete experiments in parallel with other activities, such as watching

television. The juggling of multiple tasks can reduce attention and validity as participants

are less motivated to provide detailed information, distorting the effect sizes observed. A

weakened effect increases the likelihood that null effects are detected where a true effect

should exist. For example, weakened motivation for information provision was a specific

issue in Chapters 6 and 7, but controls were set to reduce this behaviour, including timers

restricting participants from submitting answers too soon. However, as organisations

adopt hybrid or remote working patterns, online studies likely reflect working

environments. Particularly with software engineers, where most of their time is conducted

online or in front of a computer, engaging in online digital experiments may be similar to

typical environments.

It is also harder to control for diversity within online samples (Casler et al., 2013), and

within-participant variability is likely higher than in-person studies, meaning effect sizes

may be diminished. Despite these potential issues, Casler et al. (2013) did not find

evidence for differences between online and in-person studies, suggesting it may not be an

issue. However, perhaps a more unique limitation to the thesis than is commonly seen in
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general psychological research is related to online participant recruitment. Users of

freelance platforms are diverse and self-identifying or, rather, self-branding (Blyth et al.,

2022). For researchers, this makes participant screening more involved than other

recruitment strategies, as freelancer profiles contain the content they wish to promote. As

discovered in Chapter 8, many profiles purporting to be experienced software engineers

were inexperienced CS students. This increased the time investment needed for screening,

and the potential diversity within the community is far greater than advertised. Despite

this, freelance communities are still valuable populations to understand, as solo

developers increasingly produce software (van der Linden et al., 2020a), and freelance

communities are recognised as a unique population of interest (Rauf et al., 2023).

Another issue with using online participants is that with the introduction of artificial

language models (e.g., ChatGPT), participants used these tools to respond to screening

questions. These responses look promising, but upon reading, it is clear they possess no

real value. This increases time investment. While a limiting factor, it does offer one

straightforward method of screening. In software engineering, ChatGPT is a valid tool for

assisting software production. However, it was not expected that participants would use it

to answer rich text answers, and it can become difficult to disentangle what is written by

a participant or AI. This only affected Chapter 8, as all other studies were conducted

prior to ChatGPT release, or were interview studies. To reduce the chance of

programming-related questions (such as code comprehension) being answered by AI in

Chapter 8, I provided code snippets as images rather than text, which minimised

participants’ ability to copy-paste the code directly into AI tools. Due to the timeline of

the thesis, no other studies were affected.

The thesis was intended to comprise high-quality research with suitably powered

statistical analyses and comprehensive qualitative information. Adequate power usually

means larger sample sizes, which comes with the trade-off of cost. The PhD budget was

limited in its purchasing power when acknowledging the higher-than-average cost of
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recruiting professional software engineers compared to compensating undergraduate

psychology students. Chapter 8 exemplifies this tension, where only 37 participants were

recruited. Data simulation was used to carry out a power analysis to address this

shortfall. Different populations were targeted to address tensions between powered

research and available resources (including graduates, staff, and freelancers) by

triangulation of these sources.

9.8 Further Work

This thesis sets the stage for further research into the cognitive and social constructs that

may inform security behaviours within software engineering. Chapter 8 culminates at a

stage that indicates the need for a well-powered confirmatory study that addresses the

potential noise in collecting psychological measures in software engineers. Deploying

further studies of dual processing theory for secure coding in brownfield tasks (such as

reviewing code) and greenfield tasks (such as writing secure code) can boost our

understanding of the relationship between cognitive state and secure behaviours. These

findings can then be used to develop interventions that leverage individual cognitive

differences to reveal causal relationships between cognition and secure coding.

The broader influence of cognition in secure coding warrants further exploration beyond

dual processing theory. As this area of research is still in its early stages, it is pertinent to

investigate cognition from multiple perspectives to ensure that potential influences are

suitably addressed. For example, revisiting the findings reviewed in Chapter 2 that

working memory has little influence in secure coding, it is beneficial to understand why

this may have occurred despite displaying some effect in bug detection. Working memory

has clear links with task success and high-level cognition (Baddeley & Hitch, 1974), so

why is it not considered an attribute of secure coding? Speculatively, code-based

activities do not require high levels of working memory as overloads are absorbed into

tools. The high variability in individual computer environments may accommodate for

working memory deficiencies. Further research that controls variables that may attenuate
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working memory in secure coding would enhance our understanding of individual

cognitive differences in this domain.

The findings from the social identity work in Chapter 7 indicated that the perceived

social distance between developers and their users can modulate feelings of responsibility

for ensuring software is secure. Incorporating elements of the design used in Rauf et al.

(2022), where individuals were primed to think of themselves as members of the developer

community or not, the influence of social identity strength can be explored against the

vulnerability detection task used in Chapter 8. This work would offer multiple

advancements in that using the same materials as Chapter 8 allows for easier comparisons

between findings, and previous work recognises that relationships exist between social

identities and approaches to secure coding (see Chapter 7 and Rauf et al., 2023 for

examples). However, to date, no causal relationships have been identified.

The thesis also emphasises the need for future work to ensure that adequate sample sizes

are used, and that study designs should be carefully controlled to ensure that detected

effects contain as minimal noise as possible. It is seen throughout the research, such as in

Chapter 8, that expected effects were not reported and that this is assumed to be the

result of participants using AI to answer psychological measures. Any work carried out in

this space should be carefully planned to reduce possible confounds.

These research areas are not the only possible research developments but represent the

thesis work’s direct progression. The thesis lays the groundwork for these research

programmes, evidencing their likelihood of success by providing a better understanding of

how secure coding can be achieved and offer the identification of relationships between

psychological concepts and secure software engineering currently lacking in secure

software engineering. Further work must seek to observe these relationships and confirm

their causal nature.
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9.9 Conclusion

This thesis highlights that the psychological dimensions of software engineers are complex.

Secure software development and the behaviours exhibited within are multifaceted. The

development cycle has many competing interests, including functionality, usability, and

security (Rauf et al., 2021). This complex environment means that understanding the

psychology of individuals is vital but difficult to isolate. In this thesis, I approached the

absence of psychological research in software engineering by first understanding the

valuable soft skills for software engineering, before translating these into latent

psychological theories that were applied to secure software engineering behaviours.

In phase 1, I identified the key soft skills present within CS education, finding that

students only learn some of their valued skills during education, despite the efforts of

educators to provide opportunities for students to develop these skills. The core skills

could be grouped: communication & teamwork, and problem solving & critical thinking.

Social identity theory (Haslam, 2012) and the dual processing theory of decision making

(Evans, 2003) were identified as suitable methods for interpreting the psychology of

software engineering.

In phase 2, through an analysis of developer-held perceptions of security risks, the role of

system 2 activation (measured by CRT) was found to have an effect in interaction with

optimistic beliefs. The role of social identity was applied to developer perceptions, and

how developers handle responsibility and risk can be interpreted through understanding

social identities and the representation of ingroup and outgroup behaviours. This research

was followed by a replication study that confirmed blindspots in code are difficult to

detect, as well as a further development that tested dual processing theory’s relationship

with vulnerability detection. No significant effects were found within the groundwork

sample for dual processing, but power simulations suggest that suitably powered studies

would find effects in samples between 100 and 200 participants, depending on which

measures are used.
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The thesis has implications for software learning development in CS education and for

practising software engineers. Phase 1 advocates the integration of meaningful social skill

exercises that expose students to the reality of these skills’ value, with the aim to close

the temporal gap observed and have students recognise the value of soft skills during

education, not after. Phase 2 findings suggest that teaching opportunities should be used

to highlight aspects of dual processing and how intuitive programming can be detrimental

to security. For practising engineers, phase 2 indicates language can offer insight into how

developers perceive others in the development cycle, which can be used to identify

potential areas where responsibility can be refused or where unacceptable risks are taken.

The findings suggest developers should be conscious about how their documentation is

written and whether insecure default or potentially opaque descriptions can reduce other

developers’ ability to produce secure code.

By establishing a role for social identity theory and dual processing theory as the latent

dimensions of key soft skills, the research findings offer a small but meaningful

contribution to understanding how individuals influence secure software development.

This thesis provides multiple answers to the call for increased psychology research in

software engineering (Capretz & Ahmed, 2018) and explains why secure coding

behaviours are not always observed. It is hoped that the thesis research will inspire others

to research the interdisciplinary area of secure software development.
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