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Abstract

The cometary plasma environment is formed through the ionisation of the neutral gas

coma, which is mostly water. Directly produced H2O
+ can go on to interact with other neutral

gas molecules to produce a rich and variable cometary ionosphere. However, the cometary

ionosphere is not gravitationally bound, so the possibility for ion-neutral chemical reactions

is counter-balanced by transport into space. This thesis focusses on the balance between

these processes, by evaluating the response of the composition and density of the ionosphere

to the changing plasma dynamics through a range of heliocentric distances. The work is

underpinned by data from the Rosetta mission, which escorted comet 67P/Churyumov-

Gerasimenko for two years.

Data from the Rosetta Orbiter Spectrometer for Ion and Neutral Analysis (ROSINA) Dou-

ble Focussing Mass Spectrometer (DFMS) instrument is exploited using a multi-instrument

approach. This allows assessment of the variation in high proton affinity ion species, primar-

ily NH+
4 , which require ion-neutral interactions to be produced and are therefore particularly

sensitive to ion transport. It is shown for the first time that the ion-neutral chemistry is more

complex inside the diamagnetic cavity, a magnetic field-free region surrounding the nucleus

at high activity.

A 1D fluid ionospheric model is built to test the impact of acceleration by an ambipolar

electric field on the ionospheric composition, bulk velocity, and total density inside the dia-

magnetic cavity. The model is used to constrain the electric field strength through comparison

with electron density data from the Rosetta Plasma Consortium (RPC) instruments. The

study is then expanded to lower cometary activity, by adapting a 3D collisional test-particle

model to simulate the reaction of cometary ions to electric and magnetic fields from a hybrid

simulation. In doing so, we highlight potential improvements of hybrid simulations and

advance our ability to explain the plasma density observed by Rosetta at 67P.
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CHAPTER 1

INTRODUCTION

Comets are small solar system bodies made of ice and dust. They are left over from the

formation of the solar system 4.6 billion years ago and have existed relatively unchanged

in the Kuiper Belt and Oort cloud ever since, due to the lack of solar energy reaching them.

However, small collisions or gravitational influence from surrounding objects, such as Jupiter,

occasionally pull them on a dramatic new trajectory around the Sun. The orbital paths these

objects follow can be categorised based on their shape: elliptical, hyperbolic, or parabolic.

Hyperbolic and parabolic comets will make only one pass through the inner solar system

before being lost into space, while those following elliptical comets will have many perihelia

throughout their lifetimes. The orbital periods of comets vary greatly: from Jupiter family

comets which return to perihelion more frequently than every 20 years to those which take

thousands of years to return to the night sky.

Perhaps the most recognisable feature of comets are the two tails, for example as visible

in the remarkable image of Comet C/1995 O1 Hale-Bopp, Figure 1.1. The brighter of the two

is the dust tail, formed of dust particles that are released with the ices sublimating from the

surface. The dust particles scatter the Sun’s light in all directions, producing a white light

which trails behind the comet on its path through the solar system. The second tail is formed

of ionised molecules, and is therefore influenced by the solar wind and directed anti-sunward

13



CHAPTER 1. INTRODUCTION

Figure 1.1: Comet C/1995 O1 Hale-Bopp, imaged on 14th March 1997 at European Southern
Observatory (ESO), showing clearly the dust and ion tails. Credit: ESO/E. Slawik

(Biermann, 1951). This cometary plasma is made up of ions and electrons from the ionisation

of the neutral coma and is a uniquely dynamic environment, changing dramatically with

heliocentric distance. In many ways, it can be seen as a space plasma test laboratory with

relevance to planets and other small bodies that interact with the solar wind.

Section 1.1 describes how our understanding of comets has evolved alongside scientific

and technological progress. This paved the way for the most extensive cometary mission to

date, Rosetta, on which the majority of the work in this thesis is founded. The motivations

and timeline of the Rosetta mission will be set out in Section 1.2, followed by a presentation

of the key instruments from which data will be used in this thesis (Section 1.2.1).

1.1 A brief history of comet exploration

Observations of comets are as old as human history itself, and appear in records dating

as far back as ancient China in 613 BC (Ho, 2000). Of particular note is comet 1P/Halley,

whose ∼ 76 year orbital period makes its apparition in the night sky an intriguing once-

in-a-lifetime event. It even makes an appearance in the Bayeux tapestry, which depicts the
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1.1. A BRIEF HISTORY OF COMET EXPLORATION

1066 Battle of Hastings, and another in the Eadwine Psalter, a 12th century book of Psalms 1.

An explanation for these intriguing (and often frightening) objects eluded astronomers until

1684, when Edmond Halley used the newly discovered laws of gravity to finally understand

the periodicity and predict the next apparition of his eponymous comet. Though he didn’t

live to see it, his prediction was confirmed when the comet returned in 1758, and it became

the first comet recognised as having a short orbital period, and whose return was successfully

predicted - hence the alternative name, 1P, where the ‘P’ stands for periodic.

With improved telescopes in the 19th and early 20th centuries, a more detailed picture

of cometary structure emerged. For example, during the 1835 apparition of 1P/Halley, the

mathematician Friedrich Bessel observed and recorded streaming paths of ejected material

(Bessel, 1836). Until the advent of The Space Age and the first cometary flybys, it was not

possible to directly image the nucleus itself. However, it was recognised that the presupposi-

tion of the comet nucleus as a rocky body with some imbedded ice wouldn’t provide enough

gas to explain the observations of the coma and tail. Whipple (1950) suggested an alternative

model of the nucleus as a mixture of ice and dust (the ‘dirty snowball’), which became the

accepted theory.

Interest in the cometary plasma environment also gained traction in the mid-20th century,

alongside the solar-terrestrial environment and space plasma physics more generally. The

anti-sunward direction of the ion tail provided evidence of the solar wind flow (Biermann,

1951) and its associated magnetic field (Alfvén, 1957). Following this, the first models of

the comet-solar wind interaction were developed (e.g. Biermann et al., 1967, Mendis and

Ip, 1977). The Space Age provided the first opportunities to test these theories, and in

1985 the International Cometary Explorer (ICE) became the first spacecraft to make in situ

measurements of a comet, flying through the tail of 21P/Giacobini-Zinner.

The return of 1P/Halley to perihelion in 1986 was unique, since for the first time hu-

mankind had the technological capability to get up close (see Figure 1.2). It was met by the

so-called ‘Halley Armada’—five spacecraft that made flybys in quick succession of each other.

The two Vega spacecraft (of the Soviet space programme) made flybys at around 8000 km on

1in the Eadwine Psalter, the comet is described rather charmingly as a ‘hairy star’ that ‘seldom reveals itself
much during the year’ but also as a ‘portent’ - a harbinger of doom.
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CHAPTER 1. INTRODUCTION

Figure 1.2: Timeline of cometary exploration, showing missions relevant to the cometary
plasma environment. Black tick marks show the perihelia of 1P/Halley, approximately every
76 years.

the 6th and 9th of March, the Japanese craft Suisei at 1.5 × 105 km on the 8th and Sakigake

at 7 × 106 km on the 11th. The closest approach was made by the European Space Agency’s

Giotto spacecraft at 600 km on 13th March 1986, becoming the first to take an image of a

comet nucleus. The nucleus was revealed to be peanut-shaped, around 15 km long and very

dark due to a covering of dust (Keller et al., 1986).

The magnetometer on board Giotto made the first ever measurement of a diamagnetic

cavity; a region surrounding the comet nucleus where the magnetic field drops to zero or

nearly zero. The existence of this plasma region had been proposed before (Biermann et al.,

1967), but this was the first time it had been measured directly. The diamagnetic cavity is a

key boundary which will be frequently referred to in this thesis, and Section 1.3.2 outlines

the current understanding and the open questions which remain.

In the years following Giotto, more Jupiter-family comets were visited with the goal of

making higher resolution images of the surface (e.g. of Comet 19P/Borrelly by Deep Space 1,

Boice et al., 2000) or performing sample return (from 81P/Wild by Stardust, Elsila et al., 2009).
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1.2. THE ROSETTA MISSION

It became clear, however, that a longer mission would be necessary, and that a short flyby

was simply not enough to capture the significant time evolution of these objects. Comets

are initially relatively unchanged since the early solar system; to understand them is to

understand the way in which material is processed over time by the environment of space.

The most ambitious cometary mission to date, Rosetta, was therefore planned to undertake

an escort, instead of a short flyby, allowing it to assess this evolution up close. A description

of the mission and its key plasma instruments follows in Section 1.2.

Rosetta’s final descent in September 2016 is hardly the end of the story. In June 2022, the

European Space Agency adopted Comet Interceptor as its first F-class (‘fast’) mission (Jones

et al., 2024, Snodgrass and Jones, 2019). This mission will be novel in that the payload is

spread across three spacecraft in order to take measurements from different locations within

the comet environment. This will enable a more 3D picture of the cometary environment and

solar wind interaction to be produced. The mission is also unique in that it will travel after

launch to the gravitationally stable Lagrange point L2 and wait there for a suitable target to

be identified. Ideally, this will be a ‘dynamically new’ comet: entering the inner solar system

for the first time. Ground based observations from the new Vera Rubin telescope (Ivezić et al.,

2019) will be used to find such a target, as it will be able to see them from further away than

has been previously possible.

1.2 The Rosetta mission

In this section, I will describe the timeline and technical scope for the Rosetta mission, which

broke new ground in cometary science by escorting and landing on the surface of comet

67P/Churyumov–Gerasimenko during the main mission phase from 2014–2016. As well as

inspiring a generation of young space scientists in Europe and beyond (myself included),

Rosetta has transformed our view of comets and their evolution. Efforts to understand and

explain the vast and rich dataset are still ongoing ten years later, and this thesis describes

only a small piece of the fascinating puzzle.

Named after the Rosetta Stone, whose discovery enabled historians to decipher ancient
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(a) The nucleus of Comet 67P, pho-
tographed by the Rosetta spacecraft.
Credit: ESA/Rosetta/NAVCAM

(b) The surface of comet 67P as seen by the camera on the Philae
lander. One of the lander’s feet can be seen in the foreground
of the image. Credit: ESA/Rosetta/Philae/CIVA

Figure 1.3

Egyptian scripts, the Rosetta mission was one of the cornerstone missions of the European

Space Agency Horizon 2000 programme (Glassmeier et al., 2007b). Its goal was to enhance our

understanding of the formation and composition of the early solar system by performing the

first prolonged comet escort and landing. Comet 67P/Churyumov–Gerasimenko (hereafter

referred to as 67P) was chosen as the target of this ambitious mission in 2003 after delays

to the launch prevented travel to the original object (Comet 46P/Wirtanen, Taylor et al.,

2017). 67P is a 6.55-year period Jupiter family comet which was discovered in 1969 by

Ukrainian astronomers Klim Ivanovich Churyumov and Svetlana Ivanovna Gerasimenko

(Churyumov and Gerasimenko, 1972) and probably formed in the Kuiper belt. The spacecraft

was launched by the Ariane 5 rocket from the Guiana Space Center in French Guiana on 2nd

March 2004, making flybys of asteroids Steins (Accomazzo et al., 2010) and Lutetia (Schulz

et al., 2012) before catching a first glimpse of 67P in March 2014. The on-board cameras

captured thousands of images revealing a double lobed ‘rubber duck’ structure of the comet

nucleus (see Figure 1.3a), thought to be from the fusing together of two different objects

(Massironi et al., 2015). On 12th November 2014 the Philae lander module was deployed,

becoming the first human-made object to land on the surface of a comet and capturing images

(e.g. Figure 1.3b) that became headline news globally.

Following the Philae landing, the Rosetta orbiter continued on a two-year escort of 67P,
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Figure 1.4: Overview of the Rosetta mission, showing spacecraft-comet distance (upper panel,
black), comet-Sun distance (upper panel, red) and comet latitude of the sub-spacecraft point
(lower panel, black). Key dates are shown by vertical lines: the Philae landing (green) and
perihelion (blue).

from its rendezvous point at 3.6 au to perihelion at 1.24 au and back out to 3.8 au, where

the mission ended. During the escort phase, the many spacecraft instruments captured an

extensive dataset, covering a wide range of cometocentric as well as heliocentric distances

(see Figure 1.4). In the following section (Section 1.2.1) I will describe the instruments from

which data have been used in this thesis.

1.2.1 Instruments

The Rosetta orbiter carried a payload of eleven sets of scientific instruments, mounted on the

spacecraft to ‘look’ towards the comet throughout the escort phase. The data I have used in

this thesis to look at the plasma environment fall under two of these instrument suites: the

Rosetta Orbiter Spectrometer for Ion and Neutral Analysis (ROSINA) and the Rosetta Plasma

Consortium (RPC). The datasets are summarised in Table 1.1. Unless otherwise specified,

data has been acquired via the Planetary Science Archive (Besse et al., 2018).
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CHAPTER 1. INTRODUCTION

Table 1.1: The datasets used in this thesis and the instruments that provided them.

Instrument Measurement Variable

ROSINA-DFMS neutral composition fn

ion composition counts

ROSINA-COPS neutral density nn

RPC-MAG magnetic field B⃗

RPC-LAP electron number density ne

electron temperature Te

ion bulk velocity ui

spacecraft potential VSC

RPC-MIP electron number density ne

electron temperature Te

ROSINA

ROSINA (Balsiger et al., 2007) comprised the Double Focussing Mass Spectrometer (DFMS)

and the COmet Pressure Sensor (COPS). A third instrument, the Reflectron Time-Of-Flight

(RTOF) mass spectrometer experienced some technical failures during the mission (Gasc et al.,

2017b), and is therefore not used in this thesis, but some studies have been published with

the limited data available (e.g. Hoang et al., 2019).

ROSINA–DFMS was a mass spectrometer, capable of measuring the mass per charge ratio

of both ion and neutral species, in high and low resolution modes. In neutral mode, the gas

was ionised with an electron source before it could be analysed, and this feature was switched

off during ion mode. A strong potential of +200 eV was also applied in neutral mode, to

repel the cometary ions and ensure only the neutrals were measured. The instrument was

therefore not able to measure both ions and neutrals simultaneously. The instrument’s range

was 12–150 atomic mass units per charge (m/z), though the actual mass range scanned at a

given time changed to adjust to different conditions throughout the mission (i.e. scanning

the higher masses only when close enough to perihelion when significant chemistry occurs).

The ‘double focussing’ name of the mass spectrometer refers to the addition of an electro-

static analyser to the traditional magnetic sector. This allows it to achieve a higher resolution

by focussing based on kinetic energy as well as mass per charge ratio—minimising the spread

in the peaks (Schlaeppi, 2011). Ions (or those created from the ionisation of neutrals in the
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1.2. THE ROSETTA MISSION

instrument’s neutral mode) are accelerated by a potential Vaccel, proportional to the mass per

charge ratio, in order to make it through the electrostatic analyser within a 1 % energy range.

They then pass through the magnetic sector to be filtered by mass per charge.

The two resolutions offered by DFMS (high resolution (HR) where m
∆m

> 3000 and low

resolution (LR) where m
∆m

≈ 500) were also advantageous at different times. On the one

hand, HR mode was able to distinguish between different species with the same integer mass

per charge, and was therefore more useful at high outgassing when the counts were higher.

On the other hand, the LR mode was more sensitive so able to detect a lower signal, albeit

without mass separation at a given mass per charge.

DFMS led to many new discoveries, and the main results from the ion mode are discussed

in Section 1.3.1. In neutral mode, a wide range of volatile molecules were detected (Le Roy

et al., 2015), including the basic amino acid glycine (Altwegg et al., 2016) and molecular

oxygen (Bieler et al., 2015).

ROSINA–COPS comprised two pressure gauges, the ‘nude gauge’ and the ‘ram gauge’.

The nude gauge measured the total neutral particle density of the gas, while the ram gauge

measures cometary gas flux via the ram pressure. They operate by ionising the incoming

neutral gas with high energy electrons and then measuring the resulting ion current. Both

gauges are mounted on the end of 25cm booms to avoid measuring reflection from the

nearby hardware. The total neutral density, derived from ROSINA–COPS (nCOPS), needs to

be corrected for the ion composition, as the efficiency of the detection process depends on the

specific ions being measured. With correction factors ´n (given in Table 1.2) for each neutral

species n of volume mixing ratio fn, the total neutral density can be calculated as (Gasc et al.,

2017a):

ntot
n = nCOPS

n ×

(

∑

n

fn

´n

)−1

. (1.1)

The neutral density allowed the comet outgassing to be assessed across the whole escort

phase (see Section 2.1, Hässig et al., 2015, Hansen et al., 2016, Läuter et al., 2019) as well as

variations from the asymmetric nucleus shape.
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Table 1.2: Correction factors for the neutral species measured by ROSINA-COPS, as applied
in Equation 1.1. Credit: Gasc et al., 2017b.

Neutral species H2O CO CO2 O2

´n 0.893 0.952 0.704 0.990

(a) The ROSINA-DFMS flight model. Credit: ESA/
Rosetta/ROSINA-UBern/BIRA/LATMOS/LMM/
IRAP/MPS/SwRI/TUB/UMich.

(b) The instruments of the Rosetta Plasma Con-
sortium. Credit: Carr et al., 2007.

Figure 1.5

Rosetta Plasma Consortium

The Rosetta Plasma Consortium (RPC) (Carr et al., 2007) was a group of sensors designed to

make in-situ measurements of key plasma properties in the cometary coma. This includes five

sensors, linked by the Plasma Interface Unit (PIU, Carr et al., 2007): the MAGnetometer (MAG,

Glassmeier et al., 2007a), LAngmuir Probe (LAP, Eriksson et al., 2007), Mutual Impedance

Probe (MIP, Trotignon et al., 2007), Ion and Electron Sensor (IES, Burch et al., 2007) and the

Ion Composition Analyser (ICA, Nilsson et al., 2007).

RPC–MAG (Glassmeier et al., 2007a) was a fluxgate magnetometer, comprised of two

sensors, inbound (IB) and outbound (OB) mounted along a 1.5 m boom. The IB sensor

was 15 cm closer to the spacecraft than the OB sensor, therefore more affected by spacecraft

noise. For this reason, we generally use data from the OB sensor only. The IB sensor is more

commonly used to identify magnetic signals from the spacecraft itself, in order to clean the

OB data. Both sensors had two modes, normal (1 Hz) and burst (20 Hz) mode to allow for

different sampling rates at different locations. It measured the 3 components of the magnetic
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1.2. THE ROSETTA MISSION

field, with an accuracy of ± 3 nT per component and a range of ± 16384 nT. An important

function of the magnetometer is to identify when Rosetta was inside the diamagnetic cavity, a

region of negligible magnetic field surrounding the nucleus at high activity (see Section 1.3.2).

The magnetic field is so consistently low in the diamagnetic cavity, and has fewer fluctuations,

that MAG is calibrated by setting the mean field within the diamagnetic cavity to 0 nT (Goetz

et al., 2016b), removing any small offset.

RPC–LAP (Eriksson et al., 2007), a pair of spherical Langmuir probes, measured the

plasma number density, electron temperature and ion bulk velocity. It did this by making

voltage ‘sweeps’, altering the bias potential (± 30 V) to find the voltage-current response of

the plasma, and the resonant plasma frequency. LAP also measured the spacecraft potential

by identifying the point at which the probe becomes positive with respect to the surrounding

plasma, which is identifiable in the voltage-current characteristic from the probe, as the

photoemission current decreases exponentially to zero once the photoelectrons begin to be

attracted back to its surface. LAP only measured a fraction of the spacecraft potential, as it

itself is located within the electron cloud around the spacecraft (Odelstad et al., 2017).

RPC–MIP (Trotignon et al., 2007) also measured key plasma properties such as the electron

number density via the plasma frequency, and the electron temperature, by measuring the

impedance between transmitting and receiving dipoles. MIP was blind to plasma with a

Debye length that is greater than half the distance between the emitter and the receiver, so

it operates in either Short or Long Debye Length mode (SDL or LDL), by using different

emitters and receivers to adjust the distance between them (0.4 m–4 m). The range of electron

number densities that could be measured also depended on the frequency of the alternating

current applied. The limitations in its ability to measure a wide range of electron number

densities is mitigated by cross-calibrating it with the RPC–LAP dataset (Johansson et al., 2021).

RPC–MIP also enabled the observation of a persistent population of cold electrons (Gilet et al.,

2020, Wattieaux et al., 2020) as well as warm, newly-ionised photoelectrons (see Section 2.3.3).

RPC–IES (Burch et al., 2007) consisted of two electrostatic analysers, one for ions and

one for electrons. They used electric fields to guide particles of specific energies into the

instrument, allowing energy spectra of the electrons and ions to be determined. The particle
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fluxes can be used to determine the electron-impact ionisation frequency (Galand et al.,

2016), and Stephenson et al. (2023) used them to assess it over the whole escort phase (see

Section 2.2.1). The suprathermal (high-energy) electron population (see Section 2.3.3) was

also characterised by IES (e.g. Madanian et al., 2016b).

RPC-ICA (Nilsson et al., 2007) also used an electrostatic analyser to determine the 3D

ion distribution functions as well as being able to separate between major ions from the

solar wind (e.g. H+, He+, He++) and cometary ionosphere. This allowed the deflection of the

solar wind due to mass loading by the cometary ions to be observed (Behar et al., 2016, see

Section 2.3.1), as well as the bulk ion flow directions in and around the diamagnetic cavity

(Bergman et al., 2021a, see Section 1.3.3).

1.3 Introduction to the ion environment of 67P

The neutral gas, released by sublimation of ices from a comet’s nucleus, is partially ionised

(see Section 2.2.1), forming the cometary ionosphere. Unlike at planets, the cometary iono-

sphere is not gravitationally bound but is instead continuously produced and lost to space.

The focus of this thesis is on these cometary ions and how they interact with their envi-

ronment, which is a combination of other charged particles (the solar wind and cometary

electrons), the neutral gas, and solar photons (see Figure 1.6).

The rest of this chapter is dedicated to describing the key topics and open questions

that drive the aims of the thesis. I start with the observations and drivers of the ionospheric

composition in Section 1.3.1. Section 1.3.2 then covers the diamagnetic cavity; a magnetic-field-

free region which forms around the nucleus near perihelion and is an important boundary

for the ion dynamics. Lastly, Section 1.3.3 describes how the ion dynamics at 67P evolved

over the escort phase of Rosetta, highlighting the gaps in understanding that are addressed

in subsequent chapters.
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Figure 1.6: Formation of the cometary ionosphere, including the key plasma populations and
neutral gases.

1.3.1 Ion composition

The neutral gas coma is mostly made up of water (see Section 2.1). In a cometary coma dense

enough, H2O
+ is quickly lost through the transfer of a proton to H2O, forming H3O

+:

H2O + H2O
+ → H3O

+ + OH. (1.2)

This reaction happens so readily that H3O
+ can often become the dominant ion species in

the cometary coma (e.g. Murad and Bochsler, 1987, Heritier et al., 2017a). H3O
+ can then be

lost to reactions with high proton affinity neutrals (Altwegg et al., 1993, Vigren and Galand,

2013, Heritier et al., 2017a). These are neutrals for which it is energetically favourable to ‘steal’

a proton from H3O
+ , and this process can happen repeatedly for neutrals with increasing

proton affinity until the terminal ion, with the highest proton affinity, is reached (NH+
4 , formed

through the protonation of NH3, Vigren and Galand, 2013):

NH3 + H3O
+ → NH+

4 + H2O. (1.3)
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NH+
4 can also be produced through interaction between NH3 and other protonated versions

of neutrals with proton affinity higher than water but lower than NH3. Therefore, although

H3O
+ is usually the dominant ion species, when the coma is dense enough for ion-neutral

chemistry to happen more readily, NH+
4 can overtake it. Only a small mixing ratio of NH3 in

the neutral population is required for significant production of NH+
4 . The protonation process

is described in more depth in Section 2.2.2.

The ROSINA–DFMS instrument (see Section 1.2.1), the highest resolution mass spectrom-

eter ever flown in the solar system at the time, enabled the unambiguous detection of many

ion species in the coma of 67P (Beth et al., 2020). In this section I discuss the key published

findings to date from the analysis of the high and low mass resolution data.

Fuselier et al. (2015) first analysed data from DFMS ion mode during the early section

of the escort of 67P by Rosetta (October - December 2014), finding that at these heliocentric

distances (> 3.5 au) the solar wind could be seen to penetrate all the way down to the nucleus,

i.e. no diamagnetic cavity had formed (see Section 1.3.2). The water production rate at

∼ 3.5 au was estimated to be 4 × 1025 s−1 (Gulkis et al., 2015), around 1000 times less than

the peak observed at perihelion. As a result, the ion-neutral chemistry taking place in the

coma was considerably less complex than at lower heliocentric distances. The ion species

detected at this time mainly had a low mass per charge ratio (14–18 uq−1), but some peaks at

higher masses (26-30, 44 uq−1) were also observed. These represent the water group ions and

the organic volatiles (CO, CO2) respectively, released as neutrals from the comet surface and

ionised. H3O
+ and HCO+ (19 and 29 uq−1) were also observed as secondary ions, produced

through ion-neutral chemistry. However, at this low outgassing the coma is too thin for the

protonated high proton affinity ions (see Section 1.3.1) to be produced.

Near perihelion in summer 2015, many more ion species were detected, as documented

in Heritier et al. (2017a) and Beth et al. (2020). The presence of these ions indicate significant

ion-neutral chemistry happening in the coma, particularly those formed by the protonation of

high proton affinity neutrals, such as H2S, H2CO, HCN, CH3OH and NH3. There only needs to

be a small mixing ratio of these species in the neutral population for them to have significant

influence on the ion composition. Detection of the terminal ion NH+
4 was first reported by

26



1.3. INTRODUCTION TO THE ION ENVIRONMENT OF 67P

Beth et al. (2016), using the high resolution mode of DFMS (Section 1.2.1) to distinguish it

from H2O
+, both with mass per charge ratios of 18. This was not possible at 1P/Halley with

the Giotto HIS instrument (Balsiger, 1986).

Heritier et al. (2017a) defined an occurrence frequency (fi) as:

fi =
Number of times the ion species of mass/charge i is detected

Number of DFMS ion scans of mass/charge i
. (1.4)

A detection is defined as a spectral peak above the background noise level. Figure 1.7 shows

the occurrence frequency for several protonated high proton affinity species against time.

The coma is water-dominated near perihelion, so H2O
+ is always present as it is produced

directly through the photoionisation of water. H3O
+ is also consistently identified, as it is

produced through the efficient interaction of H2O
+ with H2O. The other ions are detected

less frequently, but Figure 1.7 shows that their occurrence is correlated with higher neutral

number densities and lower cometocentric distances.

Figure 1.7: Occurrence frequencies from DFMS in low resolution mode for selected protonated
high proton affinity neutrals against time for three months around perihelion. The bottom
panel shows the COPS neutral density (black dots) and cometocentric distance (blue line).
Credit: Heritier et al., 2017a
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In general, the ions with higher mass per charge ratios are detected less frequently than

those that are lower (Heritier et al., 2017a). This may be due to the effect of the negative space-

craft potential, accelerating the ions out of the energy acceptance window of the instrument

(see Section 3.1.1).

1.3.2 The diamagnetic cavity

Prior to the first spacecraft missions to comet targets, an interface between the unmagnetised

cometary plasma and the magnetised solar wind had been postulated (Biermann et al., 1967).

Mass loading of the solar wind with cometary ions (see Section 2.3.1), decelerates the solar

wind, and for a comet with high enough outgassing, this presents enough of an obstacle to

slow the solar wind from super- to sub-sonic, creating a bow shock. As the mass loading is a

gradual process, this shock is considerably weaker than those at planets (Mach number ≈ 2).

Bow shocks have been directly measured during flybys of several comets, including Halley

(Neubauer et al., 1986, Koenders et al., 2013, Edberg et al., 2023), but was missed by Rosetta at

67P, due to the spacecraft being too close to the nucleus near perihelion.

The frozen-in flux theorem states that strongly conducting fluids and their associated

magnetic fields are tied together (Alfven, 1943), so the decelerated solar wind causes the

magnetic field lines to drape around the comet (Figure 1.8). Eventually, the deceleration and

deflection of the solar wind is enough that the solar wind plasma cannot reach the comet

surface, so neither can the interplanetary magnetic field. This forms a magnetic cavity around

the nucleus, as comets do not have an intrinsic magnetic field. The location of the cavity

boundary was thought to originate from a balance between the thermal pressure from the

cometary ionosphere and the magnetic pressure from the solar wind, much like that of Venus

(Cravens, 1986). However, this simple picture was complicated by the first in-situ data from

the flyby of 1P/Halley by the Giotto spacecraft in 1986.

The diamagnetic cavity is defined as a region of zero or nearly zero magnetic field

surrounding a comet. The outer boundary of this region is called either the contact surface

(mostly for 1P/Halley) or the diamagnetic cavity boundary (at 67P), and this can either

refer to the location where the magnetic field magnitude (|B|) begins to decrease to zero,
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Figure 1.8: The deflection of the solar wind by a high outgassing comet, such as 1P/Halley,
for the case where the solar wind flow is perpendicular to the interplanetary magnetic field.
Green lines show the solar wind bulk velocity, and black lines show the magnetic field. The
key plasma boundaries, diamagnetic cavity (blue) and bow shock (light green), are shown.
Bulk flow of cometary ions is shown in red Features shown are not to scale.

or when it reaches its minimum value (|B| ≈ 0). The region where the magnetic field is

decreasing towards the nucleus is sometimes referred to as a boundary layer or transition

region (Neubauer, 1988).

1P/Halley during the Giotto flyby

In the Giotto flyby of comet 1P/Halley, a diamagnetic cavity region was identified, as

previously predicted by theory (Biermann et al., 1967). The cavity region was found to be

around 8500 km in width along the line of closest approach, 4760 km to the comet nucleus

on the inbound journey and 3840 km outbound (Neubauer et al., 1986). The magnetic field,

in high temporal resolution, exhibits a steep drop from −20 nT to < 0.2–0.3 nT over 25 km

(Neubauer, 1988). Cravens (1986) showed that the boundary could not be explained by a

balance between the external magnetic pressure and internal pressure, as previously thought.

Instead, they showed that the magnetic pressure gradient balances the ion-neutral drag force,
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arising due to the flow of cometary neutral species past the stagnated ions (see Figure 1.9).

Figure 1.9: Illustration of the pressure balance at Halley, proposed in Cravens, 1986 to explain
the existence of the diamagnetic cavity. Credit: Cravens, 1986

Balsiger (1986) derived the ion velocity profile in the radial direction from the Giotto Ion

Mass Spectrometer (IMS) High Intensity Spectrometer (HIS) data, showing a discontinuity

4600 km from the nucleus in the plasma flow speed (from close to zero to 1 km s−1 as Giotto

moved towards the nucleus into the diamagnetic cavity). This represents a transition from

supersonic to subsonic plasma, indicative of an inner shock existing just inside the cavity

boundary (Houpis and Mendis, 1980).

Goldstein et al. (1989) analysed the IMS–HIS data and observed a sharp spike in the

ion density of water ions seen by IMS around the inner edge of the diamagnetic boundary.

The spike was observed to be around 47 km in width and the ratio of heavy ions to water

ions was also found to increase, indicating the importance of the chemical loss process due

to differing recombination rates for different ions. Altwegg et al. (1993) re-analysed this

dataset confirming the spike in the water ion density and showing an increase in the ion

temperature in the region around the contact surface (4000–5000 km), as well as the changes

in ion composition in more detail.

Cravens (1989) used a 1D magnetohydrodynamic (MHD) model (see Section 2.4) to show

that the build-up of ionospheric plasma (pile-up) produces an ion-electron recombination

layer between the inner shock and the contact surface. The increased plasma density in this
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region increases the recombination rate such that flux of plasma transported there can be lost

more quickly through recombination with neutrals.

While MHD modelling can successfully reproduce the large scale plasma boundaries for

1P/Halley during Giotto, the mean free path for collisions of the particles in the density peak

(at the inner shock) is larger than the observed width of the peak (Goldstein et al., 1989). In

addition, MHD does not capture reflected ions at the cavity boundary moving antiparallel to

the radial flow. This means that the small-scale structure of the contact surface can only be

understood using kinetic models (Gombosi et al., 1996).

The data gained from Giotto’s short flyby of Halley was clearly not sufficient to understand

the full picture, particularly features on smaller scales than the spatial resolution of the

measurements, and the role of the inner shock on the kinetic scale. The Rosetta mission,

escorting comet 67P at a relative speed of 1 m s−1, provided an opportunity to gather more

data at higher spatial resolution, and to witness many diamagnetic cavity boundary crossings,

albeit from a much less active comet (at perihelion Q = 1 × 1028 s−1, compared to Q =

9 × 1029 s−1 for 1P/Halley, Moreels et al., 1986). However, contrasting these observations

with Giotto is particularly relevant, as the (yet unknown) target of the upcoming ESA Comet

Interceptor mission (Snodgrass and Jones, 2019, Jones et al., 2024) is likely to be closer in

nature to the conditions encountered at 1P/Halley during the Giotto flyby.

67P during the Rosetta escort phase

Rosetta crossed over into the diamagnetic cavity of 67P a total of 713 times (Goetz et al., 2016a),

measuring clear periods of close to zero magnetic field with the RPC–MAG instrument (see

Section 1.2.1, Glassmeier et al., 2007a). Cavity signatures were identified while at heliocentric

distances less than 2 au inbound and 2.4 au outbound (between April 2015 and February

2016), and when the outgassing was above 1027 s−1 (Goetz et al., 2016a). An example of such

a crossing is shown in Figure 1.10.

The boundary of the diamagnetic cavity was found at much larger cometocentric distances

(50–400 km) than had been previously modelled based on the outgassing rate of 67P (Koen-

ders et al., 2015). This could be due to an underestimation of the gas production rate, and it
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Figure 1.10: The components of the magnetic field from the RPC–MAG instrument on the
29th July 2015, showing a period of close to zero magnetic field. X, Y, and Z components are
in the CSEQ coordinate System (cometocentric solar equatorial).

was shown that the measured production rate was not enough to explain the measured cavity

boundary distance using previous models (Goetz et al., 2016a). Anomalously high levels of

gas and dust from outbursts were also ruled out by looking at images of the comet surface

(from the Optical, Spectrocopic and Infrared Remote Imaging System instrument, OSIRIS,

Keller et al., 2007) at the same time as the magnetic field measurements were taken. Goetz et al.

(2016a) also considered the possibility of a decrease in solar wind magnetic pressure causing

the diamagnetic cavity to be drawn outwards. As the undisturbed solar wind was not able

to be measured at Rosetta, the model outlined in Tao et al. (2005) was used to estimate solar

wind conditions at 67P, extrapolated from Earth-based measurements. Goetz et al. (2016a)

performed a superposed epoch analysis of the identified cavity crossings, showing that while

some cavity observations do coincide with low solar wind magnetic pressure, this is not

always the case, and in general an abnormally low magnetic pressure cannot account for the

large diamagnetic cavity radius observed over months.

The diamagnetic cavity observations from Rosetta differ from those made by Giotto in

that a large single region was not observed, rather a large number of shorter excursions into

unmagnetised plasma, ranging from only a few seconds up to around 30 minutes (Goetz et al.,

2016a). They could be categorised into two groups: single and clustered events. The single

events were characterised by longer durations and a return to background magnetic field
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Figure 1.11: Possible configuration of magnetised and unmagnetised plasma regions, accord-
ing to the RPC–MAG observations. Credit: Henri et al., 2017

strength upon leaving the cavity. Clustered events happened when Rosetta moved in and out

of the cavity several times in quick succession, and the magnetic field, though increased from

zero, did not reach the background level between events. Due to the slow speed of Rosetta at

this time, this is interpreted as the movement of the cavity boundary rather than the spacecraft

itself travelling in and out of a stable region. Therefore, the diamagnetic cavity boundary at

67P appears to be relatively unstable, possibly due to Kelvin–Helmholtz instabilities driven

by velocity shear between the two plasma populations at the cavity boundary. Rubin et al.

(2012) applies an MHD model to the comet, showing how asymmetric neutral outgassing

activity could drive this instability.

Henri et al. (2017) examined the plasma density within the unmagnetised regions more

closely, finding that the clustered boundary crossings could be found to be near the limit

of electron collisionality, known as the electron exobase. The solar wind electrons carry the

interplanetary magnetic field (IMF) into the solar wind ion cavity, but, beyond the limit

of the electron exobase (defined to be the cometocentric distance where the length scale is
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equal to the mean free path of the electrons), collisions between the electrons and the radially

expanding cometary neutrals become important. This friction couples the electrons to the

outwards flowing neutrals, thus preventing the magnetic field from penetrating further and

creating a field-free region, the boundary of such a region is closely tied to the location of the

electron exobase. Local instabilities could extend sections of the cavity boundary, up to 10

times the distance of the electron exobase, as illustrated in Figure 1.11.

1.3.3 Changing ion dynamics over the escort phase

The simplest parameters we can use to describe the cometary ion population are the total

ion density (which is approximately equal to the total electron density, quasi-neutrality is

maintained in the plasma), and the ion bulk velocity. These parameters are inextricably

linked, and the continuity equations which tie them together will be presented in full in

Chapter 2. In this section, the aim is to describe the previous modelling which has been done

in an effort to explain the ion measurements from the RPC instruments (Section 1.2.1).

The main challenge when trying to model the cometary ionosphere of 67P is that the input

parameters (neutral outgassing, ionisation rate, etc.) vary so much throughout the escort

phase of Rosetta. The same assumptions that can be applied at 3 au, for example, may not be

valid near perihelion at 1.25 au.

For large heliocentric distances and close to the comet, Galand et al. (2016) demonstrated

that a simple balance between the ionisation rate and radial ion transport was sufficient to

explain the RPC–MIP and RPC–LAP electron density. For this low outgassing, the following

conditions were determined to be valid:

(i) No attenuation of the incoming solar EUV (coma is optically thin),

(ii) No plasma loss through dissociative recombination.

Further to this, a simplifying assumption was made: that the cometary ions travel radially

outwards at the same speed as the neutrals. Under these conditions the continuity equation
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(Section 2.2) can be solved to find that the ion density ni is simply

ni =
(¿hν + ¿e−

)nn

un

(r − rc), (1.5)

where un is the neutral speed, nn is the neutral density from ROSINA-COPS (Section 2.1).

¿hν and ¿e−

are the photo and electron-impact ionisation frequencies, respectively, with the

latter determined from RPC-IES observations (Section 2.2.1). rc is the comet radius. Galand

et al. (2016) demonstrated that this relation accurately reproduces the RPC plasma density

measurements pre-perihelion at heliocentric distances < 3 au and below the cometocentric

distance of Rosetta (< 20 km from the nucleus for the studied period).

Equation 1.5 predicts a peak in the density at r = 2rc, around twice the comet radius of

∼ 2 km. The physical explanation for this peak is that no ions are from the surface itself, so

the density builds up once the gas is released and able to become ionised. After the peak,

the transport becomes more efficient than the production and the density begins to drop off

with increasing radial distance. The only opportunity Rosetta had to measure so close to the

surface was during the final descent of the spacecraft on the 30th September 2016 at 3.8 au.

As shown in Figure 1.12, this peak was indeed observed (Heritier et al., 2017b).

In general, the model Equation 1.5 works well to explain the electron density at low

outgassing post-perihelion (Heritier et al., 2017b, Heritier et al., 2018) as well as pre-perihelion

(Galand et al., 2016). The range of cometocentric distances probed by Rosetta at this time was

usually within a few tens of kilometres from the surface, so the full parameter space was

not explored, but there is good agreement over the regions analysed, which extended up to

∼ 80 km post-perihelion (Heritier et al., 2018).

At higher outgassing, the plasma density is no longer well constrained by the simple

model (Vigren et al., 2019). This is most likely due to the ions being accelerated by the

ambipolar electric field (see Section 2.3.2) such that ui ̸= un (e.g. Vigren et al., 2017). However,

it is not obvious what the radial profile of this electric field should be. Constraining this

electric field, particularly within the diamagnetic cavity, is one of the aims of this thesis (see

Chapter 4). Outside the diamagnetic cavity, the presence of the interplanetary magnetic field
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Figure 1.12: Vertical profile of the plasma density from Rosetta’s final descent 30th September
2016. Red: MIP density, Black: cross-calibrated MIP/LAP dataset. Blue lines: 1/r vertical
profiles. Blue dotted line: maximum of the density profile. Credit: Heritier et al., 2017b

36



1.3. INTRODUCTION TO THE ION ENVIRONMENT OF 67P

complicates the picture by introducing non-radial electric field contributions. In Section 2.3.1,

each of these contributions to the electric field is described. Putting together this complex

picture of the ion dynamics requires the ions to be treated kinetically (see Chapter 5).

Determination of the bulk ion velocity from Rosetta measurements is challenging. One

method is described in Vigren et al. (2017) and involves the use of a combination of the

current-voltage characteristics from RPC–LAP, and electron number densities from RPC-MIP

(Section 1.2.1). For a Langmuir probe moving relative to a plasma that has a Maxwellian

distribution and an ion drift ui,D, the ion current (Fahleson, 1967) can be approximated as

Ii ≈ Ãr2nie

√

8kBTi

Ãmi

+ u2
i,D (1.6)

where ni is the ion number density, r the radius of the probe, Ti the ion temperature and mi

the ion mass. The assumption of charge neutrality allows ni to be replaced by the electron

number density from RPC-MIP. An effective ion speed

ui,eff =

√

8kBTi

Ãmi

+ u2
i,D (1.7)

can then be derived using the current-voltage characteristic from LAP (dIi/dU , where U is

the applied voltage). This method does not allow the separation of the drift speed (ui,D) from

the thermal speed. For ui,D on the order of the neutral speed, 103 m s−1, the thermal speed

term is of comparable size for ion temperatures ≳ 0.1 eV. The ion temperature is not well

constrained, but values in the range 0.7–1.6 eV have been derived by Bergman et al. (2021a)

using measurements from the ion composition analyser (RPC–ICA; Nilsson et al., 2007).

This method was applied to a three day range in August 2015 by Vigren et al. (2017)

and in November 2015 by Odelstad et al. (2018), finding effective ion velocities in the range

2–8 km s−1 at 200 km and 135 km, respectively. This range is higher than the 0.5–1 km s−1

neutral speed, and led to the conclusion that the ions and neutrals are decoupled and that

the ions are accelerated by an electric field. In the same work, Vigren et al. (2017) also uses

a simple flux conservation model, with the assumption of radial outflow, to estimate the

ion speed. They find that the two methods produce similar values of ui, but note that EUV
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attenuation is neglected, as well as dissociative recombination. Neglecting the decrease in

the photoionisation frequency is likely to result in overestimated values of ui.

Another method that has been applied to derive the ion bulk speed is described in

Bergman et al. (2021a) and uses RPC–ICA energy spectra fitted to drifting Maxwell–Boltzmann

distributions for data from 88 diamagnetic cavity crossings. This fitting process allows the

thermal and drift velocity components to be separated, and a bulk speed of 5–10 km s−1 was

found, with a peak probability at 7 km s−1

A key challenge when interpreting these calculated ion bulk speed measurements is the

influence of the negative spacecraft potential on the ions detected (Odelstad et al., 2017).

RPC–LAP was positioned on a boom, and is therefore less strongly affected by this problem

than RPC–ICA, which was positioned on the main body of the spacecraft. Low energy

positively charged ions were accelerated towards the detector, resulting in the distortion

of their energy spectra as measured by the instrument. Studies have been performed (e.g.

Bergman et al., 2020, Johansson et al., 2020) using the Spacecraft–Plasma Interaction System

(SPIS) to model this effect with the aim of correcting for it in the data. Bergman et al. (2021b)

compared their derived ion temperature and velocity with results from the SPIS model to

conclude that the effect on the measured speed would be fairly minimal (shifting the peak of

the probability density function for ui,D to 6.9 km s−1). However, other uncertainties remain,

for example the variation in the spacecraft potential and the flow direction of the ions. The

spacecraft potential distorts the measured direction of low energy ions from ICA, but higher

energy cometary ions have been mostly observed in the radial direction (Nilsson et al., 2017).

Particle-In-Cell simulations have been used to correct for the spacecraft potential in ICA data

by Bergman et al. (2021b), showing a surprising ‘backstream’ of ions towards the nucleus.

Despite these uncertainties, it is likely that, near perihelion, the cometary ions are indeed

frequently travelling faster than the neutral population, suggesting the existence of a radial

ambipolar electric field and a lack of collisional coupling between the ions and neutrals.
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1.4 Motivations and objectives of the thesis

Section 1.3 introduced the understanding of the cometary ion environment so far, highlighting

the progress made following the Rosetta escort. In this later stage of analysis from the mission,

it is clear that we cannot build up a full picture with one dataset alone; we need a combination

of multi-instrument analysis and modelling to make progress. In this Section, I discuss the

specific motivations for each of the science objectives of the thesis, and what will be done to

address them.

Firstly, I focus on the ionospheric composition, and what it can tell us about the dominant

plasma processes in the coma. NH+
4 is a key ion species, since it can only be formed through

ion-neutral chemistry (i.e. not directly through ionisation). NH3 has the highest proton

affinity of the neutral species in the coma, so NH+
4 is the terminal ion species; all proton

transfer reaction pathways lead to it, and it is therefore a good tracer of how much ion-

neutral chemistry took place before ions are lost through transport or through ion-electron

dissociative recombination. The high mass resolution ion mode of DFMS allowed direct

unambiguous detection of the NH+
4 for the first time (Beth et al., 2016), as well as the detection

of other protonated high proton affinity species (Heritier et al., 2017a; Beth et al., 2020).

However, the detections of NH+
4 have not yet been assessed against datasets from other

instruments. The goal of Chapter 3 is to exploit the DFMS High Resolution ion mode dataset

in depth over the 2-year escort phase of Rosetta, focussing on the presence of NH+
4 , to confirm

its source in the coma, and to understand what factors drive its abundance.

• Exploit the ROSINA-DFMS dataset to assess the variation in NH+
4 and other high

proton affinity ion species over the escort phase.

• Compare the NH+
4 dataset against neutral density from COPS, NH3 mixing ratio

from DFMS neutral mode, and spacecraft potential from RPC–LAP.

• Make a qualitative comparison of the ROSINA-DFMS NH+
4 counts with the ion

densities produced by the 1D ionospheric model from Heritier et al. (2018).
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[a]

[b]

Figure 1.13: [a] Comparison of the (black) calculated plasma density from Equation 1.5,
with the measured electron density from (red) RPC-MIP and (blue) the MIP/LAP combined
dataset. (cyan) The ion production rate Q¿tot where Q is the total outgassing rate calculated
COPS (see Equation 2.2) and ¿tot is the sum of the total photoionisation and electron-impact
frequencies (Stephenson et al., 2023, see Figure 2.5). Data are shown for July 2015 - July
2016. [b] (black) cometocentric distance, and (red) heliocentric distance. Green lines mark
diamagnetic cavity crossings (Goetz et al., 2016a, width of line not to scale) and blue line
indicates perihelion in August 2015.

NH+
4 was previously detected near perihelion (Beth et al., 2016; Heritier et al., 2017a).

During this period, the outgassing of 67P was high enough to have a diamagnetic cavity

formed (see Section 1.3.2). The plasma characteristics have been found to be systematically

different inside the diamagnetic cavity, with less variation in the plasma density (Henri

et al., 2017) and ion bulk velocity (Odelstad et al., 2018) than outside. Odelstad et al. (2018)

found the ion bulk velocities to be mostly radial within the cavity, with enhanced dynamics

outside. These observations have been supported by modelling, e.g. in Koenders et al. (2015).

The effect of this different, unmagnetised plasma environment on the ion composition has

however not yet been assessed.

• Compare detections of NH+
4 inside and outside the diamagnetic cavity to deter-

mine whether the ion composition is affected by changing plasma dynamics.
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Next, I turn to the processes driving the ion density and bulk velocity, which, as described

in Section 1.3.3, have not yet been fully understood. Since cometary ions originate from

neutral particles emanating from the surface, it is reasonable to initially assume that the ions

share the same bulk velocity as the neutrals. This assumption has been demonstrated to

accurately replicate the total plasma density observed by RPC–MIP and RPC–LAP at larger

heliocentric distances, when comet activity was low and Rosetta was positioned within a

few tens of kilometres from the nucleus (Galand et al., 2016, Heritier et al., 2018). However,

inside the diamagnetic cavity, such a model does not apply, and it significantly overestimates

the plasma density, indicating that the ions may be accelerated by an ambipolar electric

field that does not affect the neutral particles. This process collisionally decouples the ions

from the neutrals. Understanding the extent of this decoupling is crucial for understanding

the behaviour of the cometary plasma, including the formation of the diamagnetic cavity

boundary. However, this process remains poorly understood at present.

Determination of the ion bulk speed from the RPC data has resulted in values up to

10 km s−1 inside the diamagnetic cavity (Bergman et al., 2021b), though their interpretation

is complicated by, for example, the effect of the strongly negative spacecraft potential. The

magnitude and functional form of the ambipolar electric field are also difficult to constrain.

However, we know that at 67P, the ionospheric composition and density are inextricably

linked to the plasma transport timescale (Beth et al., 2019). With this in mind, the goal of

Chapter 4 is to model the ionosphere under different radial electric fields, to constrain the

amount of transport that reproduces the plasma density observations from RPC inside the

diamagnetic cavity.

• Build a 1D numerical model that includes acceleration by an imposed ambipolar

electric field and collisions between the neutrals and the three main ion species:

H2O
+, H3O

+, and NH+
4 .

• Compare the modelled electron density and ion composition measurements to

constrain the amount of ion transport inside the diamagnetic cavity.
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Outside the diamagnetic cavity, the non-zero magnetic field contributes motional (see

Section 2.3.1) and polarisation (see Section 2.3.1) terms into the electric field, and the flow is

no longer simply radial. One might expect that electric and magnetic fields are more likely to

affect the ion velocity at low outgassing, when there is no diamagnetic cavity and the solar

wind’s influence extends all the way to the surface. However, the good agreement of the

ui = un model (Equation 1.5) with the plasma density measurements is seemingly at odds

with this.

As demonstrated in Vigren et al. (2019), a transition occurs during late February to early

March 2016 where the assumptions of the simple model become valid (see Figure 1.13).

Interestingly, the transition appears to coincide with the last observations of the diamagnetic

cavity by RPC-MAG (Goetz et al., 2016a) on 14th-17th February 2016. It is not known whether

the diamagnetic cavity boundary lay below the spacecraft beyond these dates, but given the

relatively short (and decreasing) distance of Rosetta from the comet nucleus it seems unlikely

that the cavity persisted into March 2016.

Putting together this complex picture of the ion dynamics requires the ions to be treated

kinetically, as in test-particle model and hybrid plasma simulations. Chapter 5 aims to shed

light on the effect of a more-complex 3D solar wind–comet interaction on the ionospheric

composition and density, with a view to better interpret the RPC data for intermediate and

low outgassing.
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• Adapt the collisional test-particle electron model from Stephenson et al. (2022) to

model the effect of the 3D electric and magnetic field structure on the cometary

ion density, composition and bulk velocity.

• Validate the 1D approach against the full set of 3D collisions.

• Investigate and compare the effect of ion-neutral collisions on the ion chemistry

and dynamics in 3D.

• Compare the plasma density from the 3D model against observations from RPC–

MIP and RPC–LAP.

1.5 Structure of the thesis

Chapter 2 introduces the theory of the cometary ionosphere, starting from the continuity

equation and bringing in the relevant elements of space plasma physics.

Chapters 3, 4, and 5 form the core research section of the thesis, and address the motiva-

tions and objectives presented in Section 1.4. Chapter 3: ‘Origin and trends in high proton

affinity ion species’ presents my analysis of the ROSINA–DFMS high resolution ion dataset,

focussing on NH+
4 to identify its origin in the coma and whether it is affected by the presence

of the diamagnetic cavity. In Chapter 4: ‘Constraining ion transport in the diamagnetic

cavity’, I describe the 1D ion acceleration model and use it to constrain the ambipolar electric

field strength and ion bulk velocity in the diamagnetic cavity near perihelion. Chapter 5:

‘Modelling the ion dynamics in 3D’ then expands this into 3D, through ion test-particle mod-

elling, to look at the impact of electric and magnetic fields on the cometary ion environment

for lower outgassing.

Finally, Chapter 6 summarises the findings of the thesis and suggests further studies that

would be required to shed light on the open questions that remain.
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THE COMETARY PLASMA ENVIRONMENT

In Chapter 1, I discuss some of the key areas of study and previous work to understand

the cometary ionosphere, outlining the open questions that will be addressed in this thesis.

It is clear from the literature review that shedding light on the processes affecting the ion

environment of comet 67P requires an arsenal of ionospheric and plasma physics methods,

as well as a range of modelling approaches. In this chapter, I outline the relevant theory,

bringing together fundamental equations and applying them to this unique environment.

First, in Section 2.1, I discuss the neutral coma of 67P, focussing on the key parameters

that influence the ion environment. Section 2.2 presents the mathematical description of

the cometary ion environment that is used for much of the modelling in Chapters 3 and 4.

Section 2.3 describes the interaction of the cometary plasma with the solar wind, in particular

the influence of electric and magnetic fields and the diamagnetic cavity. Finally, in Section 2.4

I discuss the different types of plasma models that have been applied to comets, how they

apply in different regimes, and their advantages and limitations when used to understand

the behaviour of the ions.
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2.1. THE NEUTRAL COMA AS AN ION SOURCE

2.1 The neutral coma as an ion source

While the main focus of this thesis is the plasma environment, it is important to understand

the neutral gas from which it originates. The ionosphere is only a small fraction of the total

particle density (at most 0.01%) and the size and composition of the ion population is com-

pletely driven by the neutrals. In this section I present this neutral environment, discussing

its density and composition (Section 2.1.1), as well as its bulk velocity (Section 2.1.2).

2.1.1 Neutral density and composition

One of the key differences between comets and planets is that comets don’t have a strong

enough gravitational field to hold an atmosphere under hydrostatic equilibrium. This means

that the atmosphere is constantly leaving the surface and expanding into the vacuum of

space. Fortunately, when the comet is close enough to the Sun, sublimation of ices from the

nucleus provides a constant supply of new gas material which replenishes both the neutral

coma and the ionosphere - at least until the nucleus mass has been completely depleted.

The number of molecules being ejected from the cometary nucleus per second is the

total outgassing rate, Q. This outgassing rate varies as the nucleus travels around its highly

eccentric orbit, experiencing varying levels of solar radiation. For comet 67P during the

Rosetta escort phase, Q varied between 1026 s−1 and 1028 s−1 (Biver et al., 2019).

For constant and radial neutral speed un, conservation of mass flux leads to the simplified

Haser model (Haser, 1957), giving the neutral density at cometocentric distance r:

nn(r) =
Q

4Ãunr2
e−r/(τnun). (2.1)

where the exponential correction factor exp (−r/(Änun)), where Än is the lifetime against dis-

sociation and ionisation (e.g. Gombosi et al., 1996), becomes important at large cometocentric

distances (r ⪆ 103 km for the typical outgassing of 67P during the Rosetta mission). Locally,

however, this term may be neglected, and nn ∝ 1/r2 was observed to be a good fit to the

ROSINA/COPS neutral density (Hässig et al., 2015).

The Haser model assumes that the outgassing of the comet is spherically symmetric,
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which is known not to be the case for 67P (Hansen et al., 2016). The intriguing double-lobed

shape of the nucleus (see Figure 1.3a) leads to enhanced surface area and therefore to more

water production around the ‘neck’ area (the join between the two lobes). To take into account

these variations, for data analysis purposes it is useful to define a local outgassing, Qlocal,

using the neutral density measured by COPS at a distance r above the surface,

nn(r)
︸ ︷︷ ︸

from COPS

=
Qlocal

4Ãunr2
. (2.2)

The composition and volatility of the surface is also non-uniform (Keller et al., 2015), and

the composition of the gas as measured by ROSINA-DFMS varied with latitude and season

(Hansen et al., 2016). All of this variation means that the neutral environment provides vital

context for interpretation of the ion data.

Measurements of the neutral composition at comet 67P are provided by the DFMS in-

strument in neutral mode (see Section 1.2.1). The main species detected were water, carbon

monoxide, carbon dioxide, methane, ammonia, and methanol (Hässig et al., 2015). The

relative abundances of these species were found to vary with heliocentric distance, but water

is always the most abundant by a considerable margin (up to 99% of the total neutral gas,

Biver et al., 2019). The relative abundances of the other species were found to be consistent

with the values measured in the coma of other comets (Hässig et al., 2015), suggesting that

67P is a fairly typical comet in terms of its composition.

In Chapter 3, I discuss the production of the NH+
4 ion, which, near perihelion, becomes the

most dominant ion species close to the comet. This is the result of rapid protonation of NH3:

ammonia. Though ammonia makes up only a small fraction (around 0.01%) of the coma,

it is interesting not only because it contributes so significantly to the ion composition, but

also because it is a key ingredient in the formation of complex organic molecules. Moreover,

glycine was detected in the coma (Altwegg et al., 2016), which is the simplest amino acid and

the only one able to form without the presence of liquid water. This suggests that comets

could have played a role in the delivery of prebiotic molecules to the early Earth (Altwegg

et al., 2016).
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2.1. THE NEUTRAL COMA AS AN ION SOURCE

Figure 2.1: Neutral expansion velocity as a function of heliocentric distance during the escort
phase of Rosetta, as determined by the MIRO instrument. Credit Biver et al., 2019.

2.1.2 Neutral bulk velocity

The neutral speed un has been determined by the Microwave Instrument for the Rosetta

Orbiter (MIRO), a submillimeter radio telescope on the Rosetta spacecraft. MIRO measured

the Doppler shift of the water lines in the coma, and found that the neutral speed was typically

0.5 − 1 km s−1 (Biver et al., 2019). These data were fitted as a function of heliocentric distance

(shown in Figure 2.1, alongside the earlier profile from Hansen et al., 2016). Throughout this

thesis, the Biver et al. (2019) parametrisations are used to determine the radial gas speed and

are given by:

un(rhc) = 0.94r−0.38
hc km s−1 (2.3)

pre-perihelion (before 14th August 2015) and

un(rhc) = 1.01r−0.53
hc km s−1 (2.4)

post-perihelion, where rhc is the heliocentric distance in au.
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SECTION 2.1 KEY POINTS
• The number of neutral gas particles released per second from a comet nucleus is

given by the outgassing rate, Q. For a given comet, the outgassing rate generally

increases with decreasing heliocentric distance.

• The neutral gas coma is mostly comprised of water, with small but significant

contributions from other gases such as NH3.

• The outgassing rate can either be determined globally by remote sensing or can

be calculated for the local environment using the density from the ROSINA-COPS

instrument and the distance of the spacecraft from the nucleus.

• The bulk velocity of the gas escaping from the nucleus can be parametrised as a

function of the heliocentric distance.

2.2 Formation of the cometary ionosphere

To understand the cometary ionosphere, we can mathematically formulate its sources and

sinks into a set of continuity equations (e.g. Vigren and Galand, 2013). This aids in the

interpretation of the RPC and ROSINA-DFMS electron and ion data, particularly since it is

not possible to determine the density of each ion species directly from the ion mass spectra

(see Section 1.2.1).

Consider an ion population j, travelling at bulk velocity u⃗j(r⃗). The number density nj(r⃗)

of this species is governed by the continuity equation

∂nj(r⃗, t)

∂t
+ ∇ · (nj(r⃗, t)uj(r⃗)) = Pj(r⃗, t) − Rj(r⃗, t)nj(r⃗, t). (2.5)

Pj(r, t) is the production rate of the ion population j (in cm−3s−1), which comprises of the

contributions from ionisation and ion-neutral chemistry:

Pj = P ioni
j + P chem

j . (2.6)
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Equivalently, Rj(r, t) is the loss frequency of the ion population j (in s−1), and comprises

losses due to chemistry and dissociative recombination:

Rj = Rchem
j + RDR

j . (2.7)

Summing the density of all the ion species j together gives the total ion density ni:

ni(r⃗, t) =
∑

j

nj(r⃗, t). (2.8)

Since the ion-neutral chemical reactions don’t result in a net loss of plasma, only a transfer

from one ion species to another, these terms cancel out for the total ion density,

∑

j

(

P chem
j − Rchem

j nj

)

= 0 (2.9)

and the continuity equation (Equation 2.5) becomes

∂ni(r⃗, t)

∂t
+ ∇ · (ni(r⃗, t)ui(r⃗)) =

∑

j

P ioni
j (r⃗, t) −




∑

j

RDR
j (r⃗, t)



ni(r⃗, t). (2.10)

The rest of this section describes the source and loss terms in more detail. I start with the

ionisation: photoionisation and electron impact (Section 2.2.1). In Section 2.2.2, I discuss the

ion-neutral chemistry and in Section 2.2.3, the ion-electron dissociative recombination. Finally,

I present useful edge cases of the ion continuity equations applied in a 1D approximation

(Section 2.2.4).

2.2.1 Ionisation

The two main ionisation sources for cometary ions are photoionisation and electron impact.

At large cometocentric distances (> 1000 km, Simon Wedlund et al., 2017), a significant

number of ions are added through charge exchange between the cometary neutrals and the

solar wind, however, this may be neglected at the location of Rosetta. Hence, the ionisation

production rate is given by
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P ioni
j = (¿

photoioni
n→j + ¿

e- impact
n→j )nn (2.11)

where ¿
photoioni
n→j and ¿

e-impact
n→j are the photo- and electron-impact ionisation frequencies respec-

tively. This is defined as the number of neutral molecules (n) per second that are photoionised

to form ion species j by each ionisation source.

Photoionisation

All of the neutral species in the coma can be photoionised, but since water is the most

abundant neutral species in the coma, the most important reaction:

H2O + µ → H2O
+ + e−. (2.12)

For a photon µ to be capable of ionising water, it must exceed the ionisation threshold

energy of 12.6 eV (Itikawa and Mason, 2005). These photons are in the Extreme Ultraviolet

(EUV) part of the solar spectrum, 10 − 98 nm, and most of the excess energy goes to the

electrons that are produced - typically around 10 eV (Galand et al., 2016). Further discussion

of these newly-produced photoelectrons is given in Section 2.3.3.

The photoionisation frequency is calculated using the photoionisation cross sections

for each neutral species Ãioni
n→j(¼), combined with the attenuated solar EUV spectrum. At a

location r and for wavelength ¼, this is given by the Lambert-Beer law:

F (r, ¼) = F (∞, ¼) exp










−
∑

n

Ãphotoabs
n (¼)

∫ s(r)

∞
nn(s′) ds′

︸ ︷︷ ︸

τ(λ,r)










(2.13)

where F (∞, ¼) is the unattenuated solar flux adjusted to the heliocentric distance of the comet

and Ä(¼, r) is the optical depth. s is the distance of r along the line of sight from the Sun. The

photoabsorption cross sections for each neutral species are given by Ãphotoabs
n (¼). Figure 2.3

shows the solar spectrum up to 100 nm for the 21st July 2015, taken from the TIMED/SEE

experiment (Woods et al., 2005), alongside the ionisation and absorption cross sections (Ãioni
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�
�′ = 0�′ = +∞ �′ = �

Figure 2.2: Illustration of how the column density of the cometary coma is calculated using
Equation 2.14. s is the distance of point r from the comet along the line of sight of the sun.
s = r cos Ç.

and Ãphotoabs) for water.

The optical depth Ä(¼, r) is a dimensionless quantity and represents the amount by which

solar flux of wavelength ¼ is attenuated by the local medium. An optical depth of 0 represents

a medium that is completely transparent to all incoming flux, and a value of 1 represents a

reduction in flux by a factor of 1/e. At a comet, the attenuation is mostly due to the neutral

gas coma (see Section 2.1), though attenuation by dust grains has been proposed as another

factor (Johansson et al., 2017).

Considering the neutral gas with the model of Haser (1957) (see Section 2.1.1), i.e. under

spherical symmetry, allows an analytical solution to the optical depth to be derived (Beth et al.,

2016). First we define the column density Nn(Ç, r) for solar zenith angle Ç and cometocentric

distance r:

Nn(Ç, r) =
∫ ∞

s
nn(s′) ds′ (2.14)

where s represents the path of the solar flux and is shown in Figure 2.2. Using Equation 2.2,

the geometric relation s = r cos Ç, and the fact that r sin Ç is constant for all r, we obtain
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Figure 2.3: Solar flux at 1 au from the Sun, measured on the 21st July 2015 by the TIMED/SEE
spacecraft (black, left axis). Total photoionisation yielding H2O

+ and photoabsorption cross
section for H2O (red, right axis).

Nn(Ç, r) =
∫ ∞

s

Q

4Ãun(s′2 + r′2 sin2(Ç′))
ds′ (2.15)

=
Q

4Ãunr2 sin2(Ç))

∫ ∞

s

1
s′2

r′2 sin2(χ′)
+ 1

ds′ (2.16)

=
Q

4Ãunr2 sin2(Ç))

[

Ã

2
− arctan

(

s

r sin(Ç)

)]

(2.17)

=
Q

4Ãunr

Ç

sin(Ç)
(2.18)

This expression (2.18) is valid for the dayside, i.e. where 0° < Ç < 90°, but can be applied

to the nightside by taking advantage of the spherical symmetry. For most of the Rosetta

escort phase, Rosetta was in the terminator plane so Ç ∼ 90° is often a good approximation.

Once the attenuation of the solar flux has been determined, the photoionisation frequency

can then be calculated,

¿photoioni
n→j =

∫ λth

λmin

Ãioni
n→j(¼)F (∞, ¼)e−τ(λ,r) d¼. (2.19)
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Figure 2.4: Photoionisation frequency for the products of photoionisation for H2O, CO and
CO2 as a function of cometocentric distance, for two different outgassing rates: 1027 s−1 (left)
and 3 × 1028 s−1 (right). Dotted lines show frequency from unattentuated solar flux. Credit:
Heritier et al. (2017a)

Figure 2.4 shows example ionisation frequency profiles with cometocentric distance for

medium (left) and high (right) outgassing rates. It is clear from this figure that the effect of

photoabsorption may be neglected in the 1027 s−1 outgassing case. In the high outgassing

case, there may be no attenuation at the spacecraft location if it is above 100 km (as it usually

was near perihelion). However, models need to include it in order to build up the full picture

of the ion environment.

Electron-impact ionisation

The second key process by which cometary neutrals can be ionised is by electron-impact

ionisation. This is the process by which energetic electrons, exceeding the ionisation threshold

for the neutral molecules, collide with them and release a secondary electron, e.g.,

e− + H2O → H2O
+ + e− + e−. (2.20)

The electron-impact ionisation frequency is more complicated to derive than the pho-

toionisation, since a single electron may retain energy and go on to cause more neutrals to

become ionised (or excited). Conversely, an ionising photon is wholly absorbed by the neutral.

Large electron-impact ionisation frequencies are associated with a significant population of
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energetic electrons, such as those that have been accelerated by the solar wind (Madanian

et al., 2016a) or produced by absorption of X-rays at very large outgassing rates (such as 1P,

Bhardwaj, 2003).

Photoionisation dominated near perihelion during the Rosetta escort phase, whereas

electron impact was required to explain the electron density at larger heliocentric distance

(Galand et al., 2016, Heritier et al., 2017b, Heritier, 2018). Stephenson et al. (2023) made the

first assessment of the electron impact frequency across the whole mission, confirming that

it does indeed dominate over photoionisation for large heliocentric distances. This was

performed using measurements from RPC–IES (see Section 1.2.1) and calculated according to

the equation

¿e-impact
n =

∑

j

∫ Emax

Ethresh

Ãe−impact
n→j (E) J(E) dE (2.21)

where j represents the different ion products resulting from the ionisation of neutral species

n and Ãe−impact
n→j (E) is the electron-impact ionisation cross section at a given energy E. The

integral goes from the threshold energy for each ionisation reaction Ethresh, to the maximum

energy beyond which the electron flux is can be neglected Emax. J(E) is the differential

electron flux from RPC–IES (Burch et al., 2007), and details of its derivation can be found in

Stephenson et al. (2021). The electron-impact ionisation frequency derived is displayed in

Figure 2.5 (black); it is highly variable, but it dominates over the photoionisation frequency

(red) at large heliocentric distances particularly before April 2015 and after January 2016.

2.2.2 Ion-neutral chemistry

Equation 2.5 introduced the continuity equation for ion species j in the cometary coma. In this

equation, the production term (Equation 2.6) comprised new ions from ionisation (covered in

Section 2.2.1) and from ion-neutral chemistry. The production rate of ion population j at the

neutral speed un due to ion-neutral chemistry is given by

P chem
j (r) =

∑

n,j′ ̸=j

kIN
j′,n→jnn(r)nj′(r) (2.22)
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Figure 2.5: Photoionisation (red) and electron-impact ionisation (black) frequencies over the
escort phase of Rosetta. Heliocentric distance given in blue. Reproduced from Stephenson
et al., 2023.

where kIN
j′,n→j [cm3 s−1] is the reaction rate coefficient for ion-neutral chemical reactions

between the ion species j′ and the neutral species n, leading to the production of ion species

j. Since the production of one ion species through ion-neutral chemistry results in the loss of

another, there is an equivalent term in the loss rate (R′chem
j , see Equation 2.25).

The most common ion-neutral reaction type is protonation, which I introduced in Sec-

tion 1.3.1. The production rate per unit volume of H3O
+ ions as a result of the protonation of

neutral water (Equation 1.2) is given according to Equation 2.22 as:

P
protonation
H3O+ (r)
︸ ︷︷ ︸

[cm−3 s−1]

= kIN
(H2O+,H2O→H3O+)
︸ ︷︷ ︸

[cm3 s−1]

· nH2O(r)
︸ ︷︷ ︸

[cm−3]

· nH2O+(r)
︸ ︷︷ ︸

[cm−3]

(2.23)

The protonation reactions are exothermic - that is, they release an amount of energy given

by the difference in the proton affinity of the two neutral species involved. The proton

affinities of OH, H2O and those cometary neutral species with higher proton affinity than

water are given in Table 2.1. These values suggest that the protonation of water (Equation 1.2)

would release 2.73 eV of energy. However, it is not entirely clear where this energy ends up.

A reasonable assumption is that this energy is split between the neutral and ion products (OH

and H3O
+ for reaction 1.2) in inverse proportion to their masses (Rees, 1989). Experimental
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Table 2.1: Proton affinities for some relevant neutral species in the cometary coma (Hunter
and Lias, 1998)

Proton affinity [eV]

OH 6.14

H2O 7.17

H2S 7.32

H2CO 7.40

HCN 7.40

CH3OH 7.83

NH3 8.86

studies performed by Lishawa et al. (1990) and Vančura and Herman (1991) found no evidence

of a kinetic energy boost to the product ion, but the experiments were performed at higher

energies than the typical cometary collisions we examine at comet 67P (> 1 eV compared

to 0.1 eV). It is therefore likely that any effect of the released energy would fall within the

error bars of the experiment. Cometary ionosphere models have typically neglected the extra

energy, as they have been limited by their 1D nature (e.g. Vigren and Eriksson, 2017), and it

has likewise been neglected in Chapter 4. This will be discussed further in Chapter 5 (Section

5.4).

The neutral species with the highest proton affinity in the cometary environment is NH3

(see Table 2.1). This means that there is no neutral species that can be protonated by NH+
4 ,

and the only way for this species to be chemically lost is through dissociative recombination

(see Section 2.2.3). The strong presence of NH+
4 in the cometary ionosphere (Beth et al., 2016,

Heritier et al., 2017a, Beth et al., 2020), despite no direct ionisation pathway from the small

fraction of NH3 in the neutral gas, makes it a useful ion species to study the key plasma

processes in the coma, and it will be the focus of Chapter 3.

A list of the ion-neutral reaction rate coefficients used for the ionospheric model used in

Chapter 3 can be found in the appendix of Heritier et al. (2017a) or in Heritier (2018). The

rates used in Chapter 4 is a subset of these, and is provided in Appendix A.
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2.2.3 Electron-ion dissociative recombination

The other way that an ion of a particular species can be chemically lost is through ion-electron

dissociative recombination (often abbreviated to DR herein). This is where an ion and electron

join together to produce dissociated neutral molecules, for example,

H2O
+ + e− → O + H2. (2.24)

At low outgassing (large heliocentric distances) recombination has been found to be too

insignificant a process to affect the overall plasma density (Galand et al., 2016). This is due to

the low densities of ions and electrons making collisions between them very rare. Closer to

perihelion, the collision probability increases and recombination becomes more important

(Heritier et al., 2017a).

The recombination rate coefficient ³DR
j [cm3 s−1] is dependent on the electron temperature

(Rosen et al., 2000). Putting together the loss frequency for ion species j through both ion-

neutral chemistry and dissociative recombination, it follows that:

Rj(r) =
∑

n,j′ ̸=j

kIN
j,n→j′nn(r)

︸ ︷︷ ︸

ion-neutral
chemistry

+ ³DR
j (Te) ne(r)

︸ ︷︷ ︸

dissociative
recombination

. (2.25)

2.2.4 The 1D case

Since close to the comet, the ions travel radially, the continuity equation (Equation 2.5) for

ion species j is frequently solved in 1D, in which the divergence term is reduced to its radial

component:

∂nj

∂t
+

1

r2

∂

∂r
(r2njuj) = Pj − Rjnj. (2.26)

This simplified version of the equation allows us to consider some specific cases.

57



CHAPTER 2. THE COMETARY PLASMA ENVIRONMENT

Transport-Ionisation balance

In the case where Rosetta was at large heliocentric distance (≳ 2 au and r ≲ 80 km) , the

dissociative recombination timescale was slower than that of transport (Beth et al., 2019,

Galand et al., 2016), allowing it to be neglected from the model. In addition, since the lower

gas density resulted in an optically thin coma (see Section 2.2.1) the photoabsorption is

negligible.

Considering the total ion density ni in this field-free, chemistry-free case, then Equa-

tion 2.10 reduces to

1

r2

∂

∂r
(r2ni(r)ui) = ¿ ioninn(r). (2.27)

Assuming the ions travel at a constant velocity ui, a constant total ionisation frequency

¿ ioni, and the neutral density profile following Equation 2.2, the solution to Equation 2.27 is

(Galand et al., 2016, Vigren et al., 2016, Heritier et al., 2017b):

ni(r) =
Q¿ioni

4Ãuiun

r − rc

r2
, (2.28)

which is equivalent to Equation 1.5. This result tells us that in the case where r >> rc,

where rc is the radius of the comet surface, then the plasma density should scale as ni(r) ∝ r−1.

The ion density at 67P was found to follow Equation 2.28 for low outgassing (Galand et al.,

2016, Heritier et al., 2017b). When applied to higher outgassing levels, it results in an

overestimation near perihelion (Vigren et al., 2019). This can be attributed to the acceleration

ions undergo by the ambipolar electric field (see Section 2.3.2) and is the focus of Chapter 4.

With the finite nucleus radius (rc ∼ 2 km) taken into account in Equation 2.28, we find that

the ionospheric density peaks at r = 2rc (Heritier et al., 2017b). Below this peak the ionisation

process has not had time to build up plasma, and it was observed during Rosetta’s descent to

its final resting place on the comet surface in September 2016 (Heritier et al., 2017b).
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Photochemical equilibrium

Another case we can consider is that of photochemical equilibrium, that is, when loss through

dissociative recombination is significantly more efficient than that of transport. This was

the case within the diamagnetic cavity of 1P/Halley during the Giotto flyby (Balsiger, 1986)

where the outgassing (∼ 7 × 1029 s−1) was high (Beth et al., 2019).

In this case, the transport term in Equation 2.26 can be neglected leading to a balance of

the ionisation and dissociative recombination terms:

¿ ioninn(r) = ³DR
i ne(r)ni(r). (2.29)

Using Equation 2.2 for the neutral density (nn(r)) and the quasi-neutrality of the plasma

(ne(r) ≈ ni(r)), we obtain (Cravens, 1987):

ni(r) =
1

r

√
√
√
√

Q¿ ioni(r)

4Ãun³DR(Te)
. (2.30)

The plasma density from Equation 2.30 agrees well with observations from Giotto during

the flyby of 1P/Halley within the diamagnetic cavity (Rubin et al., 2009, Beth et al., 2019,

Cravens, 1987).
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SECTION 2.2 KEY POINTS
• The sources and losses of cometary ions can be expressed as a continuity equation

for each species.

• The main source of cometary plasma is the ionisation of the neutral gas, either

through photoionisation or electron impact.

• The sunlight is attenuated by the coma when it is optically thick, but this is

minimal for low outgassing.

• New ion species can be formed through ion-neutral chemical reactions. A key

reaction type is protonation, which allows H3O
+, and sometimes NH+

4 , to become

the dominant ion species despite not being directly produced by ionisation.

• Plasma can be lost through ion-electron dissociative recombination, or through

transport.

• The relative size of these source and loss terms lead to different ionospheric

density profiles.

• In the inner coma of 1P/Halley during the Giotto flyby, the ionisation balanced

the ion-electron dissociative recombination, and transport could be neglected -

this is photochemical equilibrium.

• Transport is more important at 67P. For low outgassing, a balance between the

ionisation and transport (neglecting recombination) can explain the plasma den-

sity.
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2.3 Interaction between a comet and the solar wind

Our discussion has thus far ignored the influence of the wider space environment, considering

only the cometary sources of plasma and the interactions between them. In this Section I

address the solar wind’s influence on the cometary system, starting with the effect of electric

and magnetic fields on the single-particle motion of the ions (Section 2.3.1). Section 2.3.2

discusses the ambipolar electric field in more detail, as this is a key driver of the ion dynamics

inside the diamagnetic cavity and will be the focus of Chapter 4. In Section 2.3.3 I cover the

role of electrons in the comet ionosphere and the different populations based on their origins

and energies. Finally, Section 2.4 outlines the types of plasma model that have been used to

simulate the comet environment.

2.3.1 Electric fields experienced by the cometary ions

The electric field that arises in a plasma can be determined by rearranging the equation of

motion for the electron population. This results in the relation known as the Generalised

Ohm’s Law (GOL, e.g. Cravens, 2004)

E⃗ = −u⃗e × B⃗ −
1

nee
∇pe +

me

e
g⃗ +

me

e

∑

t̸=e

¿e,t(u⃗e − u⃗t) −
me

e

(

∂u⃗e

∂t
+ (u⃗e · ∇)u⃗e

)

(2.31)

where ¿e,t is the collision frequency between the electrons and other species t (both ions and

neutrals). The gravitational term me

e
g⃗ is small and can therefore be neglected.

With multiple ion species j, the mass-averaged velocity u⃗ can be defined as

u⃗ =
meneu⃗e +

∑

j mjnju⃗j

mene +
∑

j mjnj

≈ u⃗i, (2.32)

where u⃗i is the total mass-averaged bulk velocity of all the ion species. The current density J⃗

is then given by

J⃗ =
∑

j

enjZju⃗j − eneu⃗e (2.33)
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with ZJ the charge number of ion species j. Using Equations 2.32 and 5.18, Equation 2.31

can be re-cast into a useful form

E⃗ = −u⃗ × B⃗
︸ ︷︷ ︸

convective field

+

Hall term
︷ ︸︸ ︷

1

nee
J⃗ × B⃗ −

1

nee
∇pe

︸ ︷︷ ︸

ambipolar term

+

Ohmic term
︷︸︸︷

¸J⃗ +
me

nee2




∂J⃗

∂t
+ ∇ · (J⃗ u⃗ + u⃗J⃗)





︸ ︷︷ ︸

electron inertial term

(2.34)

where the Ohmic resistivity ¸ = (me¿e)/(nee
2), with ¿e the total electron momentum transfer

collision frequency for all the ion and neutral species.

In a cometary context, the Ohmic and electron inertial terms are small compared to

the others and can be neglected (Deca et al., 2019). Inside the diamagnetic cavity, which

appears close to the nucleus at high activity, there is a negligible magnetic field, thus only the

ambipolar electric field term is relevant. Outside the diamagnetic cavity at high activity, and

everywhere in the comet-solar wind interaction at lower outgassing, all three electric field

terms need to be taken into account. In the following sections, the meaning and contribution

of the motional, Hall and ambipolar electric fields are discussed (Section 2.3.1, 2.3.2 and 2.3.1,

respectively).

Convective electric field

Sometimes called the motional electric field, the convective electric field (E⃗conv) is associated

with the motion of the solar wind in the comet reference frame. In the solar wind frame, this

term in the GOL disappears following the Lorentz transformation:

E⃗ ′ = ⃗Econv + ⃗uSW × ⃗BIMF = 0⃗. (2.35)

Therefore while the solar wind particles do not experience this field directly, the cometary

plasma is accelerated by it when it encounters the solar wind (see Figure 2.6). Since the newly

produced cometary ions move slowly compared to the unaffected solar wind upstream of the

comet (∼ 1 km s−1 compared to ∼ 400 − 600 km s−1), the relative velocity is approximately

the solar wind velocity u⃗sw, and the cometary ions are subject to the electric field
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usw

Econv

BIMFEconv = - usw × BIMF

Figure 2.6: Schematic showing how solar wind creates a motional (convective) electric field
and its impact on the cometary ions (shown as H2O

+ ions). Red and light blue circles show
the solar wind ions and electrons, respectively. Dark blue shows pick-up ions of cometary
origin, initially travelling anti-cometward.

E⃗conv = −u⃗SW × B⃗IMF. (2.36)

The heavy cometary ions are accelerated along this electric field, as well as experiencing

the IMF, and their motion gains an anti-sunward component (Nilsson et al., 2015, Behar et al.,

2016). As the solar wind becomes mass-loaded with cometary ions, momentum is conserved

by a slowing down of the solar wind ions and a deflection away from the comet-Sun line.

Therefore the solar wind experiences the effect of the motional electric field indirectly.

Hall electric field

The Hall term in the GOL (Eq. 2.34) accounts for the current generated by the different

electron and ion motion when the scale of the ion gyroradius is approached.

Polarisation electric field

Rather confusingly, the term ‘polarisation electric field’ is often used in a cometary plasma

context to refer to the Hall effect arising from the different ion and electron trajectories

(Nilsson et al., 2018). In much of the general literature on space physics, ‘polarisation field’

is instead used to refer to the ambipolar term in Equation 2.34 (e.g. Cravens, 2004), but for
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clarity we will stay in line with the cometary terminology in this thesis.

To understand where the polarisation field comes from, we must first consider the motion

of charged particles in uniform electric and magnetic fields. In the solar wind context, these

fields can represent the motional electric field (see Section 2.3.1) and interplanetary magnetic

field, respectively. In the absence of any other external forces, the equation of motion is

m
dv⃗

dt
= q(v⃗ × B⃗ + E⃗). (2.37)

The velocity v⃗ of the charged particles can be decomposed into 3 parts: v⃗∥ parallel to the

magnetic field, a drift velocity v⃗d perpendicular to the magnetic field, and a time-varying

gyration v⃗§(t). Considering only the drift component, Equation 2.37 reduces to

E⃗ = −v⃗d × B⃗. (2.38)

Taking the cross product with B⃗ to each side gives

E⃗ × B⃗ = −(v⃗d × B⃗) × B⃗ (2.39)

= (B⃗ · B⃗)v⃗d − (B⃗ · v⃗d)B⃗ (2.40)

= B2v⃗d. (2.41)

The resulting drift velocity is then given by

v⃗d =
E⃗ × B⃗

B2
, (2.42)

independent of the charges and therefore the same for both ions and electrons. However,

the gyromotion does vary for each species, since the Larmour radius

rL =
mv§

|q||B|
(2.43)

depends on the particle mass and the sense of the gyration depends on the particle charge.

On scales much larger than the ion gyroradius, this difference in the particle trajectories can
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be safely ignored. However this is frequently not the case in the cometary environment. For

example Simon Wedlund et al. (2017) estimated the gyroradius of cometary ions at 1.3 au for

comet 67P to be (1.5 − 2) × 104 km, which is clearly significant when compared to the bow

shock standoff distance of around 7 × 103 km. This means that, in this environment, the ions

effectively move in the direction of the convective electric field of the solar wind, whereas the

electrons experience an E⃗ × B⃗ drift. A similar situation arises at other unmagnetised bodies,

such as Mars (Kallio and Jarvinen, 2012). This difference in the way the solar wind impacts

the cometary ions and electrons sets up a charge separation, leading to the formation of the

polarisation electric field (Nilsson et al., 2018). This is illustrated, alongside the ambipolar

and convective field components, in Figure 2.7.

2.3.2 Origin and impact of the ambipolar electric field

The ambipolar electric field term in the Generalised Ohm’s Law (Equation 2.31),

E⃗amb = −
1

nee
∇pe, (2.44)

represents the response of the plasma to gradients in the electron pressure. These gradients

set up a charge imbalance, counteracted by the ambipolar electric field to maintain quasi-

neutrality on scales larger than the Debye length (see Figure 2.7). At planets, the charge

imbalance can arise owing to the difference in the gravitational forces acting on electrons

and ions (Collinson et al., 2019). At comets, the gravitational force on individual particles

is negligible, but an electron pressure gradient is still set up due to the difference in energy

between the ions and electrons produced during photoionisation. The newly produced ions

are relatively unchanged from the neutral outflow speed, leaving the photoelectron to absorb

most of the excess energy from the ionisation process (this would be the incident solar photon

energy - 12.6 eV for water). This gives the electrons higher kinetic energy than the ions, hence

a outwardly-pointing radial electric field acts to maintain quasi-neutrality by restraining the

electrons and accelerating the ions.

If the outgassing is high enough, electrons are efficiently cooled by collisions with the
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usw

Econv

Bsw

Epol

Eamb

Figure 2.7: (Left) Diagram showing the different E⃗ × B⃗ drift motions of ions and electrons.
(right) Schematic showing the direction of the ambipolar electric field (green arrows) to
counteract the charge imbalance created by the different energies of the cometary ions (red)
and photoelectrons (blue).

neutral molecules in the coma and this is enough to maintain quasi-neutrality without the

need for an ambipolar electric field. It is likely to have been the case for comet 1P/Halley

during the 1986 Giotto flyby, as demonstrated in Gan and Cravens (1990). However, the

outgassing of comet 67P during the Rosetta mission was considerably lower than that of

1P/Halley during Giotto (1026−1028 s−1 compared to 1029 s−1) and consequently the ambipolar

electric field has a tangible impact on the cometary environment. One such impact is to keep

cometary electrons ‘trapped’ in a region close to the nucleus (e.g. Deca et al., 2017, Stephenson

et al., 2022), thereby increasing the efficiency of electron-neutral collisions and leading to

a cold electron population (< 0.1 eV) observed by RPC–LAP and MIP (e.g. Eriksson et al.,

2017, Engelhardt et al., 2018, Gilet et al., 2020, Wattieaux et al., 2020). In addition, solar wind

electrons were found to have been accelerated towards the nucleus by such a field, detected

as a suprathermal electron population (Madanian et al., 2016a) and responsible for most of the

ionisation (Stephenson et al., 2023) and for generating aurora (Galand et al., 2020, Stephenson

et al., 2021).

Determining the magnitude and functional form of the ambipolar electric field at a

comet is not straightforward. At planets, the field acts against the difference in gravitational

forces experienced by the ions and electrons, and can be determined analytically (this is

the Pannekoek-Rosseland electric field, e.g. Rosseland, 1924), but cometary ionospheres
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are not gravitationally bound. One way to constrain the field is to model how the total ion

density might be influenced by varying electric field profiles. The modelling of this is the

basis of Chapter 4, but at this point it is relevant to discuss the theoretical arguments for two

functional forms of the electric field which have been proposed.

Vigren et al. (2015) derived an expression for the radial electric field (E⃗ = E(r) ⃗̂r ) by first

enforcing ne ≈ ni ∝ 1/r . This arises from a field-free and chemistry-free model of the coma

(Equation 1.5) , with a pure H2O coma and the comet as a point source. Te is also assumed to

be constant. Under these assumptions, Equation 2.44 is reduced to

E(r) = −
1

qne(r)

dpe(r)

dr
= −

kBTe

qne(r)

d(ne(r))

dr
=

kBTe

qr
, (2.45)

such that E ∝ 1/r.

An argument can also be made for a 1/r2 dependence of the electric field by enforcing

neutrality of the plasma (Beth and Galand, 2017) . Gauss’s law under spherical symmetry

gives

1

r2

d(E(r)r2)

dr
=

ni − ne

ϵ0

(2.46)

which, assuming neutrality (ni = ne) leads to

E(r) = E(rc)
r2

c

r2
(2.47)

where E(rc) is the electric field strength at the comet surface. Beth and Galand (2017) derived

an analytical model of the ion density for general electric field profiles 1/rm , arguing that

m > 1 is required to avoid an unbounded potential at the surface. Both 1/r and 1/r2 profiles

are modelled in Chapter 4.

2.3.3 Electron populations

Since quasi-neutrality holds in a plasma (ne ≈ ni), the contribution of electrons is significant

when it comes to ionospheric properties and dynamics. At a comet, they can be broadly
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classified into three groups according to their temperature, which assists in identifying the

predominant sources. The three populations of electrons can be categorised as follows:

• Newly born, warm electrons (5-15 eV) are those produced directly through photoionisation

of the cometary neutrals, or as secondary electrons produced during electron-impact

ionisation. Near perihelion, photoionisation is the primary source of warm electrons

(Heritier, 2018), whereas at lower heliocentric distances, warm electrons have more

likely been heated by accelerated solar wind electrons (Stephenson et al., 2023).

Since the excess energy after photoionisation (see Section 2.2.1) is Ehν − Eioni (where

Ehν is the photon energy and Eioni is the ionisation energy of the neutral), the average

energy of the photoelectrons depends on the incoming solar flux as well as the neutral

composition. The dominant neutral species at 67P near perihelion is water, which has

an ionisation energy of 12.5 eV, and in an optically thin coma (negligible attenuation

of the solar flux due to photoabsorption, Section 2.2.1) this leads to photoelectrons of

∼ 10 eV on average (Huebner et al., 1992, Vigren and Galand, 2013). Those electrons

released by electron-impact ionisation are also around 10 eV on average (Galand et al.,

2016).

• Cold electrons (≲ 1 eV) are those which have been cooled through collisions with neutrals.

The cold electron population becomes more significant with increasing outgassing

activity as the probability of collision increases (Eriksson et al., 2017, Engelhardt et al.,

2018, Gilet et al., 2020). Odelstad et al. (2018) found that they are more consistently

present and in larger numbers within the diamagnetic cavity (Section 1.3.2).

Engelhardt et al. (2018) observed cold electrons at large heliocentric distances (≳ 3.5 au),

when no electron exobase was expected to form. The location of the electron exobase

is typically defined as the scale height at which the distance from the surface of the

comet is equal to the mean free path of the electrons, assuming a radial expansion. The

observation of cold electrons outside of the region delimited by the exobase suggests

that more electron-neutral collisions are taking place than would be expected for radially

expanding electrons. This has been attributed to electron trapping by a potential well
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around the nucleus, due to an ambipolar electric field. The ambipolar field is set up to

ensure quasi-neutrality, attracting the electrons back towards the nucleus since their

higher energies (therefore faster speeds) compared to the ions would cause a density

gradient, and therefore a charge separation (Deca et al., 2017). This trapping increases

the path of electrons in the inner coma, allowing them to undergo more collisions

with neutrals and to cool more effectively, as has now been shown through collision

test-particle modelling (Stephenson et al., 2022, Stephenson et al., 2024). The ambipolar

electric field is discussed in more detail in Section 2.3.2.

• Suprathermal electrons (> 15 eV) are so called because their energies are > kBTe where

Te is the mean temperature of the whole population. They are responsible for electron-

impact ionisation (Galand et al., 2016, Heritier, 2018) and Far UltraViolet (FUV) auroral

emissions observed by the UV spectrograph Alice (Galand et al., 2020, Stephenson

et al., 2021). Particle-in-cell (PiC) modelling (Deca et al., 2017) has shown that for

low outgassing comets these energetic electrons originate in the solar wind and are

accelerated by the ambipolar field (Stephenson et al., 2023).

The relative contribution of these three electron populations to the ’bulk electron tempera-

ture’ depends on the outgassing, cometocentric distance, ionisation rate and electromagnetic

field influences. For this reason, the electron temperature is very difficult to model and

they do not follow a straightforward Maxwellian distribution. The radial profile of electron

temperature is a key unknown and this is a particular problem for the determination of

the ambipolar electric field (see Equation 2.44). In Section 2.4, I will discuss the different

modelling approaches and the extent to which they are able to address this issue.
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SECTION 2.3 KEY POINTS
• Cometary ions are accelerated along the motional electric field of the solar wind.

To conserve momentum, the solar wind is slowed down and deflected. This effect

is called mass loading.

• When the outgassing is high enough, the solar wind can be prevented from

reaching the cometary nucleus, leaving a magnetic field free diamagnetic cavity.

• Inside the diamagnetic cavity, the only electric field term present in the Gener-

alised Ohm’s Law is the ambipolar electric field - set up by a gradient in the

electron pressure.

• Rosetta observed a consistent population of collisionally cooled electrons.

2.4 Modelling approaches

As demonstrated in this chapter, the cometary plasma environment represents a complex

and variable system that is influenced by interactions between the cometary and solar wind

plasma populations. It is therefore valuable to complement the context-dependent data ob-

tained by Rosetta and Giotto with models and simulations to explore the underlying physical

processes. This section explores the various modelling techniques used to study cometary

plasma, including magnetohydrodynamic (MHD, Section 2.4.1), kinetic (Section 2.4.2), and

hybrid simulations (Section 2.4.3) highlighting their strengths, limitations, and regimes of

applicability.

2.4.1 MHD

Magnetohydrodynamic (MHD) models take a fluid approach to plasma modelling. They are

based on the assumption that the plasma is a single or multi fluid, with the ions and electrons

moving together. The MHD equations (continuity, momentum, energy, and induction) are

derived from the hydrodynamic equations of motion and Maxwell’s equations, and are a set

of coupled partial differential equations that describe the behaviour of the plasma. They are
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solved on a grid, and the plasma is treated as a fluid that flows through the grid. A simplified

version of the Generalised Ohm’s law (Equation 2.31) is solved to determine the electric fields

(just the convective term, in the case of ideal MHD).

MHD models are able to capture the large-scale behaviour of the plasma, and are used

to study phenomena such as the solar wind, the Earth’s magnetosphere, and the plasma

environment around other planets. In application to cometary plasma, MHD has been used

to study 1P/Halley during the flyby of the Giotto spacecraft in 1986 (e.g. Gombosi et al.,

1996, Benna and Mahaffy, 2007, Rubin et al., 2014a). They are particularly useful for studying

the interaction between the solar wind and cometary plasma. However, the small-scale

behaviour of the plasma cannot be captured, since individual particles in the plasma are

not resolved. This means that MHD models are not able to capture the effects of collisions

between particles, or the effects of the electric and magnetic fields on individual particles. At

lower outgassing comets such as 67P, these kinetic effects and collisions are more important

than at Halley and cannot be neglected. This environment requires a more complex kinetic or

hybrid approach.

2.4.2 Kinetic

Treating the effects of individual particle trajectories requires a kinetic approach to plasma

modelling, and a common type of kinetic model is Particle-in-Cell (PiC). These do not enforce

quasi-neutrality, instead deriving the electric and magnetic fields from the individual motions

of electrons and ions, but this adds a new level of computational expense to the simulations.

In order for the small gyro-period of the electrons to be resolved, the time step needs to be

very short. It is common to artificially increase the electron-proton mass ratio in order to

mitigate the issue.

A collisionless and fully kinetic model of the cometary plasma environment is described

in Deca et al. (2017). This model self-consistently calculates the fields by treating the cometary

and solar wind ions and electrons separately. The Generalised Ohm’s law (Equation 2.31) is

not enforced in the PiC model, and the self-consistently calculated fields have been used to

assess the importance of its terms in Deca et al. (2019). Such analysis shows that the ambipolar
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(Section 2.3.2) and Hall (Section 2.3.1) electric fields are important in shaping the trajectories

of the cometary particles at the outgassing level of 67P.

A key shortcoming of the kinetic modelling applied so far to comets is the lack of collisional

processes. Such collisional processes are clearly important in order to accurately describe the

electron dynamics, as shown by the model of Stephenson et al. (2022), which does include

electron-neutral collisions, in a test-particle approach. This method treats the electrons

kinetically as they respond to a fixed background of electric and magnetic fields (supplied

by the Deca et al. (2017) PiC model), therefore there is no direct feedback. This modelling

showed that the cold electrons (see Section 2.3.3) observed at low outgassing can be explained

by cooling through electron-neutral collisions, the rate of which is increased by trapping in

the ambipolar potential well (Stephenson et al., 2024). This test-particle model is revisited in

Chapter 5, and adapted to model the cometary ion population.

The full kinetic and self-consistent treatment of collisions is computationally expensive,

and has not yet been applied to cometary plasmas. Such a model would be able to capture

the full range of electron and ion dynamics, and would likely go a long way to answering the

remaining unanswered questions about the cometary ionosphere. In the meantime, a hybrid

approach is a good compromise between the fluid and kinetic models.

2.4.3 Hybrid

In a hybrid simulation, the ions are treated kinetically and the electrons are treated as a fluid

that moves in response to them, satisfying quasi-neutrality. This allows more dynamics to

be captured than in the MHD case, but is less computationally expensive than a full kinetic

model.

Puhl-Quinn and Cravens (1995) used a 1D hybrid model to demonstrate the kinetic ion

effects present at the diamagnetic cavity boundary. Gyration of the cometary ions travelling

out of the diamagnetic cavity and into the magnetised region stagnates the ion flow at the

boundary and leads to enhanced recombination in this layer as observed by Giotto (Goldstein

et al., 1989).

For 67P, hybrid modelling has been used to study various ion phenomena. The ion pick-up
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process (Section 2.3.1) is much more accurately modelled when the gyration of the ions is

taken into account (Rubin et al., 2014b). This allows the bow shock formation to be studied

in more depth than with an MHD model (e.g. Koenders et al., 2015, Gunell et al., 2018, Alho

et al., 2019). The importance of charge exchange for these processes has also been highlighted

(Simon Wedlund et al., 2017, Simon Wedlund et al., 2019).

These models have improved upon the capabilities of the MHD approach, but they still

fail to capture the electron behaviour and the importance of electron collisions. Hybrid

simulations will be discussed further in Chapter 5.

SECTION 2.4 KEY POINTS
• Different types of plasma simulation are applicable for different cometary out-

gassing rates - there is no ‘one size fits all’ approach.

• Magnetohydrodynamic (MHD) models treat the ions and electrons as magnetised

fluids, work best for high outgassing comets such as 1P/Halley (Q = 5 × 1029 s−1).

• Kinetic models treat the ions and electrons both as populations of particles, al-

lowing their kinetic-scale behaviour such as gyro-motion to be studied. These

simulations are very computationally expensive, especially if collisions are in-

cluded.

• Hybrid models treat the ions as kinetic particles and the electrons as a neutralising

fluid. They capture more ion dynamics than possible with MHD, but are less

expensive than kinetic models.

• Both hybrid and kinetic models have been used to study weakly outgassing

comets, such as 67P.
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CHAPTER 3

ORIGIN AND TRENDS IN HIGH PROTON AFFINITY

ION SPECIES

The high mass resolution of the ROSINA-DFMS instrument led to the detection of a wide and

complex ion chemistry in the cometary environment (see Sections 1.2.1, 2.2). Of particular

interest for ion dynamics is the presence of protonated high proton affinity (HPA) ion species.

In order to form these ions, multiple ion-neutral chemical reactions need to occur, which is not

possible without a sufficiently collisional coma. If the ions escape from the nucleus surface too

quickly, the timescale for collisions becomes longer than the transport timescale, preventing

new ion species from forming. Therefore, it is relevant to understand the complexity of the

cometary ion environment and the factors that drive it, as it places an upper limit on the ion

bulk velocity and constrain the ion acceleration processes.

In this chapter, I explore the variation in the detection of protonated high proton affinity

ion species over the escort phase, and in the diamagnetic cavity near perihelion. The goal of

this study is to confirm the source of NH+
4 in the coma, and to understand what factors drive

its abundance. I do this by exploiting the DFMS High Resolution ion mode dataset in depth

over the 2-year escort phase of Rosetta. The majority of this chapter is taken from Lewis et al.

(2023).
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3.1 Interpretation of ion mass spectrometer data from DFMS

Ion mass spectrometer data used in this study are from ROSINA-DFMS (Balsiger et al., 2007),

described in detail in Section 1.2.1. Both the high and low resolution ion modes were used,

though the HR mode is required to separate NH+
4 from H2O

+ (Beth et al., 2016), since they

both appear at 18 m/z, as illustrated in Figure 3.1.

The DFMS counts cannot be simply converted into ion number densities since the sen-

sitivity of the instrument depends on other factors, such as the spacecraft potential and

instrument field of view orientation with respect to the nadir direction (Schlaeppi, 2011). For

this reason, I derived an empirical count sum as a proxy for the real ion densities and to

determine whether or not the ion species has been detected for a given scan.

The process to derive these count sums is as follows. First, the counts were summed over

a 0.02 m/z range away from where any mass peaks are expected (17.94 − 17.96 m/z for 18 m/z)

to find a background count level. This level is then compared to the counts summed over a

±0.01m/z window at the expected peak location (e.g. 18.03383 m/z for NH+
4 ). The background

is generally very low in HR mode at the lower mass/charge ratios (typically 2–6 counts at

18 m/z) but increases significantly at higher mass/charge ratios.

The DFMS dataset includes spectra from both channels of the instrument, A and B (see

Section 1.2.1). Both channels should be materially identical, but in some cases one channel

exhibited a much stronger peak than the other. Those spectra which had a > 50% difference

in the count sums were disregarded. Otherwise, if the count sum at the peak was 5 times

higher than the background level in both channels, I considered the ion species to be detected.

Figure 3.2 summarises the variation in count sums between the two channels across the entire

dataset, highlighting the spectra that have been removed due to low counts compared to

the background (red) and to inconsistency between the two channels (light blue). Where

count sums are referred to in the rest of this thesis, it refers to the peak count sum with the

background subtracted. The count sums from channels A and B are added together, unless

specified otherwise.

A rough estimate for the threshold ion density required for detection can be derived by
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considering the current of ions impinging on the instrument:

Icoma =
Idet

Si

, (3.1)

where Icoma is the current of ions of a given mass, Idet is the current reaching the detector, and

Si is the sensitivity of DFMS to the ion species, i. The current generated by one ion impacting

at the detector during the integration time dt (20 seconds) is given by

Idet =
q

dt
=

1.6 × 10−19C

20s
≈ 1 × 10−20A. (3.2)

Combining it with a typical sensitivity for 5 eV ions of 20Ne+ (of mass close to that of NH+
4 ;

Schlaeppi 2011), Si ≈ 5 × 10−4, gives the current from the coma: Icoma = nvqD ≈ 2 × 10−17A,

where n is the ion number density of the species of interest (here, NH+
4 ), v is its bulk velocity

and D is the collecting cross section of DFMS (25.8 mm2, Balsiger et al., 2007). As the bulk

velocity of ions at 5 eV is:

v =

√

2E

m
≈

√

2 × 5eV

20u
≈ 7km/s, (3.3)

the ion density is given by:

n =
Icoma

vqD
≈

2 × 10−17A

7km/s × 1.6 × 10−19C × 25.8mm2
≈ 0.001cm−3. (3.4)

As we require a count sum (counts summed ±0.01m/z on either side of the peak) of around

50 for a detection (see Figure 3.2), this corresponds to a minimum density of 0.05 cm−3.

Once the detections have been confirmed or ruled out from the individual DFMS scans, it

is useful to use the occurrence frequency over multiple scans as given in Equation 1.4.

3.1.1 Spacecraft potential

When a spacecraft travels through a plasma, charged particles impact on the spacecraft surface

and the incoming and outgoing currents need to balance in accordance with Kirchoff’s current

law. This leads to the spacecraft charging like a capacitor, and gaining a potential.
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The spacecraft potential of Rosetta was usually negative, and only positive when either at

a large cometocentric distance from the comet (for example during the excursion in March

2016), or when 67P was at a large heliocentric distances (Odelstad et al., 2017). Highly negative

spacecraft potentials are attributed to a large density of warm electrons, so it largely scales

with the neutral density. However, within the diamagnetic cavity, the number density of cold

electrons is higher than outside the cavity therefore the spacecraft potential is typically less

negative in this region, as shown by combining observations from RPC–LAP and RPC–MAG

(Odelstad et al., 2018).

The less negative values of the spacecraft potential within the diamagnetic cavity present

a challenge for understanding the ion composition in the cavity with ROSINA-DFMS. The

negative potential accelerates ions towards the detector, which may push them out of the

energy acceptance range (Heritier et al., 2017a). This effect has a larger impact on heavier

ions than it does on light ones, thereby altering their relative contributions to the overall ion

composition as measured by DFMS, and affecting the validity of comparison between inside

and outside the cavity.

Fully accounting for the spacecraft potential in the analysis of the DFMS data is difficult,

and would require detailed modelling such as that performed for RPC–ICA by Bergman

et al. (2020). Instead, I include qualitative ‘checks’ that the trends in NH+
4 cannot be purely

explained by the spacecraft potential.

3.1.2 Spacecraft manoeuvres

Manoeuvres of the spacecraft may affect the DFMS ion data in multiple ways. Firstly,

contamination by the propellant gas monomethylhydrazine (CH3NHNH2, Schläppi et al.,

2010) from the spacecraft exhaust can result in false positive detections of NH+
4 (Beth et al.,

2016). This fuel is released during a wheel offloading manoeuvre, i.e. when the thrusters

are fired to decelerate the reaction wheels. To mitigate the majority of this effect on the

dataset used in this study, DFMS ion mode scans taken within 1 hour after a wheel offloading

manoeuvre were flagged and subsequently removed.

During a spacecraft manoeuvre or rotation, the comet nucleus can move out of the field of
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view of the instrument, leading to anomalous non-detection or unusually low counts from

ion species that are in fact present in the cometary material. To account for this, I disregarded

ion mode scans for which the field of view of DFMS is off nadir (nadir direction < 10◦ from

the centre of the 20◦ field of view of DFMS).

3.1.3 Ammonium salts from dust grains: an alternative source of NH+
4 ?

Aside from protonation of NH3, which is the dominant pathway to NH+
4 via ion-neutral

chemistry 2.2.2, another possible source of NH+
4 is the dissociation of ammonium salts

embedded in dust grains (predominantly NH+
4 SH−, but a host of others have been detected,

Altwegg et al., 2020). The exact mechanism by which the ammonium salts could directly lead

to the formation of NH+
4 is uncertain, but it is possible they could dissociate into a cation-anion

pair either directly following sublimation or electron impact. In the case of measurements at

comet 67P, this could either occur in the coma or inside the DFMS instrument itself (Hänni et

al., 2019). In both cases electric fields may be involved in separating the two. Dissociation into

neutral NH3 and H2S is, however, more likely, and happens either during or after sublimation

of the salt. The salts were identified from the detection of NH3 peaks coinciding with H2S

peaks in the neutral mode of DFMS (Altwegg et al., 2022) above the background coma level,

thus it is not possible to directly relate them to individual detections of NH+
4 in ion mode,

which could not be operated at the same time. Detections of ammonium salts are also biased

towards lower outgassing where there can be a clearer signal above the background. If

sublimation of salts into cation and anion pairs was an important process, we would expect

to see anions detected by IES, which is not the case, though they could be repelled by the

negative spacecraft potential. A dust source for NH+
4 can therefore not be excluded a priori.

One of the goals of this study is to confirm whether the ion-neutral chemistry is the main

contributor to NH+
4 compared with the possible dust origin.
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3.2 High Proton Affinity species across the escort phase

Using the methods discussed in Section 3.1, the occurrence frequency (Equation 1.4) could be

assessed across the entire escort phase. Figure 3.3 summarises this analysis for the key ion

species NH+
4 and H3O

+, along with those of other HPA species. The total counts over the NH+
4

mass peaks are also displayed. Generally, the occurrence of NH+
4 correlates with the local

outgassing rate (Q). It reaches a peak in August 2015, when 67P was near perihelion. The

increased outgassing results in a denser coma, leading to more frequent chemical reactions

and richer ion chemistry with multiple protonated HPA species. Figure 3.3b depicts the

detection of three other protonated HPA species: H2COH+, CH3OH+
2 , and H3S

+. H2COH+

and CH3OH+
2 require examination in the High Resolution mode of DFMS to distinguish them

from other ions with the same mass-to-charge ratio (Beth et al., 2020, Heritier et al., 2017a).

H3S
+ is the only ion species at 35 m/z, allowing the use of the low resolution mode to benefit

from its higher sensitivity. These ion species are primarily detected around perihelion in July,

August, and September 2015, indicating more complex ion-neutral chemistry during this

period (see Section 3.4.2). Figure 3.3c shows the mean count sum for NH+
4 for each month,

with the error bar showing the standard deviation. The count sums are highly variable, but

in general they exhibit the same pattern as the detections in Figure 3.3a; the strongest signals

appear around perihelion (July–September 2015).

An exception to the pattern of NH+
4 occurrence frequency and mean count sum is observed

in March 2015, which shows significantly higher values than expected for this period and

heliocentric distance (2 au). HR ion mode data for this month is available for March 3rd, 4th,

and 7th. After excluding detections potentially influenced by spacecraft outgassing, most

remaining detections occur on March 3rd. As can be seen in Figure 3.3c, however, there was

a significant discrepancy between channels A and B on this days. The high counts on this

day remain unexplained, but will be discussed further in Section 3.5.

Figure 3.4 presents the NH+
4 count sum relative to local outgassing, colour-coded by

time throughout the mission. There is no clear correlation below 2 × 1027s−1. Above this

threshold, the count sum generally increases with local outgassing. This indicates that around
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Figure 3.3: (a) Normalised occurrence frequency of H3O
+ and NH+

4 detections by ROSINA-
DFMS per month during the escort phase, with local outgassing estimate from ROSINA-COPS.
Error bars show the variation in the occurrence frequency as the detection threshold is altered.
(b) Heliocentric (black) and cometocentric (orange) distance, during the escort phase with
vertical lines representing the detection of three high proton affinity ions by ROSINA-DFMS.
(c) Mean of the counts sum for NH+

4 each month in the two channels of the detector. Error
bars show the standard deviation. (d) Scans per month in High Resolution (HR) and Low
Resolution (LR) modes of DFMS for context. Excursions (September/October 2015 and April
2016) and safe mode (April 2015) are shaded in grey. Credit: Lewis et al. (2023)
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perihelion, NH+
4 is likely produced through coma chemistry driven by higher neutral densities

or by dust grain impacts, which also increase with outgassing. High NH+
4 count sums at

lower outgassing levels mainly occur before or after perihelion and might be due to residual

spacecraft outgassing (despite efforts to mitigate this by excluding data up to 1 hour after

a wheel offloading manoeuvre) or more sporadic dust grain impacts. No dependence on

cometocentric distance or DFMS channel was identified.

Figure 3.5a shows the same as in Figure 3.4 but for July and August 2015 only. It is evident

that while there is an overall trend for higher NH+
4 count sums at higher outgassing, on

shorter timescale the count sums can vary highly for little change in outgassing. Figure

3.5b shows NH+
4 count sum against NH3 mixing ratio for the same time period; there is no

clear trend. This suggests that the NH+
4 production is at least in part driven by the local

outgassing rate (and therefore the density and likelihood of ion-neutral collisions), rather

than the amount of NH3 present.

82



3.2. HIGH PROTON AFFINITY SPECIES ACROSS THE ESCORT PHASE

[a]

0

50

100

fr
e
q
u
e
n
c
y

1027 1028

local outgassing [s-1]

100

102

N
H

4+
 c

o
u
n
t 

s
u
m

detection
non detection

11-Jul

18-Jul

24-Jul

30-Jul

05-Aug

11-Aug

17-Aug

23-Aug

29-Aug

[b]

0

50

100

fr
e
q
u
e
n
c
y

10-4 10-3 10-2

NH
3
 mixing ratio

100

102

N
H

4+
 c

o
u
n
t 
s
u
m

11-Jul

18-Jul

24-Jul

30-Jul

05-Aug

11-Aug

17-Aug

23-Aug

29-Aug
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Table 3.1: Seasonal variations during the escort phase (Heritier, 2018)

Interval Season Heliocentric dist. [au]

01/08/2014 - 10/05/2015 NH summer/ SH winter 3.60 - 1.67

10/05/2015 - 04/09/2015 NH autumn/ SH spring 1.67-1.25, 1.25-1.27

04/09/2015 - 21/03/2016 NH winter/ SH summer 1.27 - 3.05

3.2.1 Latitudinal heterogeneities

Hemispheric heterogeneities in coma composition and outgassing of the surface of 67P have

been observed (Le Roy et al., 2015, Hässig et al., 2015, Gasc et al., 2017a) and are driven

primarily by seasonal changes in solar insolation, as well as some inhomogeneity of the

surface (Fougere et al., 2016). Table 3.1 gives the dates of the seasons for the northern

hemisphere (NH) and southern hemisphere (SH) of the comet during Rosetta’s escort. I

examine the variations in NH+
4 , comparing them to the mean NH3 number density, and mean

local outgassing. Figure 3.6 shows each of these quantities separated into latitudinal bins for

the NH autumn/SH spring season described in Table 3.1.

NH autumn/SH spring (Figure 3.6) corresponds to the period around perihelion, and the

highest detection rate of NH+
4 is observed over both hemispheres. The southern hemisphere

has up to 10 times higher local outgassing than the northern hemisphere, and also larger

NH3 number densities. The proportion of 18 m/z scans resulting in a detection of NH+
4 is

therefore also significantly higher above the southern hemisphere (see Figure 3.6a), as the

higher neutral density permits more ion-neutral interactions (and also more dust impacts).

The sharp drop in local outgassing at −60◦ is due to an observational bias: latitudes of −60◦

to −80◦ were only passed over by Rosetta in July 2015, when 67P was at 1.5 au and the local

outgassing was ∼ 10 times less than in August 2015. When 67P was at perihelion (1.25 au), it

flew over more equatorial regions.

The results presented in this section confirm that NH+
4 is produced in the cometary coma,

by showing its increasing prevalence as the outgassing increases near perihelion. It was also

shown that other HPA species appear more frequently near perihelion, suggesting that the

ion-neutral chemical reactions leading to production of these species, and ultimately to NH+
4 ,
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happen more readily at this time. However, from these data it cannot be concluded whether

NH+
4 production is driven more by ion-neutral chemistry or by impacting dust grains with

ammonium salts embedded. Dust activity increases with outgassing, as does coma density

and the possibility of ion-neutral chemistry.

3.3 NH
+
4 and the diamagnetic cavity

It is clear from the data presented in Section 3.2 that, to first order, the production of NH+
4 is

driven by increased local outgassing, with the highest rates of detection around perihelion

over the southern hemisphere. I now focus on the period close to perihelion, during which

the diamagnetic cavity was frequently detected (Goetz et al., 2016a). The measured NH+
4

count sums were compared with the magnetic field magnitude from RPC–MAG (see Section

1.2.1) in order to identify the main source of NH+
4 .

3.3.1 Case study: 29th July 2015

Figure 3.7 shows the spectra for all the scans of 18 m/z by ROSINA-DFMS in HR ion mode on

29th July 2015. This day was chosen for the case study as it was the day with the most HR ion

mode data collected within the diamagnetic cavity (see Table 3.2). The cometocentric distance

of Rosetta varied between 182–193 km during the time that the HR ion mode of DFMS was

on (07:12–19:38 UTC), and Rosetta was above the southern hemisphere of 67P between -40°

and -45° latitude. period was when the comet was around 2 weeks before perihelion, at a

heliocentric distance of 1.26 au.

In Figure 3.7, the spectra are colour-coded by the mean absolute magnitude of the magnetic

field (from RPC–MAG) during the integration time of ROSINA-DFMS (20 seconds), therefore

the spectra taken within the cavity are shown in the darkest blue. This colour scheme reveals

that the strongest NH+
4 spectra are usually observed in or close to the diamagnetic cavity,

where the magnetic field is low, and weaker signatures are mostly found where the magnetic

field magnitude is higher (|B| g 40 nT).

In Figure 3.8, the first cavity crossing (shown with vertical violet shading) occurs at 13:21–
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Table 3.2: List of cavity crossings with HR ion mode data available. Highlighted rows contain
scans of 18 m/z. Cavity crossing list is from Goetz et al. (2016a).

Date Start End Duration HR masses
(hh:mm:ss) (hh:mm:ss) (mm:ss) (m/z)

2015-07-08 17:15:50 17:22:36 06:46 34 -47
2015-07-29 13:21:38 13:28:41 07:03 17-30

13:58:06 13:58:58 00:52 18

14:19:00 14:19:48 00:48 18

14:34:21 14:37:29 03:08 44-50
14:57:31 15:07:09 09:38 18, 13-27, 50

16:41:45 16:45:51 04:06 17-24

2015-08-09 10:22:50 10:24:33 01:43 29-32

2015-08-22 06:52:09 06:54:04 01:55 38-41

2015-11-21 07:28:49 07:30:35 01:14 25-27

07:32:18 07:33:14 00:56 33

07:37:55 07:38:57 01:02 45

07:55:42 07:56:46 01:04 40-41

08:04:43 08:08:56 04:13 16-24

08:33:04 08:33:38 00:34 34

2015-11-25 07:29:21 07:30:53 01:32 17-19

08:00:54 08:01:24 00:30 no full scans
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Figure 3.7: All HR ion mode spectra from ROSINA-DFMS at the location of NH+
4 on 29th July

2015. The colour scale shows the mean magnetic field magnitude (in nT) from RPC–MAG
over the 20s scan time. Credit: Lewis et al. (2023)
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Lewis et al. (2023)
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13:28, shortly before which there is a jump in the NH+
4 counts, and afterwards the counts

decrease again. The counts are then elevated again during the subsequent cavity boundary

crossings at 13:58, 14:19, 14:34 and 14:57, and again at 16:41. However, there are several

instances when Rosetta is outside the diamagnetic cavity, and there is no wheel offloading

manoeuvre, sudden increase in local outgassing, or sudden change in cometocentric distance

to explain the elevated counts.

Figure 3.9 shows the NH+
4 count sums against magnetic field magnitude (a), cometocentric

distance (b) and spacecraft potential (d), as well as the dependence of the spacecraft potential

on the magnetic field (c). Figure 3.9a shows an apparent correlation between NH+
4 count sum

and magnetic field magnitude, with a correlation coefficient of 0.55, confirming the apparent

trend in Figure 3.7. In particular, within the diamagnetic cavity (B ≈ 0 nT), the count sum

is very high (> 200), while it is low (< 100) for very high B magnitude (B > 60 nT). While

Q was an important factor over large timescales (see Section 3.2), over this small range, no

dependence is observed. The dependence of NH+
4 count sum with magnetic field is also not

biased by the cometocentric distance over this period, as illustrated in Figure 3.9b, even when

local outgassing derived from ROSINA-COPS is taken into account.

Due to lower electron temperature in the diamagnetic cavity, the spacecraft potential has

been shown to be less negative in this region (Odelstad et al., 2018). Figure 3.9c demonstrates

that this is indeed the case for the cavity crossings on the case study day, with potentials

typically around -10 V where the magnetic field is zero, and otherwise lower. More negative

values of the spacecraft potential observed outside the diamagnetic cavity may accelerate

ions out of the energy acceptance range of DFMS, meaning the detectability of positive ions

decreases (see Section 3.1.1). This could generate a bias leading to stronger NH+
4 detection

inside the diamagnetic cavity. However, Figure 3.9d shows that the NH+
4 count sum is not

correlated with the spacecraft potential. In particular, the data points are not organised in

the same way as they are when plotted against the magnetic field (Figure 3.9a). Hence, the

correlation in Figure 3.9a does not appear to be due purely to variation in the spacecraft

potential, though it may be affecting the points at B ≈ 0 nT.

Another possible reason for the trend of NH+
4 with the magnetic field could be the de-
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Figure 3.9: (a) ROSINA-DFMS NH+
4 counts as a function of the magnetic field magnitude

(RPC–MAG), and the colour scale shows the local outgassing Q. (b) NH+
4 counts as a function

of cometocentric distance. (c) Spacecraft potential as a function of magnetic field. All data
is from 29th July 2015. (d) Counts as a function of spacecraft potential from RPC–LAP.
Histograms for a, b, and d show the distribution of values for magnetic field, cometocentric
distance and spacecraft potential respectively. Credit: Lewis et al. (2023)
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Figure 3.10: (a) Count sum against magnetic field magnitude with local outgassing colour
scale for H2O

+ and (b) CH+
3 in HR ion mode. All data from 29th July 2015. Credit: Lewis et al.

(2023)

flection of ions out of the field of view of DFMS due to the presence of a magnetic field

outside the diamagnetic cavity. To rule this out, the count sums for two other ion species

are examined, for which the number density should not be governed by the likelihood of

ion-neutral collisions. Since they have similar masses, the effect of ion deflection would

similarly affect all of these species, while trends due to a difference of ion chemistry should

disproportionately affect NH+
4 .

The two ion species tested for this assessment were H2O
+ and CH+

3 . H2O
+ should gener-

ally be at photochemical equilibrium at low enough cometocentric distances (Galand et al.,

2016; Heritier et al., 2017a). CH+
3 does not undergo any significant ion-neutral chemical loss

processes (Heritier et al., 2017a, Beth et al., 2020), and therefore its density should not vary

systematically across the cavity boundary if the ion composition difference is due only to

ion-neutral chemistry. Figure 3.10 shows the count sums against magnetic field magnitude

for these two species, where the colour scale shows the local outgassing. Figure 3.10a shows

that H2O
+ has stronger than average counts inside the diamagnetic cavity, but there is no

discernible trend with magnetic field strength as there is for NH+
4 . The correlation coefficient

associated with H2O
+ count sum for detected peaks vs the magnetic field strength is 0.17,

compared to 0.55 for NH+
4 in Figure 3.9a. This suggests that the trend in Figure 3.9a is not
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driven purely by deflection out of the instrument field of view, as H2O
+ and NH+

4 have very

similar masses, and one would therefore expect them to be affected similarly. This conclusion

is confirmed by the absence of correlation between CH+
3 counts and magnetic field strength

(see Figure 3.10b). Note that since 15 m/z is scanned three times less frequently than 18 m/z,

statistics are low and there is only one scan of 15 m/z inside the cavity (see Table 3.2).

3.4 Comparison with modelling

In this section, I compare the count sums of NH+
4 with ion number densities predicted by

ionospheric modelling. Although they cannot be compared like-for-like, analysis of the

general trends can show to what extent the model assumptions are valid. The model is briefly

described in Section 3.4.1, and then I describe the results of running this model for input

conditions representing two periods of data observation by Rosetta (Section 3.4.2).

3.4.1 Ionospheric model

The model used in this section was first described in Heritier et al. (2017a) and solves a set

of coupled continuity equations to find nj(r), the number density of ion species j at a given

cometocentric distance, r. The continuity equations are set out in Section 2.2. The version

used in this work was slightly adapted from the one in Heritier et al. (2017a) to include

realistic photoionisation and electron impact rates for comparison with the Rosetta data

(Galand et al. 2016, Stephenson et al. 2023).

The continuity equations are solved for spherical shells of the coma, starting at the shell

adjacent to the cometary surface where there is no transport from below. The 1D model

assumes no electric or magnetic fields (so the ions move radially and at the neutral speed),

and non-radial ion dynamics are not included, hence it only applies within the diamagnetic

cavity. The validity of these assumptions are discussed in Section 3.4.2. A full description of

the model is given in Heritier (2018).

The Rosetta data sources for various terms of the continuity equation are illustrated in

Figure 3.11. The grey arrows indicate iteration of the ion density for each species (nj), which
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Figure 3.11: Figure showing the input data used for the ionospheric modelling in Section
3.4.2 and the continuity equation they are used to calculate (see Section 2.2). nj represents the
number density of ion species j

feeds back into the ion-neutral chemical production and loss terms (highlighted in orange),

as well as the ion-electron dissociative recombination (in purple).

First, the neutral density and composition were filtered to remove data taken up to 30

minutes after a wheel offloading manoeuvre, or when the comet and solar aspect angles

indicated off-nadir spacecraft (and hence DFMS) pointing. Then a median filter was applied

to the COPS neutral density to remove remaining sharp peaks (due to, e.g. dust impacts).

Means were taken over a 12.4 hour window, to smooth the effect of the comet rotation, and

windows with insufficient data availability were removed. The model was first run for each

12.4 hour window with all ion-neutral reactions included (for the full list, see Heritier et al.

2017a). I then removed direct pathways to NH+
4 from non-water species, to see the relative

contribution of reactions of NH3 with other protonated HPA species compared to those from

H2O
+ and H3O

+ (see Section 2.2.2).

3.4.2 Two key periods

In this section the analysis performed for the case study in Section 3.3 is expanded to cover all

the days in which HR ion mode was active during a diamagnetic cavity crossing (see Table

3.2).

Figure 3.12a shows the count sums of NH+
4 as a function of the magnetic field magnitude,

colour-coded by the local outgassing. This confirms the earlier findings from Section 3.3.1
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Figure 3.12: (a) NH+
4 count sum as a function of magnetic field and (b) cometocentric distance,

with the colour scale showing the local outgassing. The dataset is for the 6 days during which
both DFMS was in HR ion data mode and a diamagnetic cavity was observed (see Table 3.2).
Credit: Lewis et al. (2023)

(see Figure 3.9): the highest count sums of NH+
4 are associated with lower magnetic field

magnitude, for a given range of local outgassing (high outgassing with Q > 2 × 1028 s−1 and

moderate outgassing, Q < 2 × 1028 s−1). As seen in Figure 3.9b, the count sum does not follow

any trend in terms of cometocentric distance, even when the outgassing rate is taken into

account.

With the link between NH+
4 production and magnetic field established, I now focus on two

separate periods in which the diamagnetic cavity was observed in combination with HR ion

mass spectra: July–August and November 2015. The observed NH+
4 count sum is compared

to ion density calculated from the ionospheric model (as described in Section 3.4.1).

July–August 2015

The period of July–August 2015, which includes perihelion on 13th August 2015, has the

most frequent scans of 18 m/z in HR ion mode. Figure 3.13 shows how NH3 (b, black) NH+
4

(c, black) detection varied over this period. It was autumn in the northern hemisphere (see

Table 3.1). The local outgassing estimate (a, black) is higher over the southern hemisphere, as

is the NH3 number density.

Diamagnetic cavity crossings are shown by the vertical red dashed lines in Figure 3.13c:
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the only scans of 18 m/z in high resolution ion mode inside the cavity took place on 29th

July 2015. The NH+
4 signal is particularly enhanced on this day, and the local outgassing

does not appear to be the main driver. For example, when comparing July 29th with August

1st, the local outgassing and NH3 density are similar but the NH+
4 signal is much stronger

when Rosetta was located within the diamagnetic cavity. In addition, in late August the

NH+
4 counts are very low, despite similar local outgassing to late July when the enhanced

counts are observed. The counts peak again on August 22nd; on this day, Rosetta entered the

diamagnetic cavity several times, though no HR scans of 18 m/z took place (see Table 3.2).

Again, it seems that the presence of NH+
4 near perihelion is driven by the location of Rosetta

relative to the diamagnetic cavity boundary, confirming the finding from Section 3.3. Note

however that due to the unstable nature of the boundary, we cannot know the actual distance

of Rosetta from the boundary at a given time (Goetz et al., 2016a).

The enhancement in the NH+
4 counts on July 29th is also predicted by ionospheric mod-

elling (Figure 3.13d) based on the ROSINA neutral density and composition at the Rosetta

location (averaged over the 12.4 hour rotation period of the comet) showing approximately a

factor 1.5 increase between July 28th and July 29th. The NH+
4 density is predicted to remain

high until 3rd August. The proportion of NH+
4 produced by NH3 reacting with water group

ions also decreases during the enhancement. This suggests that NH+
4 is being produced more

readily through increased protonation of other HPA neutrals (e.g. H2COH+, CH3OH+
2 , and

H3S
+), which is made possible by the higher local outgassing. More reactions can occur

before the ion is lost through transport, so more chemical pathways are contributing to the

production of NH+
4 . It is important to note that due to the field-free 1D radial nature of the

model, it only captures ion composition driven by changes in local outgassing and neutral

composition. It is therefore not sensitive to changing dynamics in different plasma interaction

regions.

November 2015

Figure 3.14 shows the same information as Figure 3.13 but for November 2015, when the

largest number of ammonium salt dust grain impacts were observed (Altwegg et al., 2022).
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Figure 3.13: (a) Local outgassing from ROSINA-COPS (black), input outgassing used to
generate model (pink), and cometocentric distance (blue). (b) NH3 number density (black)
and volume mixing ratio (blue, relative to total). Volume mixing ratio used as input to the
model is shown in pink. (c) NH+

4 count sum (blue), latitude (green), and diamagnetic cavity
crossings (from RPC–MAG, vertical red lines). Black lines along the top show when DFMS
HR ion mode is active, with purple highlighting 29th July 2015, on which the case study in
Section 3.3.1 is based. (d) Modelled NH+

4 ion density when all pathways to NH+
4 (blue) and

only water pathways (red) are ‘switched on’. Credit: Lewis et al. (2023)
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Figure 3.14: Same as Figure 3.13, but for November 2015. The shaded region indicates where
the neutral density has been interpolated to generate the ionospheric model inputs. Credit:
Lewis et al. (2023)

The signatures of NH+
4 are generally weak or not present during this period but increase

significantly on November 21st and remain high on the 25th and 28th, despite no particular

increase in NH3 number density or mixing ratio. On November 21th and 25, NH+
4 measure-

ments coincide with times when Rosetta was within the diamagnetic cavity and on November

28th, Rosetta was sporadically within the cavity, hence likely close to the boundary when in

HR ion mode. The enhanced NH+
4 seems to be more driven by the presence of the diamagnetic

cavity than the outgassing or NH3 prevalence.

Figure 3.14d shows the modelled NH+
4 density for this period. The shaded region shows

where the neutral density has been interpolated to fill the gap in the COPS coverage from

18th–21st November, assuming that the local outgassing is constant in this period. The NH+
4
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density then peaks on 19th November 2015, and begins to decrease on November 20th. The

modelled density then remains low, but detected counts are still high on November 25th and

28th when the diamagnetic cavity is present again. The relative contribution of reactions with

water family ions decreases during the peak modelled ion density, and the peak corresponds

to an increase in both the local outgassing and the NH3 number density (but not the NH3

mixing ratio).

Detection of NH+
4 appears to be more strongly driven by the diamagnetic cavity than high

outgassing over the full period analysed. Since the ionospheric model only applies within

the diamagnetic cavity as it assumes a radial flow of cometary ions, it is possible that the

NH+
4 count sum observed outside the cavity is reduced compared with the modelled density

by increased acceleration and non-radial ion motion.

3.5 Discussion

In Section 3.2, I showed that over the full course of ion mode observations (1.25 au to 3.6 au),

NH+
4 detection frequency and count sums increase with local outgassing, and are most

prevalent near perihelion, as are other high proton affinity ions. Around perihelion in July

and August 2015, the detection is stronger over the southern hemisphere, which is in spring

during this period, and therefore has higher outgassing and a greater density of NH3, due

to greater insolation. NH+
4 therefore has a source within the coma, and its presence is not

reduced to spacecraft manoeuvres only. There are two candidates for the NH+
4 source in the

coma: ion-neutral chemistry (through protonation) and ammonium salt dust grain impacts

(see Section 3.1.3).

While ammonium salts detected from dust grains (sublimating after impact inside the

DFMS ion source) are mostly observed during post-perihelion over the southern hemisphere,

the majority of NH+
4 detections happen around perihelion. The correlation between higher

outgassing and NH+
4 at perihelion is what we would expect from an ion-neutral chemistry

source in the coma, and it remains the strongest candidate for the majority of detections

observed. However, due to observational bias when looking for ammonium salts as a signal
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over background noise, it is likely that dust impacts are also more prevalent at perihelion

when outgassing is higher (Altwegg et al., 2022). It is hence not possible to rule out that

ammonium salt embedded in dust grains contributes as a source of NH+
4 based on the analysis

between its detection, local outgassing, and NH3 (see Section 3.2).

In Section 3.3, we saw that for similar outgassing and cometocentric distances, the NH+
4

signal is stronger inside the diamagnetic cavity than outside and appears to increase in

prevalence with proximity to the diamagnetic cavity. More generally, the NH+
4 count sum is

found to increase with decreasing magnetic field strength (see Section 3.3.1). This trend is

shown not to be driven by the less negative spacecraft potential inside the cavity. It is also

not found for other ions of similar mass/charge which do not undergo ion-neutral chemistry

(i.e. CH+
3 ), or even for H2O

+ (which is at photochemical equilibrium), suggesting that the

effect is not due to ion deflection out of the field of view by a stronger magnetic field.

Through comparison with the ionospheric model, I determined that high NH+
4 count sums

appeared more driven by the location of Rosetta relative to the diamagnetic cavity than by

favourable neutral conditions that increase the modelled NH+
4 density (see Section 3.4.2). The

model also predicts ion densities well above the estimated minimum detectable threshold of

5 × 104 m−3 for July, August and November 2015. This suggests that, since the model only

strictly applies inside the diamagnetic cavity (i.e. no magnetic field) with a radial outflow

of cometary ions, it overestimates the NH+
4 prevalence outside the cavity. There, the flow is

more dynamic and less radial, allowing less time for ion-neutral chemistry to take place. This

is consistent with 3D hybrid simulations of the coma (e.g. Koenders et al., 2015), which show

that the radial velocity dominates the flow inside the cavity, while there are more dynamics

outside with a strong antisunward component.

I also found a strong presence of NH+
4 in early March 2015 (Section 3.2), following an

increase in outgassing of around an order of magnitude during February (see Figure 3.3a).

The occurrence frequency and count sums are much higher in March than they are in May

and June 2015, when the local outgassing is similar, with lower neutral density measured by

COPS in May due to higher cometocentric distance. Running the ionospheric model for the

mean conditions on 3rd March and 13th May 2015 predicts NH+
4 ion densities of 1.40×107 m−3
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and 1.54 × 107 m−3, respectively. These are similar in magnitude to the modelled densities

predicted for July, August and November in Section 3.4.2, and suggests that detection is

suppressed in May and June, rather than enhanced in March. It is possible that this is related

to the presence or not of a diamagnetic cavity around the comet. The cavity was detected

throughout May and June 2015, though all mass 18 observations by DFMS were made outside

the cavity in this period. Based on our findings, the presence of a diamagnetic cavity would

reduce the NH+
4 density outside of it. If the cavity was not formed yet in March 2015 (which

is somewhat speculative but consistent with its non detection despite lower cometocentric

distance in March than in May 2015), the cometary ion flow would be expected to be more

uniformly radial, as derived from multi-instrument analyses at lower activity (e.g. Galand

et al., 2016, Heritier, 2018). In that case, we would expect higher NH+
4 density in March than

in May/June. This does not explain why a similar effect in terms of NH+
4 was not observed in

early 2016, when the comet moved away from perihelion again. There are, however, several

detections of other HPA ions (H2COH+ and H3S
+) in January–February 2016 which may

suggest some equivalence to March 2015, and at a similar heliocentric distance. There could

potentially also be additional loss processes for NH+
4 that are more efficient post perihelion

and in May/June 2015 than at other times, such as charge exchange with neutral metals

(Aikin, 1974) such as sodium (Beth et al., 2020). These topics all require further study.

In conclusion, the link between the detection of NH+
4 and the local outgassing rate confirms

that there is a source in the coma. While the protonation of NH3 is a confirmed pathway, it is

not possible to rule out a contribution from the dissociation of ammonium salts embedded in

cometary dust grains sublimating near DFMS. The trend between the NH+
4 count sum and

the magnetic field strength suggests, however, that ion-neutral chemistry is the strongest

driver at perihelion, and that the presence of NH+
4 is influenced by ion dynamics outside the

diamagnetic cavity.
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CHAPTER 3 SUMMARY
• High Proton Affinity ion species are a useful indicator of the collisionality of the

cometary coma; they can only be produced where the timescale of proton transfer

is faster than the transport timescale.

• High-resolution ion mass spectrometer data from the ROSINA-DFMS instrument

were used to assess the trends in the HPA species, in particular the ‘terminal ion’

(NH+
4 ) throughout the escort phase of Rosetta and across the diamagnetic cavity

boundary.

• NH+
4 detections and counts were found to peak around perihelion, as do those of

other HPA ions.

• A link was identified for the first time between the prevalence of HPA ions and

the presence of the diamagnetic cavity.

• This connection between the plasma environment and the ion chemistry suggests

that ion-neutral chemistry within the comet’s ionosphere is the predominant

source of NH+
4 , though dissociation of ammonium salts embedded in dust grains

may also be a contributing factor.
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CHAPTER 4

CONSTRAINING ION TRANSPORT IN THE

DIAMAGNETIC CAVITY

The ambipolar electric field that is thought to be responsible for ion acceleration in the inner

coma of comet 67P near perihelion is poorly understood (see Section 2.3.2). Unlike at planets,

the electron pressure gradient is driven by the energy difference between newly created ions

and electrons rather than by the gravitational difference (e.g. Collinson et al., 2019), and

cannot be analytically constrained. There is also uncertainty in the ion velocity estimates

derived from RPC–LAP and RPC–ICA data, due to the unconstrained thermal velocity as

well as the influence of the spacecraft potential on the measured ion energies (see Section

1.3.3).

This chapter presents a new approach to constraining the ion bulk velocity and electric

field strength, through ionospheric modelling. I developed a new ionospheric model based

on the one described Heritier et al. (2017a) but that includes acceleration of the ions by a

given ambipolar electric field, and moderated by the transfer of momentum through ion-

neutral collisions. Three key ion species are modelled: H2O
+, H3O

+ and NH+
4 . This allows

the sensitivity to the electric field of both the total plasma density and the ion composition

to be explored, and to assess the strongest electric field that is compatible with the electron

density measurements from RPC–MIP and RPC–LAP.
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I focus on the diamagnetic cavity region so that radial transport can be assumed, allowing

us to use a 1D model to assess the dynamics. In this region, the ion flow has been shown to

be more consistently radial (see Section 1.3.3), and the only electric field term present is the

ambipolar electric field since B⃗ = 0 (Section 2.3.2). The more complex ion dynamics, outside

the confines of the diamagnetic cavity, is explored in Chapter 5.

The model is described in Section 4.1. In Section 4.2 I then present the sensitivity of the ion

composition to the electric field and to momentum transfer. Finally in Section 4.3 I compare

the modelled total plasma density with electron density data from Rosetta, to constrain the

ion bulk velocity and electric field strength within the diamagnetic cavity for two case studies.

The majority of this chapter is taken from Lewis et al. (2024).

4.1 Ion Acceleration Model

The 1D ionospheric model presented and used in this chapter is based on the one described

in Heritier et al. (2017a), restricted to the ion species H2O
+, H3O

+, and NH+
4 . I have updated it

substantially to include acceleration of the ions above the neutral speed un by an ambipolar

electric field. In the model, adapted coupled continuity equations are solved using a finite

difference method for three ion species over logarithmically spaced spherical shells from the

comet nucleus at r = 2 km up to r = 1 × 103 km (300 bins).

In Section 4.1.1 I describe how the continuity equations first introduced in Section 2.2

are updated to include acceleration by an ambipolar electric field. Sections 4.1.2 and 4.1.4

cover the inclusion of momentum transfer and ion-neutral chemistry respectively, focussing

on their practical application to the model. The ionisation is described in Section 4.1.4. The

numerical scheme is described in Section 4.1.5. These three aspects of the model are validated

separately against analytical solutions in Section 4.1.6.

4.1.1 Implementation of acceleration by an electric field

To model the ionosphere under constant acceleration from an electric field, the continuity

equations presented in Section 2.2 need to be modified to allow the ion velocity to depend
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on the distance travelled from their birthplace. The ion populations in the model are distin-

guished by their source location rs as well as their species j. The modelled ions are born at

the neutral speed and subsequently accelerated by an electric field as they travel radially

outwards from the nucleus. This means that at a given shell rq, the ion density is the sum of

the populations from each source below and equal to it (rs f rq), which are all travelling with

different bulk velocities.

The velocity profiles uj,s(rq) are calculated before solving the continuity equations. I first

define the electric field as

E(rq) = Ec(rc/rq)
m, (4.1)

where coefficient m ∈ {0, 1, 2} is an integer and Ec[V m−1] is the electric field at the comet

surface (rc). Conservation of energy then dictates that

1

2
mjuj,s(rq)

2 =
1

2
mju

2
n +

∫ rq

rs

Ec(rc)
(

rc

r

)m

dr (4.2)

where uj,s(rq) is the radial speed of the ions at rq that were produced at rs, either through

ionisation, ion-neutral chemistry, or momentum transfer, and subsequently accelerated from

the neutral speed un by the electric field. For example, for an electric field E ∝ r−1, this then

leads to an ion velocity profile:

uj,s(r) =

√

u2
n +

2Ecrc

mj

ln
rq

rs

. (4.3)

The three velocity profiles referred to in this chapter are given in Table 4.1.

The velocity profile is calculated for the ion population of species j produced at each shell

rs. The continuity equation is then solved for each population (j, s), and the production term

Pj,s is only non-zero in the source shells (located at rs). The contributions from each source

are then summed at each cometocentric distance shell to find the total density of each species:

nj(rq) =
∑

s

nj,s(rq) (4.4)
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Table 4.1: Table showing the three electric field profiles (see Equation 4.1) used throughout
this chapter, and the resulting radial speed at cometocentric distance rq for a given species j
born at rs, calculated according to Equation 4.2.

m Electric field Velocity profile

0 E(rq) = Ec uj,s(rq) =
√

u2
n + 2Ec

mj
(rq − rs)

1 E(rq) = Ecrc/rq uj,s(rq) =
√

u2
n + 2Ecrc

mj
ln rq

rs

2 E(rq) = Ecr
2
c/r2

q uj,s(rq) =
√

u2
n + 2Ecr2

c

mj

(
1
rs

− 1
rq

)

where s varies to cover cometocentric distances from rs = rc to rs = rq.

The bulk velocity of each species can then be calculated by summing over the sources

uj(rq) =

∑

s nj,s(rq)uj,s(rq)
∑

s nj,s(rq)
(4.5)

and the total ion bulk velocity ui is the weighted mean of all species ui = (
∑

j njuj)/
∑

j nj .

Consider an ion population (j, s), of species j born at a cometocentric distance rs. In 1D

and spherical symmetry, the number density nj,s(r) of this species, along a given radial line,

is then governed by the continuity equation

∂nj,s

∂t
+

1

r2

∂

∂r
(r2nj,suj,s) = P ′

j,s − R′
j,snj,s (4.6)

where uj,s(r) is the bulk speed of the species (j, s) at r. P ′
j,s and R′

j,s represent updated

production and loss terms compared to those in Equation 2.26, and are discussed further

in Section 4.1.2. All ions are produced initially at the neutral radial speed, so at r = rs,

uj,s(r) = un.

Figure 4.1 portrays the implementation of the ion acceleration in the model. For a given

ion species j. Each source population s is represented by a different colour, with its own

velocity profile starting at un at the source shell. For each source, there is no production in

the further shells, only transport and loss.

The production rate of the ion population (j, s) needs to be updated from 2.6 to account

for the production through momentum transfer ions Pj,s(rq, t) is the production rate of the

ion population at un (in cm−3 s−1), such that
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… q = 1     2     3     4  …

Figure 4.1: Diagrams showing the numerical scheme for implementing ion acceleration in
the model for a given ion species j. Colours show different populations of ions that were
produced at the neutral speed at a particular shell. Simplifications have been made for the
schematic, for example ∆r is not constant in the model but increases logarithmically with
increasing r and nj is shown to decrease with r which is not always the case.

P ′
j,s(rq) = P ioni

j,s (rq) + P chem
j,s (rq) + P MT

j,s (rq) for q = s, (4.7)

and P ′
j,s(rq) = 0 for q ̸= s.

Equivalently, the loss frequency Rj,s(rq, t) of the ion population (j, s) (in s−1), now com-

prises losses due to both chemistry and momentum transfer:

R′
j,s(rq) = Rchem

j,s (rq) + RMT
j,s (rq) (4.8)

4.1.2 Momentum transfer

The acceleration of ions can be interrupted by ion-neutral elastic collisions, where there is

no change in ion species involved, but the momentum of the fast ion species is transferred

to the slow neutral. For example, consider the collision between H3O
+ and a neutral water

molecule:
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H3O
+⋆ + H2O → H3O

+ + H2O
⋆. (4.9)

There is no change in ion species involved, but the momentum of the fast ion species

is transferred to the neutral. This collision is assumed to be completely elastic, leaving the

previously fast ion now at the neutral speed and the neutral at the accelerated ion speed

(where ‘fast’ is identified by the black star ⋆ in Reaction 4.9).

Specific to the Ion Acceleration Model (compared to the previous continuity equation,

Equation 2.26) the contribution of momentum transfer to the production rate of the ion

population (j, s) (Equation 4.7) is

P MT
j,s (rq) =

∑

s′<s

LMT
j,s′ (rq) =

∑

s′<s

F
uj,s′ →un

j,s′ (rq)nj,s′(rq), (4.10)

P MT
j,s (rq) = 0 for q ̸= s,

where LMT
j,s′ (rs) [cm−3 s−1] is the momentum transfer loss rate and F

uj,s′ →un

j,s′ [s−1] is the collision

frequency for ions in population (j, s′), where s′ < s. Put simply, this is the rate at which

ions slowed down have been ‘left behind’ by their original population produced at rs′ and

will then contribute to the population (j, s) which were produced at rs. This is represented

schematically in Figure 4.2. All ions of all j and s are produced at the neutral speed un.

Conversely, the ions originally in population (j, s) and ‘left behind’ by the accelerating

ions after undergoing an ion-neutral collision at radial distance rq will then make up the

momentum transfer loss frequency. They are produced at neutral velocity un. In this model I

use simple constant collision rate coefficients kMT
j,n [cm3 s−1] (given in Appendix A) such that

RMT
j,s (rq) = F

uj,s→un

j,s (rq) =
∑

n

kMT
j,n nn(rq). (4.11)

4.1.3 Ion-neutral chemistry

Unlike in the full ionospheric model (see Section 3.4.2), the Ion Acceleration Model is restricted

to only three key ion species: H2O
+, H3O

+ and NH+
4 . H2O

+ is the only species that is directly
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Figure 4.2: Schematic showing how the momentum transfer production rate P MT
j,s (rq) for each

population j, s is calculated from the loss terms in Equation 4.10.
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produced by ionisation, and the other two are produced in turn through protonation reactions.

The interaction of the three ion species with each other and with the neutral species (only

H2O and NH3 here) is summarised in Figure 4.3. The simplified neutral gas coma used

(represented by green boxes in Figure 4.3) is comprised of a small fraction of NH3 (fNH3
) and

the rest is water (fH2O = 1 − fNH3
). For input values of fNH3

, outgassing Q, and neutral speed

un, the neutral density nn(r) of each species n is calculated using the simplified Haser model

(see Section 2.1).

In the model, H3O
+ can only be produced from the protonation of H2O

+ and NH+
4 can be

produced from the protonation of either H2O
+ or H3O

+. This allows us to label H2O
+, H3O

+

and NH+
4 as j = 1, 2, 3 and to solve their continuity equations in turn, since the dependence

of each ion species on the next is unidirectional. Hence, in Equation 4.6 the production rate of

each ion species j, produced at rs is given by

P chem
j,s (rq) =

∑

n,s′,j′<j

kIN
j′,n→jnnnj′,s′(rq) for q = s, j ̸= 1 (4.12)

and

P chem
j,s (rq) = 0 for q ̸= s, j = 1.

The reaction rate coefficients kIN that were used are given in Appendix A. Note that there is

no ion-neutral chemical production for j = 1, since H2O
+ is only produced directly through

ionisation of the neutral water. Again, all ions of all j and s are produced at the neutral speed

un.

The loss frequency introduced in Equation 4.6 is simply given by

Rchem
j,s (rq) =

∑

n,j′ ̸=j

kIN
j,n→j′nn(rq)

︸ ︷︷ ︸

ion-neutral
chemistry

+ ³DR
j ne(rq)

︸ ︷︷ ︸

dissociative
recombination

, (4.13)

i.e. very similar to Equation 2.25 which was given in Chapter 2, but with the electron

density ne(rq) recalculated by summing over all the ion species j and source locations s at

the end of a full model run (see Section 4.1.5).
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γ

Figure 4.3: Schematic representation of the ionisation of a neutral species by solar photons µ
or e−, protonation, and dissociative recombination reactions included in the Ion Acceleration
Model.

4.1.4 Ionisation

The two main ionisation sources for cometary ions are photoionisation and electron impact

(Section 2.2.1). However, the importance of electron impact has been shown to be low at

the location of Rosetta compared to photoionisation near perihelion when the outgassing is

high (Stephenson et al., 2023). Large electron-impact ionisation frequencies can be driven

by acceleration of solar wind electrons (such as 67P away from perihelion, Madanian et al.,

2016a, Deca et al., 2017, Galand et al., 2020) or by absorption of X-rays at very large outgassing

rates (such as 1P/Halley, Bhardwaj, 2003). Neither of these mechanisms are significant in

the diamagnetic cavity of 67P near perihelion, so it is reasonable to neglect ionisation by
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electron impact over the full range of r in the Ion Acceleration Model when it is applied to

the diamagnetic cavity. Photoionisation of the most dominant neutral species, H2O, is the

most important ionisation reaction and results in the production of H2O
+ at the same speed

as the neutral coma (un).

The ionisation frequency ¿ioni
n→j is calculated using the photoionisation cross sections for

each neutral species Ãioni
n→j(¼), combined with the attenuated solar EUV spectrum, calculated

from the Lamber-Beer law using the unattenuated solar flux from TIMED/SEE (Woods et al.,

2005) adjusted to the heliocentric distance of the comet. A time shift is applied to correct

for the difference in solar phase angle between the comet and the Earth (Galand et al., 2016).

The profiles of the photoionisation frequency with cometocentric distance, for the two case

studies discussed in Section 4.3, are shown in Figure 4.4, attesting greater attenuation by the

neutral coma when the outgassing is higher in July 2015 compared to November 2015.
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Figure 4.4: Photoionisation rate profiles for the two cases examined in Section 4.3 (see inputs
in Table 4.3). Credit: Lewis et al. (2024)
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4.1.5 Numerical scheme

The ion density profiles are computed by solving the continuity equation (Equation 2.26)

for each ion species j and source location rs, over finite volumes delineated by concentric

spherical shells q (delimited by rq − ∆r and rq) around the nucleus. Time is divided into time

steps ∆t, and the ion density is assumed to be constant throughout each shell.

To find the change in ion density at each time step, Equation 2.26 is separated into

an inhomogeneous equation with no transport (Equation 4.14) and a homogeneous pure

transport equation (Equation 4.18).This approach is the same as that which was applied by

Heritier et al. (2017a).

Inhomogeneous local equation

When transport is neglected, Equation (4.6) applied to the cometocentric distance rq is reduced

to the inhomogeneous equation:

dnj,s(rq, t)

dt
+ Rj,s(rq, t)nj,s(rq, t) = Pj.s(rq, t). (4.14)

The general solution of the associated homogeneous equation is nj,s(rq, t) = C(rq, tl)e
−Rj,s(rq ,tl)t

for t ∈ [tl, tl + ∆t], assuming that Rj,s does not vary over the interval. Hence, a particular

solution of Equation (4.14) is of the form:

nj(rq, t) = C(rq, t)e−Rj,s(rq ,tl)t. (4.15)

Integrating Equation (4.14) with this form between tl and tl + ∆t (and assuming that Rj,s

and Pj.s don’t vary over this interval) gives

C(rq, tl + ∆t) =
Pj,s(rq, tl)

Rj,s(rq, tl)
eRj,s(rq ,tl)tl(eRj,s(rq ,tl)∆t − 1) + C(rq, tl). (4.16)

Combining Equation 4.15 and 4.16, we can then derive the solution of Equation 4.14 at

tl + ∆t:
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nj,s(rq, tl + ∆t) = nj,s(rq, tl) + (1 − e−Rj,s(rq ,tl)∆t)

(

Pj,s(rq, tl)

Rj,s(rq, tl)
− nj,s(rq, tl)

)

. (4.17)

Homogeneous transport equation

When ion production, ion chemistry and momentum transfer are neglected, Equation 4.6 is

reduced to a transport-only equation given by:

∂nj,s(r, t)

∂t
+

1

r2

∂

∂r
(nj,s(r, t)r2uj,s(r)) = 0. (4.18)

As the ion velocity is always radially outwards, the density at each shell q is only affected

by those below it. Between tl and tl + ∆t, the change in ion density due to transport in each

shell will therefore be composed of the difference between the amount of ions flowing out of

it into the next shell up, and into it from below. It is required that uj,s(rq)∆t < ∆r for all rq so

that no ions may move further than the next shell (q + 1) during each time step.

The volume of the spherical shell q, delimited by rq−1 = rq − ∆r and rq, is

4

3
Ã(r3

q − (rq − ∆r)3), (4.19)

If the particles in the shell move at speed uj,s(rq), then between tl and tl + ∆t they travel

uj,s(rq)∆t. Therefore, the fraction of the shell that leaves the volume during ∆t is

fL(rq) =
r3

q − (rq − uj,s(rq)∆t)3

r3
q − (rq − ∆r)3

, (4.20)

Similarly, the fraction entering from the shell below is

fE(rq) =
(rq − ∆r)3 − ((rq − ∆r) − uj,s(rq−1)∆t)3

r3
q − (rq − ∆r)3

. (4.21)

therefore the net change in the ion density in the shell due to transport only is:
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∆nj,s(rq) = nj,s(rq, tl + ∆t) − nj,s(rq, tl) = fE(rq)nj(rq − ∆r, tl) − fL(rq)nj(rq, tl). (4.22)

Putting it together

The total net change at each time step is the sum of the homogeneous and inhomogeneous

solutions, and is given by:

∆nj,s(rq, tl) = (1 − e−Rj,s(rq ,tl)∆t)

(

Pj,s(rq, tl)

Rj,s(rq, tl)
− nj,s(rq, tl)

)

+ fE(rq)nj(rq − ∆r, tl) − fL(rq)nj(rq, tl).

(4.23)

The solution is also equivalent to the forward Euler method for small timesteps:

∆nj,s(rq, tl) = Pj,s(rq, tl)∆t − Rj,snj,s(rq, tl)∆t

+ fE(rq)nj(rq − ∆r, tl) − fL(rq)nj(rq, tl).

(4.24)

Since the flow of ions is entirely radial and directed outwards from the surface, there is

no inflow from below the surface into the first shell and fE(rc) = 0, where rc is the comet

radius. The ion density, nj,s(rq, tl), is then computed until steady state is reached and the

total ion density, nj , for each species j calculated according to Equation 4.4. The condition for

convergence is that |∆nj|/nj < 10−8 for every rq and j.

The electron density ne (used to calculate Rchem
j , see Equation 4.13) is then recalculated by

summing the total ion density over all the source populations:

ne(rq) =
∑

j,s

nj,s(rq). (4.25)

The solution is found again for every j and s and the process repeated until ∆ne/ne < 10−4

for all rq.
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4.1.6 Validation of the model

The Ion Acceleration Model is validated against analytical solutions for each of the three core

components of the numerical scheme: momentum transfer (Model I), ion-neutral chemistry

(Model II), and electric field acceleration (Model III). In all cases, dissociative recombination

is neglected, the neutral speed un = 1 km s−1, the photoionisation frequency 1 × 107 s−1 and

the comet radius rc = 2 km. The aspects of the full model taken into account in each of the

three analytical models are given in Table 4.2.

Table 4.2: Summary of the assumptions included in the three analytical models used to
validate the Ion Acceleration Model in Section 4.1.6.

Analytical model I II III

Extended source of ions x ✓ ✓

Ion acceleration x x ✓

Ion-neutral chemistry x ✓ x

Momentum transfer ✓ x x

Analytical model I: Momentum transfer

First, the momentum transfer numerical scheme is checked against a simple analytical model

where a population of ions (single species) produced from the surface at a speed ui > un is

considered. The ions are then transported radially outwards, undergoing momentum transfer

collisions with the neutrals, but with no ion-neutral chemistry or dissociative recombination

loss. Ions that have collided with a neutral have their speed reduced to the neutral speed.

There are then two populations of ions, ‘hot’ (nH(r)) and ‘cold’ (nC(r)) at constant speeds ui

and un, respectively. The two populations follow the coupled continuity equations:

1

r2

d

dr
(nH(r)uir

2) = −kMTnH(r)nn(r) (4.26)

1

r2

d

dr
(nC(r)unr2) = kMTnH(r)nn(r) (4.27)

which can be solved to find
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Figure 4.5: (a) Density profile of ions at ui (pink) and un (blue) and the total density (green)
for the present numerical model in comparison with analytical model I described in equations
4.29 and 4.28. (b) Density profile of H2O

+ (red), H3O
+ (purple) and NH+

4 (green), as well as the
total density (cyan) for the present numerical model in comparison with analytical model II.
In both (a) and (b), the coloured lines show the numerical model, and the corresponding
analytical model is shown by black dashed lines. Credit: Lewis et al. (2024)

nH =
nH(rc)r

2
c

r2
exp

(

C0

r
−

C0

rc

)

(4.28)

nC =
nH(rc)r

2
cui

r2un

(

1 − exp

(

C0

r
−

C0

rc

))

(4.29)

where C0 = (kMTQ)/(4Ãunui). The results of comparison between Equations 4.29 and 4.28,

and the numerical model with the same assumptions are given in Figure 4.5a, for Q = 1027 s−1

and kMT = 5 × 10−11 cm3 s−1. The numerical and analytical models show a very good

agreement, with the maximum relative difference in the total ion density of 0.5% for the

logarithmically spaced bins described in Section 4.1, and for un = 1 km s−1 and ui = 3 km s−1.

The difference results from the finite cell size in the numerical approach.

Analytical model II: Ion-neutral chemistry

Next, the implementation of ion-neutral chemistry in the model is validated. With accel-

eration, dissociative recombination and momentum transfer neglected, and considering a
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Figure 4.6: Total ion density profiles from the Ion Acceleration Model (coloured lines)
compared to analytical model III (black dashed lines) for Q = 1028s−1. Electric fields are of
varying strengths and ∝ const. (a), ∝ r−1 (b), and ∝ r−2 (c). Credit: Lewis et al. (2024)
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monoenergetic solar radiation at noon, it is possible to derive an analytical solution to the

coupled continuity equations for three ion species (H2O
+, H3O

+, and NH+
4 ):

1

r2

d(nH2O+unr2)

dr
= ntot

n (r) [¿ exp (−Ärc/r) − (k1fH2O + k2fNH3
)nH2O+ ] , (4.30)

1

r2

d(nH3O+unr2)

dr
= ntot

n (r) [k1fH2OnH2O+ − k3fNH3
nH3O+ ] , (4.31)

1

r2

d(nNH+

4
unr2)

dr
= ntot

n (r) [k2fNH3
nH2O+ + k3fNH3

nH3O+ ] . (4.32)

where k1, k2 and k3 are the relevant chemical rate coefficients (see Appendix A) and Ä is the

optical depth. The solutions to these equations are given in Lewis et al. (2024).

The analytical solutions are over-plotted in Figure 4.5b, with the result of the numerical

model with the same assumptions and for Q = 1027s−1, fNH3
= 0.01, fH2O = 0.99, and Ä = 0

(optically thin coma at the surface). The two models show again very good agreement,

with maximum variation 5%, for again the logarithmically spaced bins described in the

introduction of Section 4.1.

Analytical model III: Electric field acceleration

Finally, the effect on the number density of the electric field can be validated analytically

by the consideration of a single species model with no momentum transfer, no ion-neutral

chemistry, and no dissociative recombination. The model is described in Lewis et al. (2024)

and is compared to the present numerical model in Figure 4.6, for electric fields ∝ const. (a),

∝ r−1 (b), and ∝ r−2 (c). Again, the maximum difference between the analytical model and

the Ion Acceleration Model numerical scheme is around 5%.
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4.2 Ion composition and ionospheric densities

In this section, I explore the sensitivity of the model output to momentum transfer and to the

electric field. In order to assess the relative importance of different terms in the continuity

equation, I compare the timescales for the various transport and chemical loss processes

for each species. Processes occurring with a shorter timescale will dominate, while those

with significantly longer timescales will only have a minor impact on the overall ion density

profile.

The transport timescale Ätrans,j for an ion species j with density nj(r) =
∑

s nj,s(r) and

bulk velocity uj(r) (calculated according to Equation 4.5) can be derived from the transport

term in the continuity equation (Equation 4.6) as:

1

Ätrans,j(r)
=

1

nj(r)r2

d(nj(r)uj(r)r2)

dr
. (4.33)

Similarly, the dissociative recombination timescale ÄDR,j for species j is given by:

1

ÄDR,j(r)
= ³DR,jne(r) (4.34)

where ³DR,j is the recombination rate as defined in Equation 2.25. Finally, the proton transfer

loss timescale ÄP T,j

1

ÄP T,j(r)
=

∑

n,j′ ̸=j

kIN
j,n→j′nn(r). (4.35)

Figure 4.7 shows these timescales for each of the three ion species (right side) alongside

the ion density profiles (left side) for input electric field profiles ∝ 1/r with three different

surface field strengths: 0 mV m−1, 1 mV m−1 and 10 mV m−1. The density profile of H2O
+

varies very little with the electric field strength (Figure 4.7a), owing to the proton transfer

timescale that is always shorter than both the transport and dissociative recombination

timescales (Figure 4.7b). As previously documented (e.g. Vigren and Galand, 2013), H2O
+ is

close to photochemical equilibrium at this outgassing rate (1028 s−1) and low cometocentric

distances, such that nH2O+ is mostly governed by the change in ionisation frequency. At
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high cometocentric distance, the 10 mV m−1 case begins to exhibit a small departure from

photochemical equilibrium, as the transport timescale is decreased such that it is more similar

in magnitude to the proton transfer timescale.

H3O
+ is only produced through the proton transfer from H2O

+ (see Section 2.2.2) and is

therefore more sensitive to the increasing electric field than H2O
+ (See Figures 4.7c and 4.7d).

With the strongest electric field (10 mV m−1, red) the proton transfer has the shortest timescale

below 10km, so loss of H3O
+ to NH+

4 dominates close to the nucleus. With no electric field

(black), this continues up to 100 km. Transport then takes over, reflected in the transport

timescale becoming shorter than the proton transfer timescale, hence the ion density begins to

decrease rapidly. In the prescence of an electric field, the H3O
+ density profile reaches a slope

in 1/r above ∼ 100 km. When the electric field is applied, the dissociative recombination

timescale is always at least an order of magnitude larger than the transport timescale, so this

is not a significant loss process for this ion species.

NH+
4 is the most sensitive of the three ion species to the increasing electric field, with the

density over an order of magnitude lower at 100 km with a 10 mV m−1 electric field than

when there is none. This means that the presence and strength of the ambipolar electric

field may have important consequences for the formation and detectability of NH+
4 within

the diamagnetic cavity. The transport timescale is always shorter than the dissociative

recombination timescale. The difference is particularly marked when the strong (10 mV m−1)

electric field is applied: transport dominates. This, combined with the lack of NH+
4 production

at high cometocentric distances, means that it is quickly transported away, and the ion density

slope is in 1/r2 above ∼ 300km. This is the same as the pure transport solution (no production

or chemical loss) to the continuity equation (Equation 2.26). With lower electric field, DR

becomes increasingly important at high cometocentric distances and the slope of the NH+
4

profile is between r−1 and r−2.

Figure 4.8 shows the effect of including momentum transfer on the density of the three

ion species as well as their sum. As anticipated, the addition of momentum transfer increases

the ion density, since the acceleration process is interrupted, slowing the bulk ion speed

and allowing the ionosphere to build up more before it is transported. H2O
+, however, is
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Figure 4.7: Ion density (a,c,e) and loss timescales (b,d,e) for H2O
+ (a,b), H3O

+ (c,d) and
NH+

4 (e,f). Three different electric field conditions are considered: no electric field (black),
E(rc) = 1mV m−1 (blue) and E(rc) = 10mV m−1 (red). The three loss timescales are transport
(Equation 4.33, solid line), dissociative recombination (DR, Equation 4.34, dashed) and proton
transfer (PT, Equation 4.35, dot-dashed). The proton transfer timescales are overlapping. The
electric field is assumed to be radial and proportional to 1/r, the outgassing Q = 1028s−1, and
the neutral composition to be 1% NH3 and 99% H2O. Credit: Lewis et al. (2024)
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unaffected since it is close to photochemical equilibrium and therefore not sensitive to the

transport timescale. Momentum transfer has the greatest impact on the NH+
4 density, not

only because of its decreased transport loss, but also because of its enhanced production. The

slowing of H3O
+ ions through ion-neutral collisions allows protonation to occur more readily.

The influence of both the electric field and momentum transfer on the total density and ion

bulk speed is summarised in Figure 4.9, for electric field proportional to 1/r (a and b) and 1/r2

(c and d). In all cases, the total density is higher when momentum transfer is included, and

the bulk speed is lower. Vigren et al. (2015) found for the case of an electric field decreasing as

r−1, in the absence of momentum transfer and for the case of water ions, the ni ∝ 1/r relation

is recovered above the density peak for all electric field strengths. I found that this remains

valid for the case of three ions species with momentum transfer included.

4.3 Comparison with Rosetta data

I now focus on two key time periods during the Rosetta escort phase, comparing the total

density derived from RPC–MIP and RPC–LAP inside the diamagnetic cavity with the total

ion density from the Ion Acceleration Model for various electric field profiles. Doing so

allows to determine the range of electric field strengths which are required in the model to

explain the measurements from Rosetta. I also compare the predicted versus the measured

NH+
4 density with the same inputs and electric field strengths.

The first period I consider is 20th–21st November 2015, and a summary of the key data

is given in Figure 4.10. Rosetta spent a significant amount of time inside the diamagnetic

cavity (blue shaded vertical boxes) during this window, and there is strong coverage of the

combined MIP/LAP dataset (black, bottom panel). On 21st November, the ROSINA-DFMS

high resolution ion mode was briefly active, and captured signatures of NH+
4 consistently

(see Figure 4.10), hence this makes an interesting case study for comparison with the Ion

Acceleration Model.

I also consider 29th–30th July 2015, two weeks before perihelion, which saw some of

the strongest NH+
4 signatures and many diamagnetic cavity crossings (see Figure 4.11). The
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Figure 4.8: (a) Ion density for H2O
+ (red), H3O

+ (purple) and NH+
4 (green), both with momen-

tum transfer (solid line) and without (dashed line) momentum transfer. (b) Ion bulk speed
for each ion shown in (a), calculated according to Equation 4.5. The electric field was assumed
to be E = 1 × 10−3(rc/r)V m−1, the outgassing Q = 1028s−1, and the neutral composition to
be 1%NH3 and 99%H2O. Credit: Lewis et al. (2024)
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Figure 4.10: Time series of key data inputs into the model for November 20th–21st 2015. (a)
Local outgassing from ROSINA-COPS with spikes from spacecraft thruster firings removed
(black) and spacecraft-comet distance (red). (b) NH3 volume mixing ratio from ROSINA-
DFMS neutral mode (black crosses) and integrated counts from scans of NH+

4 by ROSINA-
DFMS (method described in Section 3.1) (c) Total electron density from the RPC–MIP/LAP
combined dataset (black) or RPC–MIP only (red, Henri et al., 2017) where RPC–LAP was
unavailable. In all panels, blue shaded regions show when Rosetta was in the diamagnetic
cavity, according to RPC–MAG data Goetz et al. (2016a). Credit: Lewis et al. (2024)
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Figure 4.11: Same as Figure 4.10, but for July 29th–30th 2015. Credit: Lewis et al. (2024)

MIP/LAP combined dataset was not available for this period, so I use electron density data

from RPC–MIP only (red, bottom panel).

The distribution of electron density measurements that were taken while Rosetta was

inside the diamagnetic cavity for each time period is shown in the histograms in Figure 4.12.

The data are similarly distributed, with less variation in November when more data were

available. For comparison with the model, I take the range of electron densities one standard

deviation on either side of the mean (indicated by the blue shaded regions), which was around

twice as high in July 2015 (955.1–1517 cm−3) compared to November 2015 (544.4–791.8 cm−3).

A summary of the model inputs and range of electron densities for each period is shown

in Table 4.3. The neutral speed was taken from Biver et al. (2019) (see Figure 2.1), and the

outgassing Q was derived from this and the COPS neutral density (see Equation 2.1). It is

worth noting that the data availability of COPS was limited for the November period, so only

a best estimate of the average outgassing over the whole period can be used. The fraction of

NH3 was determined from the DFMS neutral mode data shown in Figures 4.10 and 4.11.
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shaded region shows the data one standard deviation either side of the mean. Credit: Lewis
et al. (2024)

Table 4.3: Inputs in the model as used to represent the two time periods discussed in Section
4.3. Local outgassing rate (Q), cometocentric distance r of Rosetta and NH3 mixing ratio are
estimated from the data in Figures 4.10 and 4.11. The neutral speed un is taken from Biver
et al. (2019), and the electron density range is as shown in Figure 4.12.

Input parameter 29th–30th July 2015 20th–21st November 2015 Source

Heliocentric dist. [au] 1.254 1.715 -

Q [s−1] 2.3 × 1028 7 × 1027 COPS

r [km] 180 135 -

un [km s−1] 0.90 0.75 Biver et al., 2019

NH3 % 0.3 0.2 DFMS

ne [cm−3] 955.1–1517 544.4–791.8 MIP/LAP
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For a range of electric field surface strengths E(rc), the ionospheric model was run for

the inputs in Table 4.3, for the time periods in November and July 2015. Figure 4.13a shows

the modelled total ion density at the cometocentric distance of Rosetta for each electric field

strength. The profiles are calculated for both E ∝ r−1 (solid lines) and E ∝ r−2 (dashed

lines). The horizontal shaded regions in red and grey show the electron density data for

July and November 2015, respectively (derived in Figure 4.12). The r−2 profiles are clearly

unable to explain the measured electron densities and ion speeds, since an unreasonably

high electric field would be required to reduce the electron density to the measured range at

the Rosetta location. Hence, I use the r−1 profiles to derive the surface electric field strength

range that would explain the measured electron density for each time period. I find electric

field strengths for July and November of around 1.1 − 2.7 mV m−1 and 0.2 − 0.6 mV m−1,

respectively. Stronger electric fields (> 3 mV m−1) are found to reduce the plasma density to

below the observed range, due to strongly enhanced ion transport.

Figure 4.13b then shows the predicted NH+
4 density corresponding to the total ion densities

shown in Figure 4.13a. As discussed in Section 4.2, NH+
4 is more sensitive to the change in

the electric field strength, and therefore varies over more orders of magnitude than the total

ion density. For the total plasma densities measured in the two time periods, the model

predicts that this would correspond to 20 − 40 cm−3 of NH+
4 on November 20th–21st 2015 and

50 − 110 cm−3 for July 29th–30th 2015.

As discussed in Chapter 3 Section 3.3, we know NH+
4 was consistently detected in the

diamagnetic cavity during the two case study periods while the mass spectrometer was in ion

mode (see Figures 4.11 and 4.10). However, the number density of NH+
4 cannot be inferred

from the ROSINA-DFMS spectra with identified NH+
4 peaks. In Section 3.1, I derived an

approximate threshold for detection of an ion with DFMS high resolution ion mode as about

0.05cm−3. Therefore, it is likely that even the lowest modelled densities in Figure 4.13b would

be detectable by the instrument in the high resolution mode. In addition, NH+
4 detection

with DFMS is also dependent on the field-of-view and energy acceptance window of the

instrument. Therefore, it is not possible to use the detection of NH+
4 to constrain the electric

field in this way.
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Figure 4.13: (a) Total plasma density, (b) NH+
4 density, and (c) bulk ion velocity, for model runs

for input conditions representing 29th–30th July 2015 (red lines) and 20th–21st November
2015 (black lines), as a function of electric field surface strength. Field profiles ∝ 1/r (solid
lines) and ∝ 1/r2 (dashed lines) are shown. Shaded red and grey regions show how the NH+

4

density is derived, ion bulk speed and electric field strength (when E ∝ 1/r) that corresponds
to the measured electron density from the RPC instruments over the two periods considered
(see Table 4.3). Credit: Lewis et al. (2024)
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Figure 4.13c shows the ion bulk speed corresponding to the model runs in Figures 4.13a

and 4.13b. The bulk speeds are calculated according to Equation 4.5. For the lowest electric

fields (≈ 1 × 10−5 V m−1), the ions are not significantly accelerated above the neutral speed.

When the electric field is high (> 1 × 10−2 V m−1), the ions are further accelerated, up to

10 km s−1. Such high speeds have been derived from RPC–ICA measurements (Bergman

et al., 2021a), but the present ionospheric modelling suggests that such a strong acceleration

would lead to electron densities around 6 times lower than what have been measured by

RPC–MIP and RPC–LAP. Instead, the observed densities are best explained by ion bulk

speeds of 1.2 − 1.7 km s−1 on 20th–21st November 2015 and 2 − 3 km s−1 for July 29th–30th.

4.4 Discussion

The discussion of the results presented in this section is divided into three sections. First, in

Section 4.4.1 I discuss the implications of cometary ion acceleration for the relative composi-

tion of the three key ion species included in the model. Section 4.4.2 focusses on the ion bulk

speed, the uncertainties introduced by the approach, and the possible improvements that

could be made to the method. Finally in Section 4.4.3 I discuss what we have learnt from this

study about the nature of the ambipolar electric field at comet 67P and the ways in which the

‘true’ electric field is likely more complex than the simple model which I have assumed.

4.4.1 Ionospheric composition

One novelty of my approach is the inclusion of NH+
4 , the dominant ion species in the inner

part of the ionosphere near perihelion. This does not have a significant impact on the total

ion density, since the dissociative recombination rate coefficient is similar for all the species

(Vigren and Galand, 2013), but it does reduce the density of H3O
+ since loss through proton

transfer to NH3 happens very readily in a collisional coma at high outgassing rates. The NH+
4

density is much more sensitive to the enhanced ion speed than the water ion species. However,

it is not possible to directly compare modelled ion densities with counts from ROSINA-DFMS

ion mode scans (see Section 3.1), limiting the possibility for using NH+
4 detections with ion
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mass spectrometer observations within the diamagnetic cavity to constrain the ambipolar

electric field.

The density of H2O
+ is resistant to changes in the electric field, since it is close to photo-

chemical equilibrium (Galand et al., 2016, Heritier et al., 2017a) and therefore unaffected by

the changing transport term in the continuity equation. As a result, it is also unaffected by

the inclusion of momentum transfer in the model. For the other ion species, the momentum

transfer has the impact of interrupting the process of ion acceleration, therefore reducing

their transport loss and increasing the density. NH+
4 is again more sensitive to momentum

transfer than H3O
+ in the presence of an electric field.

4.4.2 Ion bulk velocity

I compared the ionospheric simulation with total electron density data from RPC instruments

(see Section 4.3). I find that to explain the measured plasma density in the diamagnetic cavity

in November 2015, the model requires an ambipolar field of around 0.5 mV m−1, leading

to a bulk ion speed of ∼ 1.2 − 1.7 km s−1 at the Rosetta location. On 29th–30th July 2015, I

derive a stronger electric field, up to 1.5 mV m−1, leading to slightly faster bulk speeds of

∼ 2 − 3 km s−1. The ion speeds I derive are lower than those derived from RPC–ICA (e.g.

Bergman et al., 2021b, see Section 1.3.3) but are broadly consistent with the measured values

from RPC–LAP and from the flux conservation method based on observations of the electron

density around perihelion (Vigren and Eriksson, 2017).

To understand Figure 4.13 further, we return to the continuity equation (Equation 4.6), but

now considering the total plasma density (i.e. ni(r) =
∑

j,s nj,s). By making the assumption

that dissociative recombination is negligible (justified by its relatively long timescale, see

Figure 4.7), then in steady state the equation reduces to

1

r2

d

dr
(nir

2ui) = P ioni (4.36)

where ui is the bulk ion speed (Equation 4.5). This leads to the simple relation between the

ion density ni and the ion bulk speed ui,
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niui =
¿ ioniQ

4Ãunr2
(r − rc), (4.37)

showing that at a given cometocentric distance r, the modelled ni ∝ 1/ui. The results of

this section are therefore not dependent on what I assumed for the momentum transfer rate

coefficients or on the included ion-neutral chemistry. The most critical assumptions are then

regarding the neutral speed un and the ionisation frequency ¿ ioni.

For the neutral speed, I have taken the values given by the power law fits given in Biver

et al. (2019) (see Table 4.3), and I assumed that this speed is constant down to the surface of

the nucleus. In reality, the neutral gas would be better described with an adiabatic expansion

model (Heritier et al., 2017a, Huebner and Markiewicz, 2000). I explored the sensitivity of

my results to a slower neutral expansion velocity, taking 400 m s−1 as a lower limit - this is

the surface speed used in Heritier et al. (2017a). For the same model runs as in Figure 4.13, I

find this increases the bulk ion speed derived for July 29th–30th 2015 to 3 − 5 km s−1, and for

November 20th–21st 2015 to 2 − 3 km s−1.

The ionisation frequency (see Figure 4.4) is derived from the appropriate TIMED/SEE

dataset, adjusted to the heliocentric distance of 67P and time-shifted to account for the change

in solar phase. The largest uncertainty in this approach is in the solar flux data themselves,

which are up to 20% (Woods et al., 2005). Repeating the analysis of Figure 4.13 to include

maximum and minimum photoionisation frequencies (assuming a 20% uncertainty), leads

to electric field estimates of 0.1 − 1 mV m−1 for 20th–21st November and 0.7 − 4 mV m−1 for

29th–30th July.

Any attenuation of the solar flux due to absorption from dust grains beyond the come-

tocentric distance of Rosetta (Johansson et al., 2017) has been neglected. The effect of this

attenuation on the model would be to decrease the photoionisation frequency, reducing the

production of ions, meaning a lower bulk ion speed is required to produce the same plasma

density (see Equation 4.5).
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4.4.3 Nature of the ambipolar electric field

I find that the electric field following a r−1 dependence is most plausible (compared to r−2,

see Figure 4.13). This is however likely to not be the case at very large cometocentric distances

as it would lead to an unbounded potential. Since the model is magnetic-field free, it is only

valid within the diamagnetic cavity. It is clear that the electric field becomes more complex

close to the boundary and outside of this region owing to the presence of the solar wind, and

therefore a simple function of cometocentric distance is unlikely.

In addition, I assumed a constant electron temperature (104 K), while in reality it varies

with cometocentric distance due to increased electron-neutral collisions in the dense coma

close to the surface. A significant population of cold electrons (∼ 0.1eV) has been observed

through much of the escort phase of Rosetta (Engelhardt et al., 2018, Wattieaux et al., 2020,

Henri et al., 2017, Eriksson et al., 2017). They dominate over the warm population particularly

post-perihelion, and were observed to decrease with increasing cometocentric distance

(though comet latitude also plays a key role; Gilet et al., 2020) . These observations lead to the

question of whether it is realistic to assume an ambipolar electric field in r−1, or whether it

would be better described with a decreasing or even zero electric field strength close to the

surface. A difference in energy between the ions and electrons is necessary for an electron

pressure gradient, and therefore an ambipolar electric field, to be set up. This possibility was

examined in Vigren and Eriksson (2017), who implemented an electric field that abruptly

‘switches on’ at a radius of 100km, assuming that below this threshold the electrons are too

cold to produce such a field. In contrast, it was assumed throughout this work that the ions

are accelerated from the nucleus surface.

To test the impact of implementing a ‘cold zone’ with no ion acceleration on our results,

Figure 4.14 shows ion density and bulk velocity profiles from the present model but with

acceleration from 50 km (blue) and from 100 km (red). This treatment is nonphysical given

that a decrease in the electric field strength towards the nucleus would be gradual and not

abrupt, but it is the simplest approximation to make given the electron temperature profile at

67P is not well constrained. It allows the assessment of the sensitivity of the electron density

when no electric field is present at the surface. In Figure 4.14, the ion bulk speed and ion
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density converge to the same profile in all three cases by around 2rE , where rE is the upper

limit of the ‘cold zone’ and the start of the ion acceleration (see Figure 4.14). This result is

not wholly unexpected when we consider Equation 4.3 in the case where acceleration is only

from rE to a distance r:

ui(r) =

√

u2
n +

2Ecrc

mi

ln
(

r

rE

)

. (4.38)

If Ecrc is held constant (i.e. the field starts with the same strength but from a different

initial r), then in the limit r k rE there is no rE dependence. At the cometocentric distances

considered in Section 4.3 (135 km and 180 km, see Table 4.3) a cold, electric field-free zone

is unlikely to significantly affect the ion bulk velocities derived in this study, unless it

extends close enough to the spacecraft location. The electron exobase has been shown to

be close to or even outside the diamagnetic cavity boundary (Henri et al., 2017), but to

explain the accelerated plasma speed observed beyond the neutral speed within this region,

an ambipolar electric field must exist below this limit. Hence, although the cold electron

population dominates within the cavity, the warm electron presence must be enough to set

up a weak ambipolar field for at least some of the coma below the spacecraft location. Both

cold and warm electron populations are indeed always observed with RPC–MIP (Wattieaux

et al., 2020).

For a higher outgassing comet such as 1P, the electrons are much colder compared with

67P and an ambipolar electric field is less likely to result within the diamagnetic cavity.

Electron temperatures in the unmagnetised region at 1P/Halley during the Giotto flyby were

calculated by solving coupled continuity, momentum, and energy equations by Korosmezey

et al. (1987), finding values around 100 K (similar to the 0.01 eV cold population at Rosetta).

In contrast, the total electron temperature (weighted mean of the warm and cold populations)

in the diamagnetic cavity at 67P was on the order of 104 K [∼ 1 eV], according to spectra from

RPC–MIP (Wattieaux et al., 2020).

In the lower outgassing regime, such as 67P during the Rosetta escort at larger heliocentric

distances, the coma is less dense and the cold electron population less significant than

near perihelion (Gilet et al., 2020). The ambipolar electric field has been shown to play a
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Figure 4.14: Ion density profiles (a) and ion bulk velocities (b) for runs of the model where an
electric field E = 10−3 rc/r V m−1 is applied, starting at the surface (black), from r = 50 km
(blue) and from r = 100 km (red). Credit: Lewis et al. (2024)
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role in the plasma environment at these times, both through the presence of suprathermal

electrons leading to UV aurora (Galand et al., 2020, Stephenson et al., 2021) and through

trapping of electrons allowing them to be cooled despite the thin coma (Stephenson et al.,

2022, Stephenson et al., 2024). However, the total electron density measured before January

2015 or from around February 2016 onwards is well explained even with the assumption that

the ions travel at the neutral velocity (Galand et al., 2016, Heritier, 2018, Vigren et al., 2019),

suggesting no acceleration of cometary ions by the ambipolar field. This could be explained

by the low cometocentric distances explored by Rosetta during these times (≲ 60km) not

allowing for sufficient travel times for measurable acceleration, and by the flattening of the

electric potential well as shown by test particle simulations (Stephenson et al., 2023). These

ideas will be explored further in Chapter 5.
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CHAPTER 4 SUMMARY
• Assessed the effect of ion acceleration on ion densities in the presence of an

electric field and momentum transfer, for three key ion species: H2O
+, H3O

+ and

NH+
4 .

• Ion acceleration by the ambipolar electric field increases the transport loss and

therefore reduces the total ion density.

• High proton affinity ions, such as NH+
4 , are particularly sensitive to the electric

field, and where such ions are strongly present may be an indicator of limited ion

transport (and vice versa).

• Momentum transfer reduces the effect of the electric field, by slowing down the

accelerated ions through collisions with slower neutral molecules.

• I find that to reproduce the plasma densities measured by RPC inside the diamag-

netic cavity of comet 67P near perihelion, our 1D ionospheric model requires an

electric field in r−1 of around 2 mV m−1 at the surface, leading to bulk ion speeds

at Rosetta of 1.4 − 3.0 km s−1.

• This contrasts 67P with the higher outgassing case of comet 1P/Halley during

the Giotto flyby, during which the overall electron population was likely to be

much colder preventing an ambipolar field from forming within the diamagnetic

cavity (Gan and Cravens, 1990).
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MODELLING THE ION DYNAMICS IN 3D

The ion dynamics I have modelled so far have been exclusively one-dimensional and fluid,

with only a radial electric field and no magnetic field to complicate the picture. As such,

attention was focussed on the diamagnetic cavity, and the drivers of the ion composition,

density and bulk velocity within it. In this Chapter, the previous studies are extended into

a 3D and kinetic regime, out of the diamagnetic cavity, and to lower outgassing levels. In

doing so, we aim to see the impact of a more complex set of electric and magnetic fields on

the ion environment in the inner coma.

For this study, the collisional test-particle model originally used for the electron popula-

tions around the comet (Stephenson et al., 2022) has been adapted to instead describe the ion

environment. In Section 5.1, the model is described, with emphasis on the aspects of the code

that were updated from the electron model. Section 5.2 then describes the hybrid simulations

that provide the electric and magnetic fields to drive the ions. The model is validated in

Section 5.3, first against the 1D Ion Acceleration Model from Chapter 4 (Section 5.3.1), and

then against the collisionless hybrid simulation (Section 5.3.2).

In Section 5.4, the test-particle model is run for the diamagnetic cavity (radial electric field

only) equivalent to the November 2015 case study from Chapter 4 (Section 4.3). This allows

us to validate the 1D approach under these conditions, and understand its limitations.
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Section 5.5 focuses on the cometary plasma environment around 67P at 2.5 − 3 au, when

the outgassing was lower and the diamagnetic cavity was not detected. The test-particle

model in this case is driven by electric and magnetic fields from the hybrid model AMITIS

(Fatemi et al., 2017), as used in Moeslinger et al. (2024). The density and bulk velocity of H2O
+,

H3O
+, and NH+

4 are assessed, highlighting the extent to which each is driven by the changing

ion transport and collisions.

Finally, I return to the RPC electron density measurements in Section 5.6, comparing the

combined dataset from MIP/LAP with the results of the test-particle modelling in Section 5.5.

The aim of this is to understand the drivers of the plasma density during the conditions used

for the hybrid simulations, and to assess how well the simulation recreates them.

5.1 Collisional ion test-particle model

A test-particle model is one that simulates the trajectories of many single particles, which

are assumed to behave independently of each other and without having a feedback effect on

the background electric and magnetic fields which drive them. The test-particle model first

described in Stephenson et al. (2022) was developed to assess the response of cometary and

solar wind electron populations to electric and magnetic fields provided by a fully kinetic

Particle-in-Cell (PiC) model (Deca et al., 2017, Deca et al., 2019). Crucially, the test-particle

approach enabled study of the effect of collisions on the overall electron environment, which

have not yet been incorporated into kinetic PiC models (Stephenson et al., 2023, Stephenson

et al., 2024).

I have adapted the Stephenson et al. (2022) electron test-particle model to now model

the cometary ion population. In this section, I describe the model briefly, focussing on the

updates that have been made in order to model the ions. I consider the same three key ion

species as in Chapter 4 (H2O
+, H3O

+, and NH+
4 ) and the ion-neutral collisions that occur

between them and the neutral gas (here, H2O and NH3 only).

The model is described by the flow chart in Figure 5.1. First, the ions are created, either as

photo-ions (H2O
+) or as secondary ions (H3O

+, NH+
4 ), which is described in Section 5.1.1. The
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Figure 5.1: Flow chart representing the key elements of the ion test-particle model. The blue
box separates processes happening inside the code, and the inputs controlled externally (in
purple boxes). Adapted from Stephenson et al. (2022).

particles are then pushed through the background fields by the Lorentz force (Section 5.1.2).

At each timestep, we check whether a collision has occurred, and if so, what type (Sec-

tion 5.1.3). Particles are terminated when they either leave the domain, hit the nucleus, or

undergo a proton transfer. Finally, the moments of the distributions can be calculated based

on the trajectories of the particles, provided enough particles have travelled through each cell.

For details of the moment calculation, see Stephenson (2022). The moments are calculated

on a (80 × 60 × 60) cell grid with the same resolution as the electric and magnetic fields (see

Table 5.1).

5.1.1 Generation of ions

H2O
+ ions are initialised in the model with a given velocity and position in the grid. Since

these newly produced ions originate from the neutral coma, they are initially given the

same velocity as the neutrals: u⃗i = unr̂. The total unattenuated ionisation frequency ¿tot
ioni is

supplied as an input to the model and subsequently calculated in 3D taking photo-absorption
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into account, using the Lambert-Beer law as described in Section 2.2.1.

The simulated ions, referred to as macroparticles, represent a flow of ions that follow the

same trajectory through the fields. Macroparticles are assigned a ‘weight’ (Wp), based on the

number of ions per second which follow the same path. This weight is dependent on the

number of other ions produced within the same grid cell. It is given by

Wp =
1

Np

∫

cell
¿tot

ioni(x⃗)nn(x⃗)d3x⃗ (5.1)

where Np is the number of macroparticles produced within the cell and nn(x⃗) is the neutral

density at the position x⃗ within the grid. The production grid comprises small boxes (1 km ×

1 km×1 km) from the origin, where the comet nucleus is centred, up to 20 km in each direction.

The rest of the (1000 km × 1000 km × 1000 km) domain is then filled with logarithmically

spaced boxes such that there are 50 cells in the x-direction (the comet-Sun line) and 40 in the

y- and z-directions.

After the run for the photo-ions (H2O
+) has been completed, the secondary ions are

generated from the weights that have been saved when proton transfer collisions occur.

5.1.2 Response of particles to electric and magnetic fields

The ion macroparticles are pushed through the simulation in response to electric and magnetic

fields. The fields are considered as a stationary background input to the simulation, and the

updated velocity and position of the particle is determined using the Boris algorithm (see

Boris, 1970, Qin et al., 2013, Carnielli et al., 2019). A description of the electric and magnetic

fields used in this study is given in Section 5.2. The full validation of the single particle

trajectories is given in Stephenson (2022).

The timestep used for the Boris integrator is constant at 5 × 10−3 s. It was selected in order

to fulfill the following criteria (Stephenson et al., 2022):

(i) Gyroradius
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The time step must be small compared to the gyroperiod Tgyro of the ions:

dt < dtgyro = Tgyro/Ncycle, (5.2)

where Ncycle is a numerical factor, a value of 20 is typically sufficient (Carnielli et al.,

2019).

(ii) E and B field grid size

The ions may not move further than the resolution of the input magnetic and electric

fields, dxEB (see Section 5.2):

dt < dtEB = dxEB/2vi. (5.3)

(iii) Moment grid resolution

During one time step, the ions cannot travel further than the next cell on the grid over

which the moments are calculated:

dt < dtgrid = dxgrid/2vi (5.4)

Since I have used the same grid resolution for the moments and the fields, dxEB = dxgrid,

criteria (ii) and (iii) are equivalent. However, this is not a necessary condition to run the

simulation.

(iv) Collision probability

This ensures that the total probability of collision within the time step is not larger than

Pmax = 0.01, so that we can safely assume that the probability of more than one collision

in the time step is very small. Ãtot is the total collision cross section (all collision types

added together) and nn(x⃗) is the neutral density at x⃗.

dt < dtprob. = − log(1 − Pmax)

n(x⃗)Ãtot|v⃗i|
(5.5)
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5.1.3 Treatment of collisions

Adapting the test-particle model to treat the cometary ion population requires a new set

of cross sections. The full ion-neutral cross section set and references are presented in Ap-

pendix B, and shown graphically as a function of the relative energy between the reacting

particles in Figure 5.2. In general, the cross sections increase with decreasing relative energy,

but the experimental cross sections are only available down to 0.1 eV. For relative energies

below this value, I linearly extrapolated in log space down to an approximate surface tem-

perature of the neutrals of ∼ 0.01 eV (Heritier et al., 2017a, Marshall et al., 2017). This rather

crude approach is shown in Figure 5.2 and improved treatment could be included in future

work.

Dissociative recombination is neglected, which is reasonable at the outgassing rates used

in this study (1026 − 1027 s−1, reflecting January–March 2016 during Rosetta). Heritier et al.

(2018) demonstrated that neglecting recombination in this regime introduces less than 20%

error (for Te = 200 K) in the total plasma density. This is likely to be even lower when

acceleration of the ions by electromagnetic fields is taken into account (see the timescale

analysis of Figure 4.7).

The probability of a given collision type c happening during a timestep dt is given by:

Pc(dt) = 1 − exp [−nn(x⃗) dVσ] (5.6)

where dVσ is the volume ‘swept through’ by the collision cross section in the frame of the

neutral gas (of relevant species, n). This volume is given by

dVσ = Ãc(Erel) wrel dt (5.7)

where vrel is the relative speed between an ion and a neutral and the collision cross section is

Ãc(Erel).

If we define wrel = |v⃗i(x⃗) − u⃗n(x⃗)|, and vmean
n,th as the thermal speed corresponding to

the mean speed in the frame of the neutral gas (assumed to have a Maxwellian velocity

distribution) such that vmean
n,th =

√

8kBTn

πmn
, then:
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Figure 5.2: Cross sections for collisions used in the ion test-particle model, against relative
energy between the ion and neutral. The solid lines are from published datasets (Appendix
B) and dotted sections of the lines show where values have been extrapolated and are not
included in the references.

• For wrel k vmean
n,th , the thermal speed can be neglected and vrel ≈ wrel.

• For wrel j vmean
n,th , the relative speed is dominated by the thermal speed of the gas such

that vrel ≈ vmean
n,th .

However, when neither of these approximations apply, we must consider the general case.

For a neutral gas with a Maxwell velocity distribution function fn(v⃗n), a bulk velocity u⃗n, and

a temperature Tn, the relative speed is defined as (Fahr and Mueller, 1967):

vrel =
∫∫∫

|v⃗i − v⃗n| fn(v⃗n) d3v⃗n (5.8)

=
vn,th√

Ã
exp

(

− w2
rel

v2
n,th

)

+ wrel

(

1 +
v2

n,th

2w2
rel

)

erf

(

wrel

vn,th

)

, (5.9)

where vn,th =
√

2kBTn

mn
is the magnitude of the peak of the Maxwellian velocity distribution (in
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n,th associated with the mean of the distribution.

the frame of the gas), that is, the most probable speed. Equation 5.9 can be approximated as

vrel ≈
(

4v2
n,th

Ã
+ w2

rel

)
1

2

=
(

(vmean
n,th )2 + w2

rel

)1/2
(5.10)

which is equivalent within 5% over all wrel to Equation 5.9. In the limit where |v⃗i − u⃗n| k vn,th,

we recover vrel = wrel, and when |v⃗i − u⃗n| j vn,th, we get vrel = vmean
n,th . Equation 5.9 (black)

and the error from neglecting the thermal contribution to the relative velocity (blue) is given

in Figure 5.3.

The vrel can then be used to calculate the relative energy Erel in order to find the cross

section Ãc(Erel) using

Erel =
1

2

mjmn

mj + mn

v2
rel (5.11)

145



CHAPTER 5. MODELLING THE ION DYNAMICS IN 3D

with

mIN =
mjmn

mj + mn

(5.12)

the reduced mass of the colliding ion and neutral particles.

Discounting the probability of multiple collisions in the same timestep, which is kept low

by the timestep condition in Equation 5.5, the total collision probability is given by summing

over all the collision processes c,

P (dt) =
∑

c

Pc. (5.13)

To determine whether a collision occurs, a random number between 0 and 1 is generated

at each timestep. The number is also used to determine the collision type and hence the

continuation (or not) of the particle’s trajectory (see the flow chart Figure 5.1).
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Figure 5.4: Diagram showing the different treatment of collisions in the 1D Ion Acceleration
Model of Chapter 4 and in the 3D collisional test-particle model (Section 5.1). u⃗j and u⃗n are
the initial ion and neutral velocities respectively, and the final velocities are u⃗′

j and u⃗′

n. Pink
indicates elevated velocity in the rest frame of the initial neutral gas velocity, but note that in
the 3D case, |u⃗j| < |u⃗n| is possible.

Figure 5.4 shows how the velocity of the ions after the collision is determined in the 3D

case compared to the 1D model of Chapter 4. In both cases the collision is assumed to be

elastic, but in 3D we account for elastic scattering.

The 3D model also allows us to account for the exothermic energy release from the

protonation reaction (see Section 2.2.2). In this case, a component of velocity with a magnitude
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equivalent to the 0.5 eV energy release is given to secondary ions (those newly produced

through protonation) in a randomly generated direction.

5.2 Hybrid model - Electric and magnetic fields

The electric and magnetic fields used in this chapter are provided by simulations from two

hybrid models (see Section 2.4). For validation of the test-particle model in the collisionless

case (Section 5.3.2), we use the Hybrid model developed at Aalto University and applied

to the cometary environment (Simon Wedlund et al., 2017, Alho et al., 2019). As well as

comets, the model has been applied to a range of solar system bodies, such as Mars (Kallio

and Janhunen, 2002), Venus (Jarvinen et al., 2013, e.g.), and Mercury (Kallio et al., 2022).

For the application at intermediate outgassing and comparison with the Rosetta plasma

dataset (see Section 5.5), fields from the AMITIS (Advanced Modelling InfrasTructure in

Space simulations, Fatemi et al., 2017) run presented in Moeslinger et al. (2024) are used 1.

AMITIS is a GPU-based 3D hybrid simulation that has also been applied to various solar

system bodies.

The comparison between the parameters for the two hybrid simulations used here are

given in Table 5.1, but the fundamental physical processes and assumptions are the same in

both. Ion-neutral collisions are neglected in both, hence the need for a collisional test-particle

model. Cometary ions in the hybrid simulations are produced through charge exchange with

the solar wind, and through photo-ionisation of the cometary neutrals. Charge exchange

with the solar wind is neglected in the ion test-particle model as it is a minor process below

1000 km from the nucleus (Simon Wedlund et al., 2017).

As discussed in Section 2.4.3, a hybrid code treats the ions kinetically as macro particles

and the electrons as a massless neutralising fluid. Since they are treated as particles, the

motion of an ion of species j is driven by the Lorentz force:

1The E and B fields from AMITIS are provided in the supplementary material of Moeslinger et al. (2024)
and can be found at Moeslinger and Gunell (2024). Input to the AMITIS model run was only provided as
Qν = 1.08 × 10

20
s

−2, I determined the relevant Q and ν from the COPS data and ionisation rates in Figure 2.5.
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dx⃗j

dt
= v⃗j (5.14)

mj
dv⃗j

dt
= qj(E⃗ + v⃗j × B⃗) (5.15)

where the electric field E⃗ and magnetic field B⃗ are computed using the generalised Ohm’s

law (2.31) and Faraday’s law:

∂B⃗

∂t
= −∇ × E⃗. (5.16)

The electron thermal pressure pe in the ambipolar electric field term of the generalised

Ohm’s law cannot be self-consistently calculated without the kinetic treatment of the electrons.

For this reason, an electron temperature is usually imposed, either held constant or with a

specific profile. Both the models of Kallio and Janhunen (2003) and Fatemi et al. (2017) assume

adiabatic electrons, pe ∝ n5/3
e , and impose the upstream solar wind electron temperature.

This assumption is discussed further in Section 5.7.3.

Evolution of the current density J⃗ is given by Ampère’s law with the displacement current

neglected:

J⃗ =
∇ × B⃗

µ0

(5.17)

where µ0 is the vacuum permeability (4Ã × 10−7 H/m), and the current density is the net

contribution with all ion species (all singly charged here) and electrons taken into account,

i.e.

J⃗ = qe





∑

j

nju⃗j − neu⃗e



 . (5.18)

Equation 5.18 can be used to estimate the electron bulk velocity.
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Table 5.1: Comparison of parameters for the two hybrid simulations used in this study.

Simulation Aalto model AMITIS

Reference Kallio and Janhunen, 2002 Fatemi et al., 2017
(Kallio, E. private communication) (from Moeslinger et al., 2024)

Q [s−1] 1 × 1027 5.4 × 1026

¿ [s−1] 1.1 × 10−6 2 × 10−7

un [kms−1] 0.7 0.7

Simulation domain [km] 4000 × 4000 × 4000 7000 × 12000 × 16000

Grid resolution [km] 15 − 250 (variable) 25
interpolated to 15 fixed grid

Heliocentric distance [au] not specificed 2.5 − 3

Upstream nSW [cm−3] 3.45 1

Upstream uSW [km s−1] 400 430

Upstream Te,sw [eV] 12 12

Upstream BIMF [nT] 0.98 3

5.3 Validation of the ion test-particle model

In this section, I evaluate the accuracy and applicability of the ion test-particle model in two

ways. First, in Section 5.3.1, the hybrid electric and magnetic fields are replaced by a radial

test electric field, for validation of the collisions against the 1D numerical model introduced

in Chapter 4. Second, in Section 5.3.2, the output of the model under collisionless conditions

is compared to the results from the hybrid simulation.

5.3.1 Validation against the 1D fluid model

To validate the ion collisions in the ion test-particle model, the 3D model is compared against

the 1D fluid Ion Acceleration Model described in Chapter 4 (Section 4.1). To do so, the hybrid

electric and magnetic field inputs are replaced with B⃗ = 0⃗ everywhere in the simulation,

and a radial electric field proportional to 1/r, as given in Equation 4.1 with m = 1 and

Ec = 0.5 × 10−3 V/m. The electric field is calculated over a (1000 × 1000 × 1000) km grid with

a 10 km spatial resolution in each direction. The field profile is shown in Figure 5.5.

For the collisions to be comparable to the Ion Acceleration Model, we need to use sim-
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Figure 5.5: [a] Magnitude and [b] X-component of the radial electric field used for validation
of the ion test-particle model in Section 5.3.1. The field is shown in the X-Y plane. The box
used in the simulation run extends to 1000 km in each direction, but here is shown only up to
200 km.

Table 5.2: Inputs to the 1D ion acceleration and test-particle models for validation in Sec-
tion 5.3.1. The case study used is the same as in Chapter 4, Section 4.3

Rosetta equivalent date Q [s−1] ¿ [s−1] %NH3 un [km s−1] E(rc) [mV m−1]

2015-11-21 7 × 1027 2 × 10−7 0.2 0.75 0.5

plified versions of the cross sections described in Section 5.1.3 such that the ion-neutral

rate coefficients kIN are held constant as they were for the 1D model. The reaction rates

for momentum transfer and protonation can be related to energy-dependent cross-sections

by writing the rate coefficient in terms of the cross section Ã and the relative velocity, vrel,

between the ion and the neutral :

kIN = Ãvrel. (5.19)

This can then be rearranged to give the cross-section in terms of the relative energy Erel,

Ã(Erel) = kIN

√

mIN

2Erel

(5.20)

where mIN is the reduced mass of the ion and the neutral (Equation 5.12).

With these changes to the cross sections implemented into the ion test-particle model
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Figure 5.6: [a] H2O
+ (red), H3O

+ (blue), NH+
4 (green) and total (black) density profiles from

the 1D Ion Acceleration Model described in Section 4.1 (solid lines) compared with those
from the test-particle model (dotted lines). [b] same as [a] but for the bulk ion velocity. Input
parameters are given in Table 5.2

and run with the radial electric field shown in Figure 5.5, the resulting ion density and

bulk velocity profiles can be properly compared against the 1D numerical Ion Acceleration

Model. Figure 5.6 shows the outcome of this comparison, showing the density and velocity

profiles averaged over 10 km radial bins for the three ion species, as well as the total. The

percentage difference from the 1D model for the total density and bulk velocity are shown in

purple. Over the 500 km range, the agreement is generally within 5%, with the best agreement

between 20 and 200 km. The worst agreement is near the nucleus, since in the test-particle

model the moments are calculated over a fixed grid (10 × 10 × 10 km in this instance) and the

2 km nucleus sits at an intersection between cells. In the 1D model, the densities are calculated

over 1D logarithmically-spaced shells, allowing smaller resolution near the surface.

5.3.2 Validation with no collisions

Now, the test-particle model is compared to the hybrid collisionless simulation in order to

validate the approach in the collisionless case. Figure 5.7 shows the result of this comparison

along the comet-sun line (x). As there are no collisions considered, the only cometary ion

species is H2O
+. Input parameters of the runs are given in Table 5.1
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Figure 5.7: Comparison of the Aalto hybrid simulation and the ion test-particle model with
no collisions, showing [a] the H2O

+ density and [b] three components of the bulk velocity,
both along the x (comet-sun) line. The Sun is in the +x direction.

The two models generally show a good agreement, with the largest discrepancy in the ion

density near the nucleus. This is likely to be due to the different way that the comet itself

is treated in the simulations. In the hybrid model, the comet is treated as a point source,

whereas in the test-particle model there is no production below the 1.7 km radius.

5.4 Diamagnetic cavity: 1D fluid vs 3D kinetic collisions

I now use the 3D kinetic approach to assess the validity of the 1D fluid approach in Chapter 4.

Comparison is made for the same case as in Section 5.3.1, with inputs given in Table 5.2. Since

there is no magnetic field in this case, only a radial electric field, it continues to be valid only

inside the diamagnetic cavity, and represents inputs similar to those seen on 21st November

2015 by Rosetta.

First, the 3D cross sections described in Section 5.1.3 need to be compared with the kinetic

rates used for the 1D model in Chapter 4. Figure 5.8 shows the constant kinetic rates k and the

equivalent Ãvrel (Equation 5.19) against the ion speed. The momentum transfer and electron

transfer kinetic rates are shown together as they are treated as the same process in the 1D

model (having the exact same effect on the resulting ion). The momentum and electron
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transfer cross sections result in a collision probability up to 3 times higher than given by the

kinetic rates. The proton transfer cross section is less effective at high energies, but reaches

up to 5 times higher collision rate than the 1D version at low energies.
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Figure 5.8: Comparison of the 3D cross sections (Ã) presented in Section 5.1.3 and the 1D
kinetic rates (k) used in Chapter 4. Proton transfer (PT), electron transfer (ET) and momentum
transfer (MT) reactions between H2O

+ and H2O are shown.

The implication of these energy-dependent, 3D cross sections on the ion composition and

velocity profiles is shown in Figure 5.9. Overall, the main effect of the new cross sections is to

boost the proton transfer, reducing the H2O
+ density and producing more NH+

4 . The total

plasma density is increased by a factor of up to 1.3 in the 3D model thanks to more effective

collisions, and the ion bulk velocity is up to 23% slower. However, as demonstrated in

Section 4.4.2 (Equation 4.37), the product niui for a given r is preserved, so the determination

of the electric field strength and bulk velocity that are required to recreate the measured

plasma density from RPC–LAP and RPC–MIP (Section 4.3) remains valid. In future 1D fluid

models, increasing the kinetic rates by a factor of 5 for proton transfer, and 3 for momentum
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and electron transfers, could account for this difference compared to the cross sections.

Figure 5.9 also shows the effect of a 0.5 eV exothermic energy release (see Section 2.2.2)

during protonation. The difference is very small (in some cases not visible on the plots), only

reducing the total plasma density by a maximum of 5%, and increasing the bulk velocity by

up to 8%.
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Figure 5.9: Comparison of 1D Ion Acceleration Model from Chapter 4 (dashed lines) with the
3D ion test-particle model with (solid lines) and without (dotted line) an exothermic energy
release during protonation for [a] ion density and [b] ion bulk velocity. Profiles for H2O

+

(red), H3O
+ (blue) and NH+

4 (green) are shown, alongside the total for all species (black).
Right-hand axis shows the ratio between the two models for the total ion population (purple).

5.5 Application to intermediate outgassing

In this section, the ion test-particle model is run for the electric and magnetic fields from the

AMITIS hybrid simulation (see Section 5.2), which represent the conditions encountered by

Rosetta at 67P, 2.5 − 3.0 au from the Sun (Table 5.1). Figure 5.10 shows the field magnitudes

in the X-Y plane, where the X-axis points towards the Sun and the upstream IMF is along the

Y-axis. This means that the convective electric field (Section 2.3.1), E⃗conv = −u⃗SW × B⃗IMF is in

the +Z direction. The magnetic field piles up in front of the comet as the solar wind is slowed
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down and mass-loaded by the obstacle, that is, the out-flowing cometary ions. Under these

input conditions, there is no diamagnetic cavity formed, and the solar wind penetrates all the

way to the surface.

5.5.1 3D simulated collisional ionosphere

Figure 5.12 shows the modelled ion density in the X-Y plane, with the Sun in the +X direction,

Figure 5.13 shows the corresponding bulk velocity magnitude. Comparing Figure 5.12a and

Figure 5.12b, the inclusion of collisions increases the total ion density, and the ions are slowed

down (Figure 5.13b). However, even with collisions included, the velocities reached by the

ions are significantly higher than those derived in Section 4.3 - around 10 km s−1 at 50 km,

compared to 2 − 3 km s−1. This will be discussed further in Section 5.6.The ion density is

largest both close to the nucleus, as in the 1D case, but is also enhanced just inside the region

of magnetic pile up (see Figure 5.10c). The cometary ions appear to stagnate in this area,

which was also observed in the collisionless simulations of Moeslinger et al. (2024), but the

addition of ion-neutral collisions reduces the piled-up density. Figure 5.11 shows the ratio

between the total ion density in the collisional and non-collisional case, in all three planes.

Collisions are shown to increase the total ion density by up to 4 times, with the greatest

impact on the densities in the region of ion pile up, on the inner edge of the magnetic pile up

region. It can also be seen in Figure 5.11b that the effect of collisions is more significant for -Z

values. This is likely due to enhanced transport in the +Z direction by the motional electric

field (Section 2.3.1).

When the ion density is separated into species (see Figure 5.12c-e), there is a clear dif-

ference in behaviour of the three key ion species. As expected from the ionisation (see

Section 2.2.1) and protonation (see Section 2.2.2) processes, all three ion species are produced

near the nucleus with a similar velocity to the neutral gas. However, all species are affected

differently by the electric field. This is not simply because of different electromagnetic forces

on them, since they all have the same charge (+e) and very similar masses (18 − 19 u q−1).

Instead, this confirms the findings of Chapter 4, that the different ion-neutral chemical

timescales drives this variation.
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H2O
+ (Figure 5.12c) is around an order of magnitude less prevalent and significantly more

homogenous than H3O
+ (Figure 5.12d), with no clear enhancement in the pile up region.

H2O
+ has a very fast reaction with H2O to form H3O

+, therefore it has too little time to

undergo significant acceleration by the electric field (see Figure 5.13c), as we saw with the 1D

model in Section 4.2. H2O
+ is at (or close to) photochemical equilibrium in regions close to

the nucleus, and directly lost through transport far from the nucleus.
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Figure 5.10: [a] and [b] Electric field and [c] and [d] magnetic field magnitudes from AMITIS
(Fatemi et al., 2017), used in the test-particle model for Section 5.5. (Moeslinger et al., 2024,
Moeslinger and Gunell, 2024)

NH+
4 (Figure 5.12e) is produced in low densities (with similar magnitudes to H2O

+) at its

peak, but is concentrated more strongly near the nucleus and in the ion pile up region. This is

because NH+
4 is particularly sensitive to the increased ion transport further from the nucleus,

and doesn’t have time to be produced from ion-neutral chemistry when the bulk flow is too

fast. NH+
4 is also more strongly accelerated and reached higher velocities. However, at this
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Figure 5.11: Ratio between the total ion densities calculated from the test-particle model with
collisions included (as in Fig. 5.12a) and without (as in Fig. 5.12b). Red cross marks the
location of the nucleus.

outgassing and outside the ion pile up region, the NH+
4 density is low (Figure 5.13e), so the

statistics for determination of the bulk velocity are poor. Cells for which the NH+
4 density was

less than 10−2 cm−3 are blacked out in Figure 5.13e.

Figure 5.14 shows the total ion bulk velocity with arrows to show the direction of travel

in each plane. Collisions are included for this simulation. Figures 5.14 [b], [d], and [f] show

the same information as [a], [c] and [e], but focussed on the first 100 km from the nucleus.

Panel [a] shows the bulk flow mainly diverted around the nucleus and tail-ward, with the

radial motion only visible for 0 − 50 km from the nucleus. In the Y-Z plane (Figure 5.14f),

where Rosetta was usually located, the radial flow extends over a larger region, up to 100 km.

Figures 5.14 [c] and [e] show a strong component of the flow in the + Z direction, owing to

the motional electric field.
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Figure 5.12: Ion density in the X-Y plane from the ion test-particle model, using the electric
and magnetic fields from the AMITIS hybrid simulation (Table 5.1). [a] total ion density with
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+, [d] H3O
+, and [e] NH+

4 are given. The Sun is in the +X direction, and the comet
nucleus is marked with a red cross.
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Figure 5.14: Ion bulk velocity magnitude (colour scale) and direction (red arrows) in the [a,
b] X-Y plane, [c, d] X-Z plane, and [e, f] Y-Z plane. Cyan box in left column corresponds to
the 100 × 100 inset, shown in the right column. The comet nucleus is marked with a red cross.
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5.6 Comparison with plasma density data

In this section, the modelled ion density is compared to the data from RPC–MIP and RPC–

LAP. This allows conclusions to be drawn about the validity of the assumptions in the hybrid

simulation.

First, in Section 5.6.1, the full RPC–MIP/LAP combined dataset is compared against the

plasma density calculated by the field-free, chemistry-free model (Equation 1.5) to verify

where the model performs best over the Rosetta escort phase. This provides a reference case

to compare with the ion-test particle model, to assess whether the plasma density can be

constrained more accurately by the more complex model. In Section 5.6.2, the ion test-particle

model run from Section 5.5 is compared against the MIP/LAP dataset and the field-free,

chemistry-free model.

5.6.1 MIP/LAP data vs field-free chemistry-free model

The MIP/LAP electron density data (Johansson et al., 2021) are first smoothed with a 1-minute

rolling median to reduce noise and small-scale variations. Figure 5.15 shows the smoothed

dataset sorted into 10 km bins of cometocentric distance and bins of width 0.1 of log10 (Q¿tot).

The median of each bin (Figure 5.15a) is shown, as well as the 25th percentile, as this value

is less sensitive to electron density spikes, and may capture the baseline plasma density

better. The total ion production rate Q¿tot is calculated from the local outgassing Q (from

COPS, Equation 2.2, and corrected for the neutral composition) and the total H2O ionisation

frequency (photoionisation and electron impact) from Stephenson et al. (2023) (see Figure 2.5).

Figure 5.15d then shows the field-free, chemistry-free model,

ni(r) =
Q¿tot

4Ãu2
nr2

(r − rc), (5.21)

which is equivalent to Equation 1.5 using Equation 2.2 for the local outgassing Q. The

bulk neutral velocity un is known to vary with heliocentric distance (Biver et al., 2019, see

Section 2.1.2) as well as with cometocentric distance (Heritier et al., 2017a), but is assumed

constant for Equation 5.21. A value of un = 700 km s−1 is assumed, in line with the inputs to
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Figure 5.15: Heat maps showing the MIP/LAP combined dataset from the whole escort
phase (covering August 2014– August 2016), binned by cometocentric distance r and total
ion production rate Q¿tot. [a] Shows the median electron density in each bin, [b] shows the
25th percentile. [c] shows, for context, the frequency density of data in each bin. [d] Shows
the density as calculated by the 1D field-free model (Equation 5.21) and [e] and [f] the ratio
between the field-free model and the MIP/LAP median and 25th percentiles respectively,
with magenta indicating where the ratio is 0.5–1.5.
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the ion test-particle model and hybrid simulation (Table 5.1). The colour scale in Figure 5.15d

is capped at 500 cm−3.

Figure 5.15c highlights the limitations of the parameter space we have for the Rosetta

data. Despite its extensive escort phase, practical limitations mean that the coverage for

low cometocentric distances at high outgassing is limited, and vice versa. However, it is

possible to draw several conclusions from the data we do have. Figures 5.15e and 5.15f show

the overestimation of the field-free chemistry-free model (Equation 5.21) increases with ion

production rate. At low outgassing, as predicted by Galand et al. (2016) and demonstrated in

Galand et al. (2016) and Heritier et al. (2018), the field-free model performs well to explain

the measured electron density. At high outgassing, the observed electron density is up to 40

times higher than is calculated (colour scale in Figure 5.15e and 5.15f capped at 10 for clarity).

This has been previously reported in e.g. Vigren et al. (2019), but the full comparison over the

whole escort phase is made here for the first time (see also Figure 1.13). Where the data are

higher than field-free chemistry-free model (shown in black in Figure 5.15e and f), this may

be due to the changes in neutral composition at low outgassing. The CO2 component of the

coma was found to increase significantly over the southern hemisphere beyond 3.1 au (Gasc

et al., 2017a), which was shown in Galand et al. (2016) to increase the photoionisation rate by

up to 50%.

The coverage of the parameter space in Figure 5.15 by these previous studies is shown

in Figure 5.16a, alongside the ion production rate Q ¿tot used in this study (green line), and

the instances of diamagnetic cavity crossings as detected by RPC–MAG (Goetz et al., 2016a)

(black crosses). Both the studies of Galand et al. (2016) (cyan triangles) and Heritier et al.

(2018) (red squares) reported a good agreement between the field-free, chemistry-free model

(Equation 5.21) and the electron density data2 in the low outgassing cases (for which the

model was developed). The study of Vigren et al. (2019) (blue squares) applied Equation 5.21

over a large time range post-perihelion, showing a transition from overestimation of the

model near perihelion to good agreement at lower ion production rates. This result is well

replicated in Figure 5.15, and generalised over the full dataset.

2Note that MIP and LAP were used separately in these studies as the combined MIP/LAP dataset (Johansson
et al., 2021) was not yet available.
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Figure 5.16: (a) Coverage of the parameter space in Q ¿ vs r (as in Figure 5.15), done by
previous studies: Heritier et al., 2018 (red filled squares), Galand et al., 2016 (cyan triangles),
and Vigren et al., 2019 (blue squares). The ion production rate Q ¿ from the hybrid simulation
run used in Section 5.5 is given by the green line, and the green shaded region is the
data range used for MIP/LAP in Figure 5.15. The black crosses show diamagnetic cavity
crossings as observed by RPC–MAG (Goetz et al., 2016a) (b) Same as Figure 5.15e but with
the diamagnetic cavity crossings marked with black crosses.

Figure 5.16b shows the location of the diamagnetic cavity boundary crossings as seen by

RPC–MAG overlaid on Figure 5.15e. In general, the diamagnetic cavity has been observed

for Q¿tot > 1 × 1020 s−2, where Equation 5.21 overestimates the plasma density. The larger

the ion production rate, the further from the nucleus the cavity has been observed - however

the data bias in the parameter space explored by Rosetta is probably artificially enhancing

this trend.

The ion production rate Q¿tot = 1.08 × 1020 s−2 used in the simulation in Section 5.5.1

falls in an interesting region of the parameter space shown in Figure 5.16a. At cometocentric

distances below 50 km, a generally good agreement with the field-free, chemistry-free model

has been reported (Heritier et al., 2018 and in Figure 5.15). However, diamagnetic cavity

crossings have also been observed at other times when Rosetta was closer to 100 km for

the same Q ¿tot. It is possible that this ion production rate reflects somewhat of a transition

between the low outgassing regime, where the field-free chemistry-free model applies, and
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where the ambipolar electric field becomes important and leads to increased transport at the

Rosetta distance.

5.6.2 MIP/LAP data vs ion test-particle model
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Figure 5.17: [a] Ion density averaged over 20 km cometocentric distance bins for the test-
particle model in the terminator plane: Total with collisions (black), total without collisions
(pink), H2O

+ (red), H3O
+ (green) and NH+

4 (blue). The field-free, chemistry-free modelled
density using Equation 5.21 is shown by the black dashed line. Cyan line shows the median
in each radial bin from MIP/LAP for 19.85 < log10(Q¿tot) < 20.15. Shaded region shows the
25th-75th percentile range of the data in each bin. [b] same as [a] but for the ion bulk velocity
from the test-particle model only. [c] Number of 1-minute intervals in each 10 km bin for the
MIP/LAP dataset.

I now compare the plasma density from the ion test-particle model with the MIP/LAP

combined dataset and the field-free chemistry-free model. The ion test-particle model in

Section 5.5 was run with Q¿hν,ioni = 1.08 × 1020 s−2 (see Table 5.1). The ion test-particle

model and the AMITIS hybrid simulation only treat photoionisation, and do not include

the electron-impact ionisation frequency. To account for this shortcoming of the models,
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both have artificially boosted the photoionisation frequency in accordance with the electron-

impact ionisation frequency measured by RPC–IES (e.g., Stephenson et al., 2023). The input

parameters in Table 5.1 for the AMITIS model then represent the total ionisation frequency

(¿tot) for the 2.5 − 3.0 au range. This total value is used in this Section for comparison with the

Rosetta data, and the impact of this assumption is discussed further in Section 5.7.3. A more

thorough implementation of electron-impact ionisation into the model is left for future work.

For comparison between the MIP/LAP data and the ion test-particle model run in Sec-

tion 5.5, I take the simulated ions in the terminator (Y-Z) plane only. This is where Rosetta

made the majority of its orbits around the comet, so is most applicable for data compari-

son. These simulated data are then averaged over 20 km radial bins and compared to the

MIP/LAP data as presented in Figure 5.15, for 19.85 < log10(Q¿tot) < 20.15. The result is

shown in Figure 5.17. Even with the collisions implemented, the resulting ion densities are

consistently lower than the plasma density measured by the spacecraft, by 5-10 times. The

measured densities lie between the ui = un model (Equation 5.21) and those calculated by the

test-particle model, with good agreement between the data and the Equation 5.21 particularly

below 30 km. The reasons for the too low densities obtained by the test-particle model are

discussed in Section 5.7.3, but it is clear that the ions are transported too quickly in the hybrid

model.

The ion bulk velocities for each of the species and the total from the test-particle model

are shown in Figure 5.17b. It shows that the ions in the model are quickly accelerated to

significantly above the neutral speed, even in the first 20 km from the surface. The inclusion

of collisions in the model decreases the bulk ion speed from 20 km s−1 to 11 km s−1 at 100 km.

NH+
4 is the most strongly accelerated, reaching 20 km s−1 at 100 km. Despite the deceleration

due to collisions, these speed values remain high, leading to underestimation of the plasma

density compared with the observations. The reason for the high ion speeds is discussed in

Section 5.7.3.
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5.7 Discussion

5.7.1 Impact of 1D fluid vs 3D kinetic collisions

In Section 5.4, the 3D test-particle model was applied to the radial electric field derived for

the diamagnetic cavity crossings on 21st November 2015 in Chapter 4 (Section 4.3). I showed

that the energy-dependent 3D cross sections make the ion environment more collisional

at this outgassing, driving more proton transfer and increasing the prevalence of NH+
4 .

However, since the total niui at a given cometocentric distance is preserved according to

Equation 4.37, the bulk velocity and electric field strengths required to reproduce the plasma

density observed at Rosetta remain the same.

For the radial electric field case, the impact of the exothermic energy release during

protonation was shown to be small but measurable, altering the total ion bulk speed by up

to 8%. This is likely because the electric field and momentum transfer collisions quickly

‘fix’ the velocity back to being directed radially outwards from the nucleus. However, the

exothermic energy release requires further study as it may have important implications for

the ion dynamics at lower outgassing, when the electric field is weaker (Stephenson et al.,

2024), though collisions are also less likely in this regime.

5.7.2 Application to intermediate outgassing

Applying the test-particle model to the electric and magnetic fields from the hybrid simulation

AMITIS in Section 5.5 confirmed the findings of Chapter 4, that the ion dynamics are different

for individual ion species due to their different ion-neutral chemical pathways.

H2O
+ is close to photochemical equilibrium, even at 2.5 − 3 au, so is present in low

amounts and not concentrated in any particular location (see Figure 5.12c). Conversely, H3O
+

and NH+
4 are more strongly affected by the electric fields, accumulating in greater numbers

both near the nucleus and in the ion pile up region inside the magnetic pile up region (see

Figure 5.12d-e). Collisions of all types are most effective in this ion pile up region, which

extends into the comet tail. The chemistry is less complex in the +Z direction, that is, the

direction of the motional electric field where transport is enhanced (see Figure 5.10).
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It was previously assumed that the radial flow assumption was only valid in the dia-

magnetic cavity, when the only electric field term present was the ambipolar electric field.

Figure 5.14 shows that within the first 100 km of the nucleus, radial motion dominates the

flow in the Y-Z plane assessed by Rosetta (for conditions with no diamagnetic cavity). How-

ever, comparison with the MIP/LAP data suggests that the ions in the simulation may be

accelerated too strongly, likely due to limitations of the hybrid model and the assumptions

made about the electron temperature. This is discussed further in the next Section, 5.7.3.

Beyond 100 km, the flow is dominated upstream of the comet by the +Z component,

accelerated by the motional electric field of the solar wind. On the anti-sunward side, the

flow is tailward (-X), with the velocity direction in the -Z region corresponding to an electric

field enhancement. This behaviour at large cometocentric distances is reported in detail by

Moeslinger et al. (2024), so I focus mainly on the assessment of the cometary ion population

at the spacecraft-comet distances covered by Rosetta at 2.5 − 3 au. This is the focus of

Section 5.7.3.

5.7.3 Comparison of the ion test-particle model and Rosetta data

In Section 5.6, I used the ion test-particle model to assess the impact of the electric and

magnetic fields from the AMITIS hybrid simulation on the ion composition and density, and

compared it to the equivalent plasma density observations from the combined MIP/LAP

dataset. The input conditions used were representative of those witnessed by Rosetta at

2.5 − 3 au post-perihelion (Table 5.1).

The key finding of this comparison is that the plasma density data at this outgassing

level (∼ 1 × 1027 s−1) are underestimated by the test-particle model, even with collisions

slowing the acceleration by the electric fields. In fact, the bulk of the data lie somewhere

between the profile calculated by the 3D model and the one calculated by the field-free,

chemistry-free model (which assumes ui = ui = 0.7 km s−1, Equation 5.21, see Figure 5.17).

To understand the underestimation of the plasma density by the model, we need to reflect on

the assumptions made in both the test-particle model and the hybrid electric and magnetic

fields that drive it.
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Electron-impact ionisation

In the hybrid simulations, photoionisation and charge exchange with the solar wind are

considered. Electron-impact ionisation is not modelled, only treated by boosting the photoion-

isation, because its proper assessment requires the kinetic treatment of electrons. Stephenson

et al. (2023) modelled the cometary electrons using the collisional test-particle model, showing

that the electron-impact ionisation frequency at Q = 1.5 × 1027 s−1 was most strongly en-

hanced in the region extending 100 km upstream and 380 km downstream of the nucleus. In

short, in an optically thin coma the photoionisation frequency is broadly constant with radial

distance but this is not the case for the electron impact. This suggests that simple ‘boosting’

of the photoionisation frequency to account for electron impact (informed by the data from

Stephenson et al. (2023) presented in Figure 2.5), is unlikely to capture the full radial profile

of the ion production rate properly. However, since the comparison with the MIP/LAP data

in Figure 5.17 is only available up to 100 km in the terminator plane, assuming a constant

ionisation frequency is probably a reasonable assumption in this range. At Q = 1.5 × 1027 s−1,

Stephenson et al. (2024) showed that the electron cooling exobase was at ∼ 100 km, suggesting

that electron-neutral collisions would flatten the potential well within this region (Stephenson

et al., 2023).

Electron temperature

The collisionality of electrons observed near the nucleus raises further questions about the

validity of the hybrid simulation and its fluid treatment of the electrons. As discussed in

Section 5.2, the hybrid approximation requires an equation of state to be chosen for the

electrons. In many cases (including the two simulations used in this chapter), this is assumed

to be adiabatic, such that

pe = nekBTe = ³nγ
e (5.22)

and

Te =
³

kB

nγ−1
e (5.23)
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where pe is the total thermal pressure of the electrons, and ³ = kBn1−γ
e,0 Te,0 where ne,0 and

Te,0 are the number density and temperature of the electrons in the solar wind, respectively

(fixed in the inputs of the simulations). µ is the adiabatic index, assumed 5/3 (three degrees

of freedom for monatomic gas). In the solar wind, or at low enough neutral density (i.e.

sufficiently far from the nucleus), this treatment of the electrons as one population with

a Maxwellian distribution may be reasonable, but is clearly an oversimplification in the

inner coma. In this region, the cometary electrons have distinct populations according to

the collisions and field acceleration they undergo (see Section 2.3.3), and, beside a warm e−

population (∼ 5 − 10 eV), a significant population of cold electrons was observed throughout

the Rosetta escort (Gilet et al., 2020).
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Figure 5.18: [a] Black line: the total ion density distribution from the ion test-particle model,
for the radial electric field case in Section 5.4. Red solid line: Electron temperature calculated
using the ion density profile (black) and the adiabatic temperature relation, Equation 5.22.
Red dashed line: Electron temperature profile derived from the electron test-particle model
of Stephenson et al. (2024) for Q = 1 × 1027 s−1. Provided by P. Stephenson in private

communication. [b] Ambipolar electric field E⃗amb = − 1
ene

∇(nekBTe), calculated using the
density profile in [a] and Te from the (solid red) adiabatic and (dashed red) collisional electron
test-particle model. Assuming quasi-neutrality ne = ni, upstream solar wind temperature
12 eV and density ne,SW = 1 cm−3.

Stephenson et al. (2023) showed using their 3D electron test-particle model, that the

electron-neutral collisions produce cold electrons and a ‘flattened’ potential well in the

collisional region surrounding the nucleus. Figure 5.18a shows an electron temperature

profile derived from their model for Q = 1 × 1027s−1. The drop in temperature within 100 km
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of the nucleus contrasts with the adiabatic temperature profile (solid red line, calculated using

Equation 5.23), which increases with increasing ne. Figure 5.18b then shows, for illustrative

purposes, the ambipolar electric field calculated from each of these temperature profiles,

using the plasma density profile and the relation E⃗amb = − 1
ene

∇(nekBTe) (see Section 2.3.2).

For the collisional electron case (red dotted line) this leads to a positive pressure gradient, and

hence a negative ambipolar electric field, below ∼ 100 km where the temperature profile starts

to flatten. In reality, there will be be a feedback on the plasma density from whatever electric

field is acting upon it, and the final profile would need a self-consistent model. However I

show these different electric field profiles, with significant caveats, to illustrate how critical

the electron temperature is to the ion acceleration, and how this is a serious limitation of

the hybrid simulations that are based on the adiabatic temperature assumption. Such an

assumption leads to a very high E⃗amb, hence high ion speeds and low ion densities. For the

model runs in Section 5.6, a lower ambipolar electric field strength near the surface would

result in less acceleration of the cometary ions. That is, slower bulk velocity and higher

densities - perhaps closer to the measured plasma densities from MIP/LAP.

The collisionality of the electrons may therefore be key to understand why the radial

ui = un model works so well at low outgassing. However, the impact of the electron-neutral

collisions at higher outgassing cannot be determined without a fully kinetic and collisional

3D model of electrons and self-consistent fields.
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CHAPTER 5 SUMMARY

• Adapted the 3D collisional electron test-particle model of Stephenson et al.

(2022) to model the cometary ions in the inner coma of comet 67P.

• For a radial electric field (inside the diamagnetic cavity) the 3D collisional cross

sections lead to up to 20% more collisions than the 1D kinetic rates used in

Chapter 4, but the same bulk velocity, hence the same ambipolar field, is required

to explain the electron density measured by Rosetta.

• Increasing the fluid kinetic rates by a factor of 5 for proton transfer and 3 for

momentum transfer would bring them more in line with the 3D kinetic cross

sections.

• The exothermic energy released in protonation reactions only plays a minor

role in the ion dynamics near perihelion, but may be more important when the

electric fields are weaker.

• For lower outgassing (Q = 5.4×1026 s−1), when no diamagnetic cavity has formed,

cometary ions are still moving predominantly radially, up to 100 km above the

surface.

• For outgassing rates as low as Q = 5.4 × 1026 s−1, H2O
+ is close to photochemical

equilibrium, while H3O
+ and NH+

4 are strongly affected by the strong electric

and magnetic fields generated by the hybrid simulation.

• Even with collisions, the total plasma density derived by the test-particle model

is low compared to the MIP/LAP data at the same outgassing. This seems to

result from the assumption of adiabatic electrons driving strong ambipolar electric

fields in the hybrid simulations, and therefore overestimating the loss of ions

through transport.

• Showed that kinetic, collisional modelling of the cometary electrons are neces-

sary to understand the ion dynamics and chemistry fully.
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CHAPTER 6

CONCLUSIONS

Rosetta sent its last data back to Earth in September 2016, making its final controlled landing

onto the cometary surface and ending a decades-long endeavour (Figure 6.1). However, as

I have aimed to demonstrate throughout this thesis, the wealth of data collected over the

two-year escort phase is continuing to be analysed in new ways, and there is much still to be

explored.

In Section 6.1, I summarise the findings of Chapters 3-5 and highlight the key themes

that link them. In Section 6.2, I discuss remaining open questions and make suggestions for

further research.

6.1 Summary

6.1.1 Ion composition

In Chapter 3 I evaluated the detections of protonated high proton affinity ion species, particu-

larly NH+
4 , using the high resolution mode of the ROSINA–DFMS instrument. I showed that

over the mission’s timescale, the local outgassing rate was generally the strongest driver of

NH+
4 counts, since the denser coma allows more ion-neutral chemistry to take place before

transport takes over (see Section 3.2). The counts of NH+
4 correlate positively with the local
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(a) Nucleus of 67P, taken on 27th September 2016
by the Wide Angle Camera

(b) Comet surface taken on 2nd September 2016
by the Narrow Angle Camera. On the right hand
edge of the image, the Philae lander can be seen.

Figure 6.1: Images taken by OSIRIS on the final descent to the surface. Credit: ESA/Roset-
ta/OSIRIS

outgassing for Q > 1027 s−1. There are some detections at low outgassing, but these are

more likely to be a result of released monomethylhydrazine during spacecraft manoeuvres

(Section 3.1). Dissociation of ammonium salts imbedded in dust grains may also result in

sporadic NH+
4 detection, however it is more likely from the consistent counts and trend with

outgassing that ion-neutral chemistry (specifically protonation) is the main source.

Although the trend of NH+
4 with local outgassing was anticipated, more surprising was

the observation that on a shorter timescale (over a few weeks near perihelion), the NH+
4

counts were higher for lower values of the magnetic field (see Section 3.3). Although the

study was limited by the fact that only 5 scans of mass-to-charge ratio 18 m z−1 took place

when Rosetta was inside the diamagnetic cavity, detections were also elevated when the

cavity boundary was expected to be nearby. Additionally, driving a 1D ionospheric model

(assuming radial outflow and a constant ion bulk velocity) with the neutral density from

COPS and the NH3 mixing ratio was not sufficient to predict enhancements in NH+
4 that

coincided with a cluster of diamagnetic cavity crossings (see Section 3.4.2).

This link identified between the plasma dynamics and the prevalence of NH+
4 was sup-
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ported by modelling of ion acceleration in Chapter 4. By developing a 1D numerical model

of the response of H2O
+, H3O

+, and NH+
4 to an imposed radial ambipolar electric field, I

showed that the latter is particularly sensitive to loss through transport. H2O
+ is close to

photochemical equilibrium, so varies less than other ion species both spatially and with

increasing electric field. This was also seen in the 3D kinetic model of Chapter 5, which

showed that even for the lower outgassing rate of Q = 5.4×1026 s−1, and with no diamagnetic

cavity present, H2O
+ density decreases by less than an order of magnitude over the first

200 km from the surface in the terminator plane (see Section 5.5).

The strong detections of NH+
4 (Chapter 3, Section 3.3) inside and near the diamagnetic

cavity then imply some upper limit of the bulk ion velocity and electric field. It is likely

that this upper limit is not consistent with the bulk ion velocities measured by the RPC

instruments (Section 1.3.3), however it is hard to constrain it from the ROSINA-DFMS data,

as the ion counts do not translate simply into number densities. The theoretical minimum for

detection of an ion with DFMS is very low (around 5 × 10−2 cm−3, see Section 3.1), though

in reality, spacecraft manoeuvres and the spacecraft potential may make this higher. With

these uncertainties in mind, I turned to the total plasma density for comparison between the

plasma transport models and the Rosetta data.

6.1.2 Ion dynamics

In Chapter 4, the Ion Acceleration Model of the ion acceleration allowed me to determine

the changes in the ion density and bulk velocity when a given electric field profile was

implemented. The 1D nature of the approach, however, meant the model was valid for the

environment inside the diamagnetic cavity, but not outside it where non-radial flow would

dominate. I showed that, under these radial conditions, increasing the ambipolar electric

field increases the transport loss and therefore decreases the total ion density. However, the

effect of the acceleration was mitigated by ion-neutral collisions, which act to slow some of

the ions back to the outflowing neutral gas velocity.

In Section 4.3, I ran the Ion Acceleration Model for the conditions representative of two

days with several diamagnetic cavity crossings (in July and November 2015, see Section 4.3),
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varying the ambipolar electric field strength. This allowed me to find the electric field strength

and corresponding bulk ion velocity that would provide the right balance of ion production

and transport loss in the presence of collisions to reproduce the plasma densities measured by

RPC–MIP. I found that the model reproduces the data best for an electric field proportional

to r−1, with r the cometocentric distance, and with a surface field strength of ∼ 2 mV m−1.

This leads to bulk ion velocities at Rosetta of around 1 − 3 km s−1, demonstrating that the

ion velocity does need to be faster than the neutrals (in this case un ∼ 0.7 km−1) in order to

explain the plasma density near perihelion, inside the diamagnetic cavity.

Figure 6.2a illustrates the ion environment near perihelion, when the diamagnetic cavity

was present. In this regime, the ion-neutral chemistry is complex, and the bulk flow of the

cometary ions is radial until it reaches the diamagnetic cavity boundary, which variably

lies between 70 and 400 km from the surface (Goetz et al., 2016a). The cometary ions are

accelerated by the ambipolar electric field inside the diamagnetic cavity, and the further

they travel along this radial path, parallel to the radial field direction, the more efficient the

acceleration. This increases the bulk velocity of the ions to above the neutral speed, though it

is tempered by collisions (Section 4.3), and reduces the ion density with respect to the ui = un

fluid model (Equation 5.21). A summary of the cometary ion properties in the different

regimes studied is given in Table 6.1.

At low outgassing (Figure 6.2b), a simple transport-production balance (Equation 5.21) is

sufficient to explain the total plasma density under the assumption that the ion bulk velocity

is the same as the neutral velocity (Figure 1.13, Galand et al., 2016, Heritier et al., 2018). In

light of the findings of Chapter 4, it is puzzling that the un = ui assumption works so well,

where there is no diamagnetic cavity and the interplanetary magnetic field, motional electric

field, and polarisation electric field are able to transport the ions (Section 2.3).

To explore this 3D environment where the radial ion flow approximation breaks down, in

Chapter 5, I adapted a 3D collisional test-particle model to the ion population, to assess the

behaviour of the cometary ions to 3D electric and magnetic fields from a hybrid simulation.

I found that in the case where Q = 5.4 × 1026 s−1, even when no diamagnetic cavity had

formed and the solar wind was present all the way to the comet nucleus, the cometary
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(a) Schematic summarising the behaviour of the cometary ions at high outgassing rate
near perihelion. White lines represent the ion streamlines, flowing radially inside
the diamagnetic cavity (light blue shaded region) and accelerated by the ambipolar
electric field (pink arrows) to ui > un. Acceleration is slowed by ion-neutral collisions
(green stars).

(b) Same as Figure 6.2a, but representing the case at low outgassing rate. Flow of ions
(white lines) is initially radial (below at least 80 km where Rosetta was located)

Figure 6.2
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ions continued to flow radially up to about 100 km from the surface. Part of the reason

for this is that there is a significant number of ion-neutral collisions taking place at these

low cometocentric distances, helping to couple the ions to the radially outflowing neutrals.

Another reason, however, is that the ambipolar field term dominates the total electric field

experienced by the ions in the inner coma. This is not necessarily realistic - the electrons in

the hybrid simulation are assumed to be adiabatic and are therefore hotter with increased

plasma density close to the comet. This leads to an unrealistically strong ambipolar electric

field and rapidly accelerates the ions above the neutral velocity. The result is that the total

simulated ion density is around 5 times lower than that which was measured by RPC–MIP

and RPC–LAP (Section 5.6). Collisional test-particle modelling of the cometary electrons by

Stephenson et al. (2022) has shown that the electrons are actually cooled through collisions

with the neutrals, flattening the ambipolar potential well (Stephenson et al., 2023) in the first

100 km near the nucleus (depending on the outgassing, Stephenson et al., 2024). This would

prevent significant acceleration of the ions close to the nucleus, and be consistent with the

plasma density observations.

It is likely that the only way to fully understand the influence the electron cooling has on

the cometary ions is to model the electrons kinetically. This is particularly the case since, for

operational reasons, the data from Rosetta is biased towards lower cometocentric distances

for lower outgassing, and vice versa. It seems to me most likely that the ui = un fluid model

describes the plasma density so well at low outgassing because of this bias towards low

altitudes. There is not time for the ions to undergo significant acceleration by the ambipolar

electric field before reaching the spacecraft. However, the transition in Figure 1.13 where

the ui = un model begins to become valid again post-perihelion, seems to coincide with the

last diamagnetic cavity crossings that were observed by RPC–MAG. The diamagnetic cavity

boundary, and its possible link to the electron exobase (see Section 1.3.2) may be key to a

clearer understanding of the ion dynamics at this time.
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CHAPTER 6. CONCLUSIONS

6.2 Future work

It has now been ten years since Philae landed on the surface of 67P while Rosetta settled into

its escort phase. The data they gathered has advanced our understanding of comets and the

early solar system significantly, but, like all good science experiments, it has also raised new

questions. In this section, I outline some of these questions that relate to the ion environment,

the study of which would build upon the findings of this thesis.

Firstly, the impact of exothermic energy release during protonation on the energetics of

the inner coma has not been assessed fully, and has usually been neglected in ionospheric

models. A first step was made in Chapter 5, but this should be assessed over a larger range

of outgassing rates. In addition, this process may have a feedback onto the ambipolar electric

field, by adding energy to the newly produced high proton affinity ions.

Regarding the ambipolar electric field, it is unclear how it is shaped by cooled electrons

near the nucleus. The hybrid assumption of an adiabatic electron profile is clearly not realistic,

and a fully kinetic PiC model including electron-neutral collisions implemented would be

required for full consistency. A better representation of the electric and magnetic fields

focussed on the first 100 km from the nucleus is required to explain the observations of the

ion population at low outgassing, as the ion transport appears to be overestimated in current

models. Until collisions can be fully implemented into kinetic models at higher outgassing,

the test-particle model developed in Chapter 5 could be fed simulated fields that capture the

reduced electron temperature near the nucleus.

Finally, a question persists about the origin of the diamagnetic cavity at 67P and what

forces are in balance at the boundary. The correlation identified with the electron exobase

(Henri et al., 2017) may suggest that collisional cooling of electrons plays a role. We also don’t

understand the origin of the instability in the boundary location.

Some of these questions could make use of the modelling tools developed in this thesis.

Others require more advanced computer modelling than has been possible to date, and

some may be understood through data gathered by Comet Interceptor and analysed over the

coming decades.
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Vigren, E., M. André, N. J. T. Edberg, I. A. D. Engelhardt, A. I. Eriksson, M. Galand, C. Goetz,

P. Henri, K. Heritier, F. L. Johansson, H. Nilsson, E. Odelstad, M. Rubin, G. Stenberg-

Wieser, C.-Y. Tzou, and X. Vallı̀ Eres (2017). “Effective ion speeds at 200-250 km from

201



BIBLIOGRAPHY

comet 67P/Churyumov-Gerasimenko near perihelion”. In: MNRAS 469, pp. 142–148. DOI:

10.1093/mnras/stx1472.

Vigren, E., K. Altwegg, N. J. T. Edberg, A. I. Eriksson, M. Galand, P. Henri, F. Johans-

son, E. Odelstad, C.-Y. Tzou, and X. Valliéres (2016). “MODEL-OBSERVATION COM-
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APPENDIX A

ION-NEUTRAL REACTION RATES INCLUDED IN THE

ION ACCELERATION MODEL

The rate coefficients for dissociative recombination, momentum transfer and ion-neutral

proton transfer are given. The dissociative recombination and ion-neutral chemical reaction

rates are taken from the UMIST database (Millar et al., 2024) and their accuracy is within

25 %.

A.1 Protonation

Table A.1: Ion-neutral chemical reaction rates for reactions included in the ion Acceleration
Model.

Reaction Rate coefficient Temp. range Reference
kIN

j,n→j′ [cm3 s−1] [K]

H2O+⋆
+ H2O → H3O+ + OH⋆ 2.10 × 10−9(300/Tn)0.5 10-41000 Huntress and Pinizzotto 1973

H3O+⋆
+ NH3 → NH+

4 + H2O⋆ 2.20 × 10−9(300/Tn)0.5 10-41000 Smith et al. 1980

H2O+⋆
+ NH3 → NH+

4 + OH⋆ 9.45 × 10−10(300/Tn)0.5 10-41000 Anicich et al. 1977
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A.2. DISSOCIATIVE RECOMBINATION

A.2 Dissociative recombination

Table A.2: Ion-electron dissociative recombination rate coefficients used in the Ion Accelera-
tion Model. Te is the electron temperature in K.

Reaction Kinetic rate coefficient Temp. range Reference
αDR

j [cm3 s−1] [K]

H2O+ + e−
→ O + H2 3.9 × 10−8(300/Te)0.5 10-41000 Rosen et al. 2000

H2O+ + e−
→ O + H + H 3.05 × 10−7(300/Te)0.5 10-1000 Rosen et al. 2000

H2O+ + e−
→ OH + H 8.6 × 10−8(300/Te)0.5 10-1000 Rosen et al. 2000

H3O+ + e−
→ H2O + H 7.09 × 10−8(300/Te)0.5 10-1000 Novotný et al. 2010

H3O+ + e−
→ O + H2 + H 5.60 × 10−9(300/Te)0.5 10-1000 Novotný et al. 2010

H3O+ + e−
→ OH + H2 5.37 × 10−8(300/Te)0.5 10-1000 Novotný et al. 2010

H3O+ + e−
→ OH + H + H 3.05 × 10−7(300/Te)0.5 10-1000 Novotný et al. 2010

NH+
4 + e−

→ NH2 + H2 4.72 × 10−8(300/Te)0.6 10-2000 Öjekull et al. 2004

NH+
4 + e−

→ NH2 + H + H 3.77 × 10−8(300/Te)0.6 10-2000 Öjekull et al. 2004

NH+
4 + e−

→ NH3 + H 8.49 × 10−7(300/Te)0.6 10-2000 Öjekull et al. 2004

A.3 Momentum transfer

Table A.3: Ion-neutral collision coefficients for processes included in the model, assumed to
be entirely elastic. The star (⋆) denotes a fast ion or neutral.

Reaction Collision rate coefficient Reference

kMT [cm3s
−1

]

H2O+⋆
+ H2O → H2O+ + H2O⋆ 1.7 × 10−9 Gombosi et al. 1996

H3O+⋆
+ H2O → H3O+ + H2O⋆ 5.04 × 10−10 Schunk and Nagy 2009

NH+
4

⋆
+ H2O → NH+

4 + H2O⋆ 5.25 × 10−10 Schunk and Nagy 2009
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APPENDIX B

ION-NEUTRAL CROSS SECTIONS FOR THE

COLLISIONAL TEST-PARTICLE MODEL

Table B.1: Ion-neutral collision cross sections, as used in Chapter 5.

Reaction type Equation Cross section [10−16 cm2] Range [eV] Reference

Proton H2O+ + H2O σ(Erel) = 38E−0.88

rel
0.1 - 100 Fleshman et al., 2012

transfer → H3O+ + OH −0.39 exp
[

−0.5( Erel−57

12
)2

]

Proton H2O+ + NH3 σ(Erel) = 38E−0.88

rel
0.1 - 100 Fleshman et al., 2012

transfer → NH+
4 + OH −0.39 exp

[

−0.5( Erel−57

12
)2

]

Proton H3O+ + NH3 σ(Erel) = 38E−0.88

rel
0.1 - 100 Fleshman et al., 2012

transfer → NH+
4 + H2O −0.39 exp

[

−0.5( Erel−57

12
)2

]

Momentum H2O+ + H2O σ(Erel) = 24E−0.5 Not given Vigren and Eriksson, 2017

transfer → H2O+ + H2O

Momentum H3O+ + H2O σ(Erel) = 24E−0.5
rel

Not given Vigren and Eriksson, 2017

transfer → H3O+ + H2O

Momentum NH+
4 + H2O σ(Erel) = 24E−0.5

rel
Not given Vigren and Eriksson, 2017

transfer → NH+
4 + H2O

Electron H2O+ + H2O σ(Erel) = 38E−0.5
rel

0.1 - 100 Fleshman et al., 2012

transfer → H2O+ + H2O
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