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Tackling cybercrime and online harms is not a zero sum game. Mitigation measures that may 
protect one group often open up harms to others. This tension has been most marked in the 
debates about end-to-end encryption (E2EE) exemplified, over the last 3 years, by the proposed 
measures regarding scanning of E2EE messaging in the UK Online Safety Bill and the EU Child Sex 
Abuse Regulation as well as the UK government’s notice to Apple to provide access to data stored 
in iCloud using its Advanced Data Protection product. This has led to serious concerns by civil 
rights groups, scientists and platform providers regarding the efficacy of such measures and the 
consequential harms. Multiple open letters from scientists globally have highlighted the flawed 
assumptions underpinning the mechanisms proposed and the potential risks of mass surveillance 
and loss of privacy and security due to unfettered access to private (and intimate) communications 
by platform owners, governments or attackers who may gain access to any systems designed to 
monitor E2EE communications (https://haddadi.github.io/UKOSBOpenletter.pdf, 
https://edri.org/wp-content/uploads/2023/07/Open-Letter-CSA-Scientific-community.pdf, 
https://homes.esat.kuleuven.be/~preneel/Open_letter_CSAR_aug24_still_unacceptable.pdf).    

Online child sex abuse and exploitation (OCSEA) is a heinous crime and it is critical that we 
develop mechanisms that protect the most vulnerable. The harm is not only caused by the crime to 
create child sex abuse material (CSAM) but continues as this is shared time and again resulting in 
repeated revictimization. The field has also not been a major focus of research in computer 
science and security & privacy (S&P), with only a handful of researchers developing tools and 
techniques to support law enforcement and non-government organizations (NGOs) in tackling the 
problem. The S&P community needs to engage more with this problem – security & privacy 
mechanisms can play a key role in safeguarding victims of OCSEA, e.g., through private, secure 
and safe reporting channels for victims or those aiming to safeguard them.  

In this article, we highlight that presenting E2EE as a ‘wicked’ problem in the context of child 
protection neither addresses the root causes nor mitigates the harms to the victims. On the 
contrary, it compromises a key mechanism that can support victims of OCSEA and young people in 
general in addition to violating the privacy rights of citizens at large. The resulting polarized debates 
detract from the core need to protect children online and the role that S&P mechanisms can and 
should play in this regard.  

Framing of the problem in technical terms is a non-sequitur  

To some, safeguarding victims in E2EE environments is a technical challenge that has the potential 
to be resolved, if not now, then in the future. But online harm to children is neither caused by E2EE, 
nor resolvable by its absence. If E2EE did not exist, the problem would remain (as it has done since 
access to the internet became public). There is an argument that E2EE exacerbates the problem, 
encouraging abusers to further hide their identities and preventing law enforcement from pursuing 
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them. But this line of reasoning ignores the decades of CSAM expansion, and the lack of resources 
to deal with the problem, even before E2EE was generally adopted. 

OCSEA is in the main an offline problem, extended and altered by technology. But not by E2EE. The 
damaging affordances of the internet for abuse are to do with volume, replicability, persistence, 
manipulability, and audience scale. Most technological developments in the field have focused on 
improving CSAM detection, as if this is the only way computer scientists are directed to think about 
the problem. Yet finding more of the massive scale of this content does not solve it.   

This automated, large-scale scanning of images and videos shared privately in search of CSAM has 
been the focus of intense debate due to its potential impact on human rights and fundamental 
freedoms that are essential to democratic societies. This deeply polarized debate juxtaposes two 
key arguments: privacy for all users of EE2E environments, arguing that such automated tools are 
not (yet) fit as a solution versus the protection of children online, suggesting that this type of 
technology has proven its effectiveness in the, so called, Clearweb applications and law 
enforcement investigations and its potential impact on Human Rights will be proportional. But how 
can policy makers know if such tools really work? Up until now, almost all the tools in use (such as 
those identified by the Bracket Foundation [3]) are commercialized. Whilst they may or may not be 
effective, evaluations of effectiveness are either not provided or only report on the success of the 
selected algorithmic approach, focusing on classification accuracy, false positive rates and 
usability of the tools (cf. [4]). Additionally, policy makers need to rely on the scrutiny of the 
developers of such tools, given that there has never been an independent, public evaluation of 
automated industry tools for online child protection.  

Tackling abuse is key 

OCSEA is gendered.  Girls are more likely to be victimized than boys and gender norms in 
relationships need addressing in the digital world childhood now inhabits. Coercion to create 
sexual content requires new rules for digital consent and technical processes to support them.   
There is no doubt that grooming tactics that exploit vulnerability are catalysts for CSAM.  If there 
was no E2EE it might be technically possible to detect more of this, but this has been the case for 
some time, and again, lack of law enforcement resource has limited effectiveness. The key here is 
vulnerability.  What technical initiatives could reduce vulnerability, help children to recognize 
vulnerable situations, and increase their resilience? Most online abuse goes unreported.  Reporting 
to service providers is part of the answer, although children are skeptical. What happens because 
of their report, will it be followed by offers of help? Without answers to those questions, they do not 
see the point. Can reporting be better scaffolded securely and privately, both technically, and 
socially, within online and offline communities? 

Furthermore, technical solutions that do not place victim safeguarding at their core tend to have a 
displacement effect: abusers move to alternative modes of communication or other platforms to 
continue with the activity. This has already been observed in this context: as work was done to 
tackle OCSEA on regular websites, the activity transitioned to peer-to-peer filesharing networks. As 
more law enforcement activity targeted such networks, the offenders moved to alternative forums 
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including onion services. We cannot monitor and detect our way out of this problem. We need 
mechanisms that address the root causes especially suitable reporting mechanisms that 
safeguard the reporting party’s (whether adult or child) privacy and safety from the abuser. E2EE 
mechanisms are not the problem but a part of the solution in this regard. 

Exacerbating harms to privacy 

Any mechanism that weakens security and privacy is prone to abuse, whether it is from the 
developer, those with lawful access to such data and communications (e.g., governments) or 
attackers who may gain access to such systems. Techniques that are currently in use to detect 
CSAM, e.g., file hashes can readily be evaded by simple transformations of the image or video. 
Client-side scanning mechanisms – whereby the communication is scanned on the user’s device 
before being encrypted with an E2EE algorithm – effectively break the fundamental principles of 
end-to-end. This opens up privacy harms, such as risk of mass surveillance, for the population at-
large [5]. The counter argument that this would only be done lawfully does not hold. The history of 
the world is littered with well-intentioned mechanisms by one government that are abused by a 
subsequent one. Hash values can be replaced by alternatives to monitor, for instance, dissent 
against government or curtail free speech. Democratic backsliding is a major risk.  

Furthermore, the very automation mechanisms on which such client-side scanning relies have 
limitations in terms of accuracy and false positives. The fact that such false positives are most 
likely to arise on intimate images and videos shared between consenting adults or innocent family 
photographs, e.g., of young children playing in baths, leads to serious risk of reputation for 
individuals and their well-being. We have seen such controversies before, e.g., the outcry over 
artist Tierney Gearon’s images of her children playing on the beach 
(https://news.bbc.co.uk/1/hi/entertainment/1215944.stm).  

With any such system that weakens E2EE, the age old questions and concerns resurface: Who 
guards the guardians of such systems? How do we ensure that they won’t be repurposed or 
misused by platform providers, governments or other actors who may have access to such 
systems? How can we assure that attackers would not gain access and compromise privacy of 
large swathes of the population? There are many high profile examples of breach of government 
systems or misuse of technologies by democratic governments that should give us serious pause 
for thought.  

The argument isn’t only about privacy of adults.  Just like adults, children have the right to privacy1, 
and they value it.2 They do not want to lose that right. The downsides of losing online privacy have 
been well stated. For children, this includes increasing the potential for mass commercial 
exploitation and playing out their childhood under greater surveillance than any other previous 

 
1 Article 16 United Nations 1989 Convention on the Rights of the Child. https://www.ohchr.org/en/instruments-

mechanisms/instruments/convention-rights-child 

2 What do children want to help them stay safe online? Views from Children in Blackpool. https://youtu.be/n6Ugzke_9GY  
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generation.  Finding workarounds such as client-side scanning and other technical solutions to the 
E2EE challenge is not the answer.  The problem demands whole system frames and solutions that 
are evidence based, co-designed with children and parents, civil society institutions, business and 
service providers. 

Policy makers should understand that there are currently no straightforward solutions to these 
challenges. Our recent work at the UK National Research Centre on Privacy, Harm Reduction and 
Adversarial Influence Online (https://www.rephrain.ac.uk/), in which we analyzed five Proof-of-
Concept tools designed for CSAM detection in E2EE environments has shown that striking a fair 
balance amongst the rights and interests of all individuals concerned (law-abiding users, CSAM 
victims and perceived perpetrators) proved to be a key issue. Although none of the proof-of-
concept tools proposed to weaken or break the end-to-end encryption protocol, the confidentiality 
of the E2EE service users’ communications could not be guaranteed. All content intended to be 
sent privately by every user of the E2EE service is monitored pre-encryption, in such a way that 
everyone is treated as a potential suspect of CSAM-related crimes, and in some cases could be 
collected for training/fine-tuning machine learning models.  

AI is no silver bullet 

The advances in machine learning, deep learning, and more recently, generative artificial 
intelligence have sharpened the focus on the potential of such techniques in detecting and 
apprehending those engaged in sharing of CSAM. However, as noted above, there is a lack of 
systematic and independent evaluation of such techniques this context. Additionally, due to the 
lack of diverse benchmark datasets for developing and evaluating on-line child protection tools, 
there is no way of guaranteeing that the tools would be able to detect victims of all ethnicities, age 
and gender groups.  

Evaluation is important but just as concerning are the unintended consequences of AI.  This 
includes AI generated CSAM content, which has led the UK government to introduce the first AI 
related offences in the new Crime and Policing Bill 
(https://www.gov.uk/government/news/britains-leading-the-way-protecting-children-from-online-
predators) and AI generated algorithmic drivers encouraging internet users to view CSAM content 
[7]. 

Returning to our argument that a focus on E2EE detracts from the core of the problem, we note that 
it is critical that policy makers focus on establishing (1) an agreed (international) human-centric 
framework that engages with the fundamental issues at play and takes into consideration the 
impact of any technological mechanisms on the privacy and human rights of citizens, (2) diverse 
and ethically responsible benchmark datasets, enabling an independent assessment of the 
effectiveness any automated tools for OCSEA detection and mitigation and (3) concerted efforts to 
advance socio-technical initiatives that reduce vulnerabilities to technology facilitated and 
enabled harms, including OCSEA, and increase human security and resilience.   
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In conclusion 

The key to breaking the deadlock in this debate is to focus on the collective goal: protecting 
children from abuse while also ensuring Human Rights are respected and end-to-end-encryption is 
not compromised. The two objectives should not be at odds in any solutions we devise. The 
security & privacy community has a key role to play – both in terms of protecting privacy of users of 
online services and in developing mechanisms that enable privacy and safeguarding of those 
working to support victims of OCSEA and the victims themselves. 
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