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ABSTRACT
Observability of a software system aims at allowing its engineers
and operators to keep the system robust and highly available. With
this paper, we present the Kieker Observability Framework Ver-
sion 2, the successor of the Kieker Monitoring Framework.

In this tool artifact paper, we do not just present the Kieker frame-
work, but also a demonstration of its application to the TeaStore
benchmark, integrated with the visual analytics tool ExplorViz.
This demo is provided both as an online service and as an artifact
to deploy it yourself.

CCS CONCEPTS
• Software and its engineering → Software reverse engineer-
ing; Traceability; Interoperability; Software performance.

KEYWORDS
Observability Engineering, Monitoring, Tracing, Microservices, Vi-
sual Analysis, Dynamic Analysis, Research Software Sustainability

1 INTRODUCTION
Observability is a fundamental property of a software system that
should be considered during system design [18]. Using telemetry
data allows various stakeholders to understand the system and
answer key questions. Monitoring and testing are integral parts
of observability, and both benefit from and contribute to it. Ob-
servability of a system has become significant as the architecture
of software systems is increasingly containerized with distributed
microservices. These requirements have conceived observability
tools that provide insights into the internal behavior of software
systems using traces, metrics, and logs [7].

In this tool artifact paper, we introduce the Kieker Observabil-
ity Framework Version 2, the successor of the Kieker Monitoring
Framework. We demonstrate Kieker’s observability, analysis, and
visualization with our TeaStore-Kieker-ExplorViz demo [26], which
includes our initial effort for the interoperability between Kieker
and OpenTelemetry [8].

The new contribution of this tool artifact paper is not just the
Kieker framework, but also a demonstration of its application to

This is the author’s version of the work for an arXiv submission. The definitive Version
of Record can be found at https://doi.org/10.1145/3680256.3721972, published in Com-
panion of the 16th ACM/SPEC International Conference on Performance Engineering
(ICPE Companion ’25), May 5–9, 2025, Toronto, ON, Canada.

the TeaStore benchmark [40], integrated with the visual analytics
tool ExplorViz [9]. This demo is provided both as an online service
and as an artifact to deploy it yourself.

Section 2 summarizes Kieker’s impact, so far. Observability Engi-
neering is introduced in Section 3, before instrumentation and data
collection for observability with Kieker is presented in Section 4.
The tool artifact is described in Section 5. Section 6 discusses some
related work, before the paper is summarized in Section 7 with an
outlook to future work.

2 IMPACT OF KIEKER
The Kieker Observability Framework started as a monitoring frame-
work in 2006 [11], supporting application performance monitoring
and analysis. Kieker enables observing software systems with Java
agents, which produce metrics, logs, and trace data. Using the trace
data, Kieker allows for reverse engineering and visualization of the
software architecture. The Kieker developers have been continu-
ously monitoring its performance overhead with the MooBench
monitoring overhead microbenchmark [29, 42].

Kieker allows for the analysis of observed data. The new Kieker
Version 2 incorporates the TeeTime pipe-and-filter framework [44],
which has restructured the analysis pipeline. It provides an intuitive
way for Kieker users to build new analysis applications.

Research areas in which Kieker was successfully employed are
performance analysis [4, 27, 28, 31, 48], benchmarking streaming
engines [46], anomaly detection [6, 22], online capacity manage-
ment [36, 41], analysis of software structure and metrics [1, 2, 15, 19,
24, 32], software architecture reconstruction [5], test case prioritiza-
tion [3], and extraction of load profiles [37, 39]. Martinez Saucedo
et al. [21] recently identified Kieker as the most cited tool to assist
with the migration of monolithic systems to microservices.

Several Kieker-related research projects have been and are being
conducted over the years. Examples are diagnoseIT (Expert-Guided
Automatic Diagnosis of Performance Problems) [12], DynaMod
(Dynamic Analysis for Model-Driven Software Modernization) [35],
and OceanDSL (Architecture analysis, interactive visualization)
[17]. As reported by Hasselbring and van Hoorn [10], Kieker was
also employed in several industrial collaborations and technology
transfer projects. More information on Kieker’s impact may be
found in Hasselbring and van Hoorn [11].
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Kieker is included in the SPEC Research Group’s repository of
peer-reviewed tools for quantitative system evaluation and analy-
sis.1 The review process and the final acceptance of Kieker for this
tool repository triggered manifold activities in the Kieker project
and helped to further improve Kieker’s product quality (both code
and documentation); Kieker’s visibility increased considerably, with
480 citations to the ICPE 2012 Kieker tool demo paper [38], so far.2

3 OBSERVABILITY ENGINEERING
The term observability has been introduced in the context of control
theory [18]. In this context, observability is a measure of how well
the internal states of a system can be inferred from knowledge of
its external outputs. For software systems, this means how well the
internal state of a software system can be inferred from its moni-
toring data. Observability Engineering [20] focuses on designing,
building, and maintaining systems that enable us to understand the
internal state of software systems based on monitoring data. It is
a crucial part of software engineering, especially in the context of
complex distributed systems such as microservices and cloud-native
architectures. Figure 1 (introduced by Peter Bourgon3) presents the
three pillars of observability: metrics, logging, and tracing [7]:

Metrics

Logging

aggregated numerics 
at regular intervals

text-based records of 
discrete events, activities

Tracing

Collection of information 
about a request path

D
at

a 
V
ol

um
e

Figure 1: Visual illustration of metrics, logging, and tracing.
They are ordered vertically with a higher data volume at the
bottom.

• Metrics are aggregated numerical data representing the
performance and behavior of systems (e.g., CPU usage, re-
sponse time, error rates), which are collected at regular
intervals.

• Logging is the collection of text-based records of discrete
events or activities within a system (e.g., status and debug-
ging messages).

• Tracing is the collection of information about the path a
request takes as it moves through a distributed system.
Traces are aggregations of highly structured log events,
which are called spans [8].

Observability is not a substitute for monitoring, nor does it obviate
the need for monitoring; they are complementary. Observability is

1https://research.spec.org/tools/overview/
2https://scholar.google.com/scholar?cluster=11724904481060384258 (Jan. 15, 2025)
3https://peter.bourgon.org/blog/2017/02/21/metrics-tracing-and-logging.html

a fundamental property of a software system that must be inten-
tionally considered during system design [20]. It enables different
stakeholders to understand the system and answer key questions by
utilizing telemetry data. Monitoring and testing are integral parts
of observability, and both benefit from and contribute to it.

4 INSTRUMENTATION AND DATA
COLLECTIONWITH KIEKER

The three pillars of observability [7] are addressed with Kieker as
follows:

• Metrics are sampled using Kieker’s periodic sampler. It
allows for the incorporation of different samplers to col-
lect metrics. Kieker currently supports sampling the JVM
garbage collector and sampling CPU and memory informa-
tion.

• Logs are supported by Kieker as a generic way to handle
event-centric messages.

• Traces are recorded by Kieker’s tracing agents. Kieker fea-
tures distributed tracing that records the internal behaviors
of the target system in the scopes of components in the
deployed microservices. Kieker traces consist of records
that are spans.

Kieker enables observability of a software system by collecting data
with Kieker agents. Furthermore, Kieker is designed to analyze and
visualize the observed software system. Below, we take a look at
instrumenting software applications with Kieker (Section 4.1), and
on benchmarking the incurred overhead (Section 4.2).

4.1 Instrumentation
Observability data can be obtained either using instrumentation of
code or sampling of existing data collection interfaces, e.g., JMX
beans or tracepoints of the Linux kernel. Kieker focuses on instru-
mentation of application code. This can be done either automati-
cally or via manual source code instrumentation. With Java, the
automated instrumentation is performed by the “-javaagent” in-
terface of the JVM, which allows developers to change the bytecode
during application loading. Kieker supports instrumentation via
AspectJ, ByteBuddy, DiSL, and Javassist [25]. Kieker also supports
automated instrumentation of existing source code [30], if the Java
source code is available. Additionally, Kieker supports automated
injection into servlets and Spring applications, and sampling CPU
metrics using various OSHI (Operating System and Hardware Infor-
mation library) samplers. Besides its Java instrumentation, Kieker
allows to instrument C, Fortran and Python code [16, 33].

4.2 Benchmarking Observability Overhead
The instrumentation for observability imposes overhead, which
should be minimized in production environments. Kieker’s over-
head has been continuously measured since 20154 using the Moo-
Bench microbenchmark [42]. It measures both the overall overhead
of Kieker tracing and the overhead that is incurred by different
factors, which are the instrumentation itself, the measurement, and
the final serialization of data. Since the measurement of overhead

4https://kieker-monitoring.net/performance-benchmarks/
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in the JVM requires coping with its non-determinism, the measure-
ment requires the repetition of the measured workload. Therefore,
MooBench repeats a method call for a specified iteration count.
This method recursively calls itself for a given recursion depth 𝑑 ,
and waits for a specified duration 𝑡 in the leaf node.

MooBench also measures the overhead of the tracing tools Open-
Telemetry and inspectIT. Studies show that the overhead incurred
by these tools is significantly higher than the overhead of Kieker’s
instrumentation [29]. This is partially achieved by the complete
decoupling of the application thread and the log writer thread. The
application thread executes asynchronously immediately after a
Kieker record has been written into the queue [34, 43].

5 THE TOOL ARTIFACT
The architecture of our tool artifact is illustrated in Figure 2. Our
tool artifact consists of four software systems (top-level compo-
nents), which are available as an online services (non-installation)
and an offline docker compose file.

The TeaStore software systems consists of seven microservices,
each deployed in its own Docker container. The TeaStore microser-
vices, except the database (MariaDB), are instrumented via Kieker
agents. The ExplorViz software system consists of eleven microser-
vices, again each deployed in its own Docker container. The con-
nection between the TeaStore system and the ExplorViz system
is accomplished via the embedded Kieker agents that send the
monitoring data to the Kieker OpenTelemetry Transformer, which
forwards it after transformation to the OpenTelemetry Collector.5
The OpenTelemetry Collector is part of the ExplorViz system, as
one of its microservices.

First, JMeter load tests the TeaStore microservices via a con-
figurable number of requests. The Kieker agents in the TeaStore
microservices then send the traces to the Kieker OpenTelemetry
Transformer. The Kieker OpenTelemetry Transformer consists of
several TeeTime stages [44], which translate the received Kieker
traces into OpenTelemetry spans. The ExplorViz tool receives the
translated spans and renders the dynamic visualization of the TeaS-
tore architecture.

The online service has two URLs, one for the TeaStore Web
UI,6 and another URL for the ExplorViz Web UI.7 Kiel University
hosts the online service, which is available on the SustainKieker
homepage.

Installation. Our tool artifact runs with a Docker compose script
file. We use it to (1) retrieve Docker images from DockerHub, or
(2) build the Docker images locally for archival purposes. The script
simplifies the deployment of the TeaStore and ExplorViz software
systems, JMeter, and the Kieker OpenTelemetry Transformer. We
tested the out-of-the-box experience on all major platforms, Linux,
macOS, andWindows. For the open-source access, we use a GitHub
repository8 to provide our tool artifact. A Zenodo upload is available
to download and run the current snapshot of the tool artifact.9

5https://opentelemetry.io/docs/collector/
6https://teastore.sustainkieker.kieker-monitoring.net/
7https://explorviz.sustainkieker.kieker-monitoring.net/
8https://github.com/kieker-monitoring/tool-artifact
9https://doi.org/10.5281/zenodo.14989908

The tool artifact requires installation of Docker and Git (optional)
on all platforms. The installation and launching of our tool artifact
follows Listing 1.

git clone https :// github.com/kieker -monitoring/tool -artifact

cd tool -artifact

docker compose up -d

Listing 1: Installing and launching the tool artifact

After the tool artifact launches, two web servers become avail-
able: the TeaStore WebUI on the TCP port 8080 (Figure 2.(1)) and
the ExplorViz frontend on the TCP port 8082 (Figure 2.(2)).

ExplorViz [9] is an open-source research visualization tools,
which uses dynamic analysis techniques to provide a live trace
visualization of software landscapes, in our case the microservices
of the TeaStore. ExplorViz targets system and program compre-
hension for software landscapes or single applications while still
providing details on the communication within an application. It
utilizes the 3D city metaphor combined with an interactive concept
of showing only details that are in focus of the analysis.

The JMeter load driver initially launches a TestPlan that gen-
erates 6400 requests on the TeaStore. This way, ExplorViz can vi-
sualize those parts of the TeaStore that were called for this load.
Afterwards, only the interaction of a user with the TeaStore Web
interface is observed and visualized with ExplorViz.

Documentation. Comprehensive documentation, including an
introduction and a quick start guide for Kieker Version 2 is available
online.10 In addition, a (JavaDoc) API documentation11 provides
insights for developers to further expand or work with the Kieker
source files.

6 RELATEDWORK
Related work exists in the field of observability tools and software
visualization.

Concerning observability tools, a variety of alternatives to Kieker
exists [14]. Example proprietary tools are DataDog12 and the Dy-
naTrace One Agent.13 Example open source tools, are Jaeger14 and
Elastic APM.15 For these observability tools integrations with Open-
Telemetry exist, as presented in our work. Therefore, they could
also be used for TeaStore instrumentation and the date export to
ExplorViz; however, there is currently no available implementation.

Yang et al. [45] present Cloudprofiler, a tool for profiling of
systems that are processing streaming workloads. They focus on
the synchronization of multiple virtual machines and compress the
logs to reduce I/O usage. They benchmark Cloudprofiler using the
Yahoo streaming benchmark and measure an overhead of 2.2 %. The
MooBench benchmark with Cloudprofiler finds that the overhead of
Cloudprofiler is close to the overhead of Kieker [47]. An integration
of Cloudprofiler and the OpenTelemetry standard does not exist
currently, therefore, it could not be used to instrument the TeaStore
and export observability data to ExplorViz.

Concerning visualization, different visualizations of Kieker traces
exist. Müller and Fischer [23] provide an alternative visualization
10https://kieker-monitoring.readthedocs.io/en/latest/index.html
11https://api.kieker-monitoring.org/2.0.2/
12https://docs.datadoghq.com/agent
13https://www.dynatrace.com/platform/oneagent/
14https://www.jaegertracing.io/
15https://www.elastic.co/observability/
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(1) http://localhost:8080 (2) http://localhost:8082

Figure 2: Architecture of the tool artifact. The provided Docker compose file launches all the containers in the component
diagram, and it is accessible with two web servers on the Ports 8080 (1) and 8082 (2).

of Kieker traces based on jQAssist. Although they also visualize
call trees, their visualization is less flexible than the ExplorViz UI.
Alternative approaches use static software analysis data [13]. While
they can also visualize the component structure of an application,
they cannot present runtime information such as the number of
calls between the components, since these data need to be obtained
by instrumentation.

7 SUMMARY AND OUTLOOK
The application of the Kieker observability framework to the TeaSt-
ore benchmark, integrated with the visual analytics tool ExplorViz
is presented in this paper. This tool artifact is provided both as an
online service and as an artifact to deploy it yourself.

With our current SustainKieker project,16 we intend to further
sustain Kieker as a reusable, high-quality observability framework
that will be employed in a wider variety of research areas and used
by a larger community. The online version of the tool artifact, as

16https://sustainkieker.kieker-monitoring.net/

presented in this paper, also serves as a demo application to use
Kieker for observability.

Several demo applications to be developed in SustainKieker will
serve as basis for new interactive tutorial examples for Kieker.
Besides the online manual and step-by-step instructions in tutorials,
we aim to produce screencasts based on the demos illustrating core
features of Kieker. We will also empirically evaluate the effect of
our new tutorials with the embedded online demos.
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