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Abstract 

Recent developments in artificial intelligence (AI) in general, and Generative AI (GenAI) in 

particular, have brought about changes across the academy. In applied linguistics, a growing 

body of work is emerging dedicated to testing and evaluating the use of AI in a range of 

subfields, spanning language education, sociolinguistics, translation studies, corpus linguistics, 

and discourse studies, inter alia. This paper explores the impact of AI on applied linguistics, 

reflecting on the alignment of contemporary AI research with the epistemological, ontological, 

and ethical traditions of applied linguistics. Through this critical appraisal, we identify areas of 

misalignment regarding perspectives on knowing, being, and evaluating research practices. The 

question of alignment guides our discussion as we address the potential affordances of AI and 

GenAI for applied linguistics as well as some of the challenges that we face when employing 

AI and GenAI as part of applied linguistics research processes. The goal of this paper is to 
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attempt to align perspectives in these disparate fields and forge a fruitful way ahead for further 

critical interrogation and integration of AI and GenAI into applied linguistics.  

Key words: applied linguistics; artificial intelligence; AI; epistemology; ethics; generative 

artificial intelligence; GenAI; language education; ontology  
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1. Introduction 

In recent years, AI—broadly conceived—has become a primary concern within academia. With 

GenAI able to produce coherent text in response to prompts and, importantly, facilitate user 

analyses through the large language models (LLMs) that power them, access to AI has never 

been more widespread, nor has it been so readily repurposed. Amid this surge of work taking 

place across the academy, we might be forgiven for thinking that AI is a recent and entirely 

novel innovation. However, it is not.  

While the technology may have crossed a flexion point at which its usability and utility has 

improved markedly, GenAI and AI have a much longer history, emerging in earnest in the 

1940s, with the term artificial intelligence being coined in 1955 (McCarthy et al., 1955). The 

computational power at the time was far more limited than it is today. Turing (1948) began the 

development of AI with his “intelligent machinery”, designed to use logic and reasoning to 

solve problems and make decisions.1  This work inspired the ground-breaking Turing Test 

(Turing, 1950)—a test designed to assess machine intelligence through the evaluation of 

human-machine interaction. He likened the intelligent machines’ processes to thinking on the 

 
1 In this paper, we place areas such as machine learning, deep learning and natural language processing beneath 
the umbrella term AI. 



  

grounds that their textual contributions were indistinguishable from those of humans—a long-

standing and hotly debated issue in research on AI (e.g., Curry et al., 2024; Pitrat, 1995; Schank, 

1980; Wang, 2007). Nevertheless, this initial work triggered a growth of interest in the notion 

of intelligent machines, including early comparisons between computers and the brain (von 

Neumann, 1958).  

Attempts to produce GenAI chatbots are also rooted in this past. Work in AI in general, and 

in the development of dialogue systems in particular, was, until the 21st century, dominated by 

so-called symbolic approaches—attempts to craft sets of rules that embodied human 

knowledge in some formalism that could be used to produce human-like performance. Early 

chatbots such as ELIZA (Weizenbaum, 1976) were developed in this tradition and offered 

textual responses to its human interactants while performing the role of a psychotherapist, 

albeit with mixed success (Goodwin & Hein, 1982). The task, psychotherapy, was chosen 

because the nature of dialogue matched the affordances of the technology—largely reflecting 

back to the user transformed versions of inputs rather than being creative per se. Weizenbaum 

had never truly intended the chatbot to be a success, as he sought to use ELIZA as a means to 

demonstrate the over-simplistic nature of talk therapy. Yet, users appeared to develop 

relationships with the chatbot, nevertheless. This theme, of ability distorting the range of use, 

is one to which we return with reference to modern AI later in this paper.  

The progress of AI to the present has not been without interruption—indeed so called “AI 

winters” have blighted the field in the past, largely caused by expectation exceeding delivery 

in such a way that funding was withdrawn from the field. The first AI winter, claimed to have 

lasted from 1974–1980 (Crevier, 1993, p. 163–196), was initiated by a highly critical review 

of AI research that led to the shift of research funding away for AI on both sides of the Atlantic 

in response to critical reviews of AI, notably by Pierce et al. (1966). Yet, AI research persisted 

in this lean time, and during it important developments in statistical AI emerged, inspired by 



  

one earlier development from the 1940s, which is often overlooked: the work of Claude 

Shannon (Shannon & Weaver, 1949). More than any of the work mentioned, it is probably 

Shannon’s work that is most directly connected to the technology that underpins AI today. 

Shannon developed a theory of communication that used mathematics in the form of 

information theory. The possibility of using information theory to approach the general 

modelling of communication was developed by Shannon with Warren Weaver (Shannon & 

Weaver, 1949). The most immediate application of the work was in telecommunications, and 

it was not until researchers started to apply it to speech processing (Jelinek, 1976) and 

morphosyntactic analysis (Garside et al., 1987) during the aforementioned AI winter that the 

potential of an expressly mathematical approach to modelling intelligent behaviour, based on 

what we might see as corpora, was realised. This brought about a slow turn from symbolic to 

statistical AI. The impact of that work is already evident in applied linguistics, as it was 

entwined with the development of corpus linguistics (see McEnery et al., 2019). In this paper, 

we focus on the impact that such developments have had on research in applied linguistics, 

questioning not whether GenAI can work, but how it should be used to support applied 

linguistics research. 

This question is timely. AI has become increasingly mainstreamed, most noticeably through 

the launch of Open AI’s ChatGPT in autumn 2022, which brought AI into the lives of users 

across the world. Since then, in academic contexts, researchers in applied linguistics have 

approached GenAI with a mix of excitement and trepidation. For some, the advent of accessible 

AI meant potential advances in scholarship and analytical practices (Crosthwaite & Baisa, 

2023), enhanced efficiency and research assistance (Pack & Maloney, 2023), and the possibility 

of developing more democratic approaches to education (Cohen et al., 2024). For others, AI 

produced fears of obsolescence (Li et al., 2024), falling quality in research (Curry et al., 2024), 

loss of knowledge and ways of thinking (Kuteeva & Andersson, 2024), and rising inequality 



  

and forms of technological divide (Sahebi & Formosa, 2024). Individually, these disparate 

responses could be understood as reactionary, constructing a form of “science-as-process” 

(Curry & Pérez-Paredes, 2021, p. 492). Yet, collectively, this work can help us to see, with 

some critical distance, how our understanding of AI has evolved in recent years.  

Reflecting on this body of work, this paper evaluates research on AI in applied linguistics 

and offers a critical perspective on the affordances of AI for our wider field. In Section 2, we 

critically review relevant literature, focusing on the so-called “alignment problem”—that is, 

the potential (mis)alignment of AI with human values and intelligence (Christian, 2021 

amongst others). With reference to alignment, we explore three foundational concepts that 

govern the actions and decision-making practices of the human researcher: epistemology, 

ontology, and ethics. Each of these guiding factors calls on researchers to consider how they 

view and understand knowledge, reality, and morality. Section 3 presents a focused discussion 

of the application of AI in an area of applied linguistics in which AI’s impact is being felt most 

strongly—language teaching and learning. Finally, Section 4 offers closing remarks, reflecting 

on the contributions of this paper and pointing to future pathways for developments in the field. 

Throughout, our focus is principally upon GenAI but, where appropriate, we illustrate our 

argument with reference to other AI tools of relevance to applied linguistics.  

2. AI in applied linguistics: The alignment problem 

While the recent growth of research on AI is marked, a number of earlier studies foreshadowed 

the contemporary relevance of AI to linguists. For example, in the symbolic AI tradition, 

Goldstein and Papert (1977) argued that by representing language as a structured system 

governed by universal rules, AI-based linguistic models supported empirical, hypothesis-

driven language research. Goodwin and Hein (1982) attempted to bridge research in linguistics, 

applied linguistics and AI, by arguing for the value of AI for language analysis and highlighting 



  

the early barriers impeding cross-pollination of these fields. For example, they argue that AI 

researchers do not engage sufficiently with linguistics research, and that linguists have a 

propensity to raise expectations with their theories and then move the goal posts when AI tools 

are developed further. While these initial advances are commendable for their vision and 

sustained relevance, it is not just approaches to AI that have changed since then. Contemporary 

research on AI in applied linguistics takes a very different shape as, nowadays, applied 

linguistics is epitomised by its shift towards multidisciplinarity, descriptive, socialised, and 

contextualised views of language; and diverse understandings of what it means for linguistics 

to be applied. To better understand the degree to which the values of AI and GenAI can be 

aligned with those of contemporary applied linguistics, the following three sections discuss 

research on (Gen)AI and epistemology, ontology, and ethics in applied linguistics. 

2.1 AI and epistemology in applied linguistics 

Epistemology is an inherently fuzzy concept. Broadly conceived, epistemology theorises how 

we construct and make sense of our knowledge. Epistemology thus governs the values by 

which we validate and justify knowledge and the conventions we follow and reconstruct within 

our wider knowledge-making community and communities of practice. Owing to its diverse 

subfields and varied theoretical frameworks and methodological approaches (Kuteeva & 

Andersson, 2024), applied linguistics is arguably not governed by any single epistemology. 

Rather, it is host to a plurality of epistemologies (Dewaele, 2019; Pennycook, 2018) that shape 

how we come to know things in our field. For example, research in applied linguistics often 

relies on local, context-dependent knowledge (Kuteeva & Andersson, 2024). Such knowledge 

is mediated by language, with resultant knowledge cultures varying across languages, 

modalities, cultures, time, and contexts of production (Curry, 2024; Pérez-Paredes & Curry, 

2024; Rymes et al., 2024). This breadth renders applied linguistics a heavily reflexive field that 



  

sees strength in reflection, positionality, and criticality (Consoli & Ganassin, 2023), and one 

that moves iteratively between epistemological perspectives.  

In research on GenAI, in particular, there is potential for epistemological blurring between 

AI and applied linguistics. For example, GenAI, with its ability to process vast volumes of data 

and produce outputs in various modalities, can be seen as a tool for knowledge generation 

(Creely, 2024); it should be noted, however, that this term does not correspond to “knowledge 

generation” in the likes of Wei et al., (2024) where it is applied specifically to the validity of 

LLMs. The nature of such knowledge is a key concern, as what it means to know something 

for GenAI versus humans has long been a matter of discussion (Pitrat, 1995; Schank, 1980; 

Wang, 2007). For GenAI, knowing is a product of processes built on probabilities and pattern 

recognition, derived from training data (Cope & Kalantzis, 2024). Such a conceptualisation of 

knowing may have little to do with the knowledge-making processes attributed to the human 

researcher in applied linguistics. Human capacity for creativity, the role of human 

accountability in research, and knowledge-making as a reflexive, flexible, and non-linear 

process are among the ways in which such differences are realised. As such, we may wonder 

whether a machine can indeed know anything at all. In our view, we can understand AI 

approach(es) to epistemology or knowing—broadly conceived—as its way of creating 

knowledge, though we may wonder whether this knowledge belongs to the AI or to the sources 

on which its LLM is trained. Ultimately, we do not see AI-driven  processes as the same as 

those involved in human knowledge-making for applied linguistics—at least for now. 

For AI, these processes of knowledge-making can be difficult and, at times impossible, to 

access. Consequently, GenAI tools and their LLMs have been found to lack transparency and 

have been likened to a conceptual black box (Curry et al., 2024; Wiener, 1961). It is interesting 

to note that Weiner’s attribution of a black box quality to machines pertained mainly to the 

unknowns within machine systems and their processes that needed to be understood or clarified 



  

through system identification. In the context of AI, similar notions of the unknowns within 

machines remain relevant as, for some, the metaphorical treatment of GenAI tools as 

representing a black box is their means of critiquing the acceptability of AI in academic work. 

This critique of AI’s unknowns has led to a focus on so-called explainable AI, which centres 

on delivering greater transparency in all facets of AI development (Xu at al., 2019). Yet, despite 

such advances, issues remain, as the data on which AI is trained are inevitably limited—there 

may not be enough data available to perfect the models, should perfection be possible. This 

problem is exacerbated by AI generated text starting to populate the web pages from which 

data for training models are drawn, meaning that GenAI may poison the source of data it draws 

from in such a way that it reinforces its own limitations and biases.  

GenAI models thus present a significant epistemological challenge as they reflect biases 

that can homogenise language, propagate limited cultural narratives (Choi, 2022; Putland et 

al., 2023), and limit our capacity to move beyond normative worldviews represented in the 

training data. As such, the epistemology of AI, if such a thing exists, lacks a conceptual 

understanding of the world or human-like sentience (Rodríguez, 2023). Thus, AI’s approach to 

knowing contrasts sharply with human knowledge in applied linguistics, which is rooted in 

criticality, lived experience, cultural context, and interaction with the physical world (Creely, 

2024; Tang & Cooper, 2024). Recognition of such differences has begun to have a ripple effect 

in AI research, with some shifting from language models towards world models (e.g., Xiang et 

al., 2023) that are designed to reflect the complex models of reality on which humans draw. 

These models do not see language as divisible from context and offer wider world 

contextualisation of data, as opposed to solely a linguistic contextualisation of data.  

As applied linguistics embodies a plurality of epistemologies, we should query, as Kuteeva 

and Andersson (2024) do, how AI-assisted tools can respond to the differing epistemological 

stances employed within and across applied linguistics studies. Likewise, in recognising the 



  

importance of localised and situated epistemologies in studies across cultures and languages, 

we might consider what the limitations of AI’s approach to knowledge-building means for 

applied linguistics. For example, GenAI may not capture the nuances of human language 

(Sardinha, 2024) and has been found to fabricate data, a process AI researchers call 

hallucination (e.g., Baker & Kanade, 2000; Curry et al., 2024). This was initially seen as an 

asset, as AI could hallucinate and enhance the quality of images and supplement missing detail 

in them. Yet, as AI has gained more prominence in fields such as applied linguistics, 

hallucinations have come to be seen more negatively as they have the potential to create content 

that reproduces biases and eliminates diverse cultural and linguistic contexts (Brandt & Hazel, 

2024; Choi, 2022; Putland et al., 2023). Likewise, fears of epistemicide—the destruction of 

knowledge systems that do not align to the dominant paradigm—emerge owing to GenAI’s 

inclination to standardise and simplify knowledge (Pragya, 2024). Many of these issues with 

GenAI are antithetical to wider social justice movements that shape contemporary applied 

linguistics (e.g. Badwan, 2021). Moreover, given that language is seen in applied linguistics as 

a means of mediating the creation of new knowledge, a question arises regarding the extent to 

which GenAI can support this creative practice if its operationalisation requires the 

reproduction of existing, learned patterns (Kuteeva & Andersson, 2024). Thus, with reference 

to epistemologies, we can begin to see the alignment problem (i.e., the potential (mis)alignment 

of research and practice in AI and applied linguistics) as an active issue.  

To begin to address the problem, there is a need for critical understanding of GenAI that 

involves evaluating its capabilities and limitations and safeguarding the integrity of culturally 

rich applied linguistics research (Creely, 2024). To support this effort, we must seek means to 

ensure that any knowledge GenAI appears to produce can be interrogated within the 

heterogeneous epistemological paradigm of applied linguistics (Pennycook, 2018). This should 

include a focus on preserving researchers’ abilities to critically select, analyse, and interpret 



  

information as well as their ability to challenge normative views constructed through discourse. 

As researchers, we implicitly accept the accountability that comes with conducting research 

and the importance of sustained, critical, and reflective practices that underpin the research 

process and the development of a discipline as well as a wider community of practice. This 

accountability will always remain with the researcher, and any use of AI tools in research will 

need to be considered in line with the potential impact of AI tools both on knowledge as a 

product and on knowledge-making as a process.  

To address the alignment problem, we must also balance GenAI’s capabilities with human 

agency and creativity. We must augment rather than replace human skills (e.g., using GenAI 

for routine and automatable tasks) and develop criteria for evaluating the quality of knowledge 

produced by GenAI. This will be a challenge, given the growing body of work revealing that 

AI-conducted research does not necessarily outperform research conducted by humans 

(Vaccaro et al., 2024). This challenge is echoed by the evident epistemological divide between 

applied linguistics and GenAI. To date, few studies at this interface directly engage with notions 

of epistemology. Those that do have consistently problematised the capacity of GenAI to work 

within the epistemologies that govern applied linguistics. Research in applied linguistics is 

built on the central and indispensable role of human culture in knowledge construction (Tang 

& Cooper, 2024). This is why the alignment problem is so important to applied linguistics. As 

we move forward, it is imperative that our approach to knowledge construction in applied 

linguistics remains inseparable from our interaction with material objects in a world 

increasingly influenced by AI. AI as a tool must be put in service to epistemologies in applied 

linguistics—the epistemologies must not change simply to fit the affordances and expediency 

of AI. 

2.2 AI and ontology in applied linguistics 



  

The alignment problem stretches through from epistemology to ontology. Ontology is 

concerned with the nature of being and existence (Hall & Wicaksono, 2020). Engaging in 

ontological work as part of the applied linguistics research process essentially involves asking 

what kinds of things exist, how they relate to each other, and whether these things exist 

independently of human minds and language (Hall & Wicaksono, 2020). Ontology is 

foundational to much of what applied linguists study, as language is typically seen as the 

primary means through which immaterial entities and social institutions are socially 

constructed. In applied linguistics, ontologies are not fixed but are actively negotiated and 

performed through social practice (Demuro & Gurney, 2021; Dewaele, 2019). The plurality of 

ontologies in applied linguistics mirrors that of epistemologies—an unsurprising linkage, given 

that ontologies can be shaped by epistemologies and vice versa (Demuro & Gurney, 2021; Hall 

& Wicaksono, 2020). Consequently, in applied linguistics, language can be seen as an object 

of study (e.g., Curry & Pérez-Paredes, 2021) or a practice (e.g., León et al., 2024), inter alia, 

depending on the focus of any given analysis. From a social justice perspective, ontologies are 

shaped by researchers, language users, and disciplinary practices (Schalley, 2019). In this way, 

ontologies can be used to challenge monolithic and dominant views of language and promote 

awareness of the diverse ways in which language is understood and used (Hall & Wicaksono, 

2020).  

In AI research, whether it be symbolic or statistical, ontology takes a very different form as 

there is a strong tendency to select and fix ontologies. Researchers seek to control ontologies 

as a way of simplifying the problems facing AI system developers. As such, AI ontologies are 

often designed for specific domains or purposes and aim to represent reality in a formal, 

structured, machine-readable format (Machado et al., 2020). A good example of this was the 

EAGLES initiative, which sought to standardise part-of-speech tag sets across languages 

(Leech & Wilson, 1994). This practice of setting ontologies also underlies large-scale AI 



  

resources such as WordNet (Miller et al., 1990). Yet, fixing ontologies is largely a 

convenience—making one set of decisions to pare down the complexity of the legitimate 

choices that, in fact, exist (see McEnery & Brezina, 2022). Thus, although AI draws on the 

same broad philosophical tradition and notion of being as applied linguistics, ontology, when 

localised in AI research, looks very different. A key goal of ontologies in AI is to achieve 

semantic interoperability, thus allowing different systems to exchange and understand data 

while providing a common vocabulary and rules for structuring data (Machado et al., 2020; 

Spyns & De Bo, 2004). These ontologies are typically organised, representing knowledge 

through hierarchical structures or taxonomies (Iliadis, 2019; Schalley, 2019) designed to 

support practical tasks, like reasoning, inference, and knowledge retrieval (Machado et al., 

2020; Spyns & De Bo, 2004). They are also data-driven, that is, developed to organise and 

label data (Iliadis, 2019). Reflecting upon both this and the previous paragraph, it becomes 

clear that ontology and the notion of being in applied linguistics and AI represent a further 

dimension of the alignment problem.  

Applied linguists use ontology as a critical lens to examine how language and its use are 

shaped by social, cultural, and political forces. AI researchers use ontologies to create formal 

representations of knowledge for machine processing. Thus, while applied linguistics 

prioritises philosophical understandings of ontology, emphasising the social and cultural 

dimensions of language, AI adopts a practical, engineering approach, using ontologies as a tool 

to model and manage information for specific applications in a way that typically explicitly 

simplifies the complexity of the system described (Hall & Wicaksono, 2020) and promotes 

interoperability (Iliadis, 2019). Unlike applied linguistics research, wherein the complexity of 

ontologies is not only accepted but seen as a core strength, in AI research, simplification in 

search of standardisation is a key research practice. Part of the simplification is usually 



  

normative—the data on which the system is developed and the categories chosen are oriented 

towards the typical.  

As with epistemology, applied linguists need to be aware of misalignment between the 

ontological goals of applied linguistics and AI. While the appeal of being able to apply AI 

ontologies to a research problem is clearly great, this advantage should not be gained at the 

expense of distorting our view of the object of study. For example, AI language models can 

struggle with the nuances of human language, including idioms, cultural meanings, and 

expressions deeply embedded in cultural and historical contexts (Creely, 2024). A good 

example is McEnery and Baker’s (2017) attempt to use a semantic tagger, based on a semantic 

ontology, to explore the meaning of words involved in the representation of prostitutes. The 

ontology was developed for work on present-day English, yet the researchers were applying it 

to early-modern English. The attempt was deemed a failure on ontological grounds. The role 

of religion in the modern world had relegated religion to a single semantic field in the system 

used. However, in the early-modern period, religion was a frequent and complex feature of 

public discourse—around half the texts in the billion-word corpus used in the study concerned 

religion (McEnery & Baker, 2017, p. 163, see note 10). The descriptive poverty of the ontology 

rendered it unusable—it eliminated rather than illuminated nuance. Where this happens, 

researchers should abandon the tool, not the object of study.  

Compared to the issue of epistemology, to-date, an even narrower selection of studies in 

applied linguistics on the topic of AI or GenAI engages in depth with the notion of ontology. 

An initial means of advancing thinking in this area would thus be the inclusion of reflections 

on ontologies in research using GenAI. Those studies that do exist indicate that the worldview 

of applied linguistics and the limited linguistic models of GenAI may be incommensurable. 

While blending humans input with machine learning in so-called “human in the loop” learning 

may seem to address this issue, in practice such approaches have proved to be difficult to 



  

implement (Mosqueira-Rey et al, 2023). Based on this, we argue that AI cannot replace the 

human analyst in the research process, especially if we continue to care about issues such as 

equality and fairness in socially situated research. Challenges such as the well documented 

tendency of AI algorithms to perpetuate negative racial stereotypes (see Baker & Potts, 2013) 

should cause any applied linguistics researcher to pause before using AI uncritically. It is 

essential, in determining the potential use of GenAI, that applied linguists take critical 

approaches to technological determinism and solutionism (McKnight & Shipp, 2024), the so-

called Eliza effect (whereby humans place implicit trust in machines, McKnight & Shipp, 

2024) and the wider digital divide that governs access to GenAI tools (Li, 2023). With these 

divergent perspectives on the role of ontology, we once again find ourselves searching for a 

means through which applied linguistics and AI can align.   

As a potential move towards epistemological and ontological alignment, users may now try, 

after generating training data in which a linguistic analysis is encoded in annotation, for 

example, to get a GenAI tool to learn how to undertake that analysis and then apply it to new 

data. The tool learns and uses the ontology provided by the user. While this may on occasion 

prove helpful, it is littered with problems as a research process. Firstly, users may not be able 

to generate sufficient training data to produce an analysis that is accurate enough to be useful. 

Secondly, in trying to do so, they may distort their research goals, investing a great deal of time 

on a Grail quest for an automated analysis rather than actually undertaking the research they 

set out to complete. This in part may be behind findings emerging in industry that AI assistants, 

for example, cost, rather than save time (Monahan & Burlacu, 2024). Thirdly, the results will 

almost certainly exhibit errors—users must be aware of this and invest time in both quantifying 

and understanding those errors in an attempt to understand the distortions that those errors may 

produce. It is unlikely the errors will be smoothly distributed, and it is much more likely that 

they will be focused on the non-normative. Fourthly, the approach clearly makes daunting 



  

demands of the researcher in terms of permitting others to repeat their study—while the 

researcher may record the prompts and the version of the GenAI tool used, and, in some 

circumstances, the seed (a random number) used to initiate the generation process, it remains 

to be seen whether, in the long term, this will be sufficient to permit researchers to critically 

evaluate the findings of papers based on such research practices. Finally, it may be that the 

automated approach fails—in such a case, the danger of point two above is real as time is 

poured into trying to get an LLM to undertake an annotation that it is simply not capable of 

doing effectively. This final point is most likely to apply at the more subjective end of linguistic 

analyses or in areas in which an understanding of real-world social context is key, for example, 

in pragmatics. As a rough rule of thumb, in our experience, where a research question relates 

very closely to lexis, the likelihood of an LLM being trained to perform an analysis is good 

(e.g., Curry et al., 2024; Yu et al., 2024). However, as we push through into a reliance on the 

non-lexical and non-linguistic, the likelihood of an LLM being of use reduces, and the greater 

the danger of point two above becomes. So, while LLMs may, in principle, assist with the 

ontological alignment problem, they are not a catch-all solution to it. 

A further way of approaching the question of alignment could be through the issue of 

representation. Both applied linguistics and AI are interested in questions of representation, 

albeit from different perspectives. Applied linguistics is interested in how language represents 

concepts and how this representation varies across social space (e.g. speakers, cultures) and 

time. AI is interested in how knowledge can be formally represented for computational 

purposes. Yet, there is potential for dialogue here. As Goodwin and Hein (1982) noted, applied 

linguistics 2  could bring a critical perspective to AI research by challenging the implicit 

ontological assumptions embedded in AI systems. It can be difficult to bridge disciplinary 

 
2 The authors contrast abstract linguistic approaches with those focused on ‘used languages’ which is of use in 
the ‘explanation of psychological or sociological facts’ (Goodwin and Hein, 1982:265). We take this non-
abstract approach to linguistics to align with applied linguistics. 



  

ontologies; however, this is arguably the case for any interdisciplinary endeavour and, 

optimistically, some advances have already been made in this area (e.g., in the development of 

semantic web technologies, Machado et al., 2020; Schalley, 2019; Spyns & De Bo, 2004). 

Looking forward, it is imperative that we seek to further share our foundational views of 

language across disciplinary boundaries to ensure that GenAI development and deployment are 

sensitive to the diverse ways in which language and knowledge are understood and situated 

within our lived realities.  

2.3 AI and ethics in applied linguistics 

Applied linguistics research is shaped by macroethics, concerned with institutional forms of 

ethics, and microethics, concerned with situated ethical challenges within and across the 

research process (De Costa et al., 2021; Yaw et al., 2023). Both facets of ethics are generally 

guided by respect for people and the goal of yielding optimal benefits while minimising harm 

and responding to issues of (social) justice (De Costa, 2015). Applied linguistics has shifted 

over time towards a context-dependent ethics and the view that ethical considerations are not 

static but are negotiated within specific rhetorical situations (Vetter et al., 2024). Ethics has 

moved beyond a focus on individuals towards a socially constructed view of evaluating ethical 

behaviour.  

Macro- and microethics work to protect research participants and ensure the responsible 

application of linguistic knowledge to social challenges. In this way, ethics in applied 

linguistics shapes and is shaped by its varying epistemologies and ontologies, linking ethics 

firmly to the discussion of alignment in the previous sections. The macro- and microethical 

approach of applied linguistics typically focuses on research practices, addressing issues such 

as informed consent, data privacy, and the potential for harm to participants (De Costa et al., 

2021). In each case, ethics is seen as being highly dependent on the specific research context, 



  

researchers’ positionality, and participants’ cultural values. Though learned societies can and 

do proffer ethical guidelines (e.g., BAAL, 2021), they often do so with reflexivity, 

acknowledging that there is no one universally accepted approach to conducting ethical 

research in applied linguistics. That is why issues of ethics are often explored within specific 

subfields of applied linguistics, for example, language teaching (Anderson, 2017) and corpus 

linguistics (Brookes & McEnery, 2024). This compartmentalisation of ethics provides space to 

localise ethical concerns amid our varied practices. Within and across applied linguistics, 

researchers must then identify ethical concerns and translate idealised discussions of ethics into 

practice. This transformation can prove challenging when working in complex contexts, with 

industry partners, and with or on marginalised groups.  

While our exploration of epistemologies and ontologies in AI and applied linguistics offered 

insight into areas of misalignment, ethics in AI research is arguably more easily aligned to 

ethics in applied linguistics. Ethics is a central facet of responsible AI research, with researchers 

sharing a focus on evaluating issues such as algorithmic bias, the impact of AI on society, and 

the complex relationship between AI and the climate crisis, for example (Jabotinsky & Sarel, 

2024; Kirova et al., 2023). However, as in the case of applied linguistics, ethics in AI research 

represents an ideal which is not always realised in practice, in particular in the AI industry in 

which ethical concerns regarding the alignment of GenAI with applied linguistics arise.  

Ethics in AI research is largely concerned with the moral principles that govern the 

development and practical implementation of AI systems, particularly with regard to a lack of 

transparency and fairness, and algorithmic bias (Kirova et al., 2023). However, there have been 

instances in which AI companies have been accused of training their models on copyrighted 

materials without permission (e.g., Milmo, 2024) and this has raised questions surrounding the 

legality of certain AI models (Gromova et al., 2023). Further critiques of training data contend 

that models used in popular GenAI tools may not offer a nuanced picture of reality (Creely, 



  

2024; Farrelly & Baker, 2023)—at least from an applied linguistics perspective. What AI can 

produce is, as noted, confined to its ontology, that is, to what the AI has been trained on. 

Typically, AI models are trained on texts from the web and therefore reflect the style and tone 

attributed to journalistic language (Nesi, 2024). As mentioned previously, the increasing 

prominence of AI-generated texts on the web (Europol, 2022) means that new AI models will 

inevitably be trained on AI-produced texts, which risks the exponential proliferation of biases, 

prejudices, and dominant perspectives through GenAI tools. Indeed, Thompson et al. (2024) 

argue that already 57% of online data is the result of AI generation or machine translation. Thus, 

the question of bias in AI-produced texts may not be an issue of algorithmic bias per se. It may 

be that AI and GenAI tools are effectively reconstructing reality based on real norms and 

tendencies in the data as it exists. When evaluated from an algorithmic perspective, we will 

then likely conclude that such tools are effective at doing their job and at ethically reflecting 

such social tendencies, even if the kinds of biases and stereotypes that are reproduced are views 

that many of us in (critical) applied linguistics would challenge. As discussed earlier, these 

problems with training data can result in GenAI tools that reproduce knowledge from 

uncredited sources (Creely, 2024; Stahl & Eke, 2024) and AI models that perpetuate existing 

societal prejudices and biases related to gender, race, and culture (Choi, 2022; Putland et al., 

2023). Such issues in AI development are antithetical to values in applied linguistics and, from 

an ethical perspective, can undermine advances in social justice initiatives, researcher 

autonomy, and representations of identities, inter alia.  

While black-box research (Casal & Kessler, 2023; Curry et al., 2024) and reasoning 

processes (Lodge et al., 2023) in modern AI tools present epistemological and ontological 

challenges, they also create a particular ethical challenge for researchers in terms of the 

explanatory power of results derived from GenAI (for more on this, see Egbert et al., 2020, and 

McEnery & Brezina, 2022). An analogy would be like seeing the answer to a mathematical 



  

puzzle without being able to see how the answer was derived. Being unable to explain the 

answer is, in some ways, as problematic as a wrong answer, as it is the process of discovery, as 

well as the discovery itself, that forms the contribution to knowledge. In particular, 

understanding errors is rendered difficult-to-impossible in a context in which explanatory 

adequacy is low. As discussed in Section 2.1,  research on explainable AI is now coming to the 

fore (see Angelov et al., 2021, for an overview) and offering some solutions to ethical concerns 

in the research process. However, some of the techniques used in modern AI and other areas, 

in particular, opaque models such as random forests and deep neural networks (Rudin, 2019), 

provide a substantial, possibly insurmountable, barrier to explanation. More recent 

developments in the likes of ChatGPT o1 have endeavoured to shed more light on these 

thinking processes. However, the reliability, consistency, and depth of such reasoning still 

needs to be tested. In this context, it is hardly surprising that questions of over-reliance on 

GenAI in the research process (Creely, 2024; Lodge et al., 2023), the impact of GenAI data 

processing and hallucinations on data integrity and security in applied linguistic research (e.g., 

Curry et al., 2024; Muñoz-Basols et al., 2023), and the role of GenAI in producing and 

reporting research findings (Casal & Kessler, 2023) abound in the literature. These concerns 

represent a notable misalignment between GenAI tools and the ethical values on which, in 

principle, research in applied linguistics rests.  

With this overarching review in mind, it becomes clear that despite academic research in AI 

demonstrating shared ethical values with applied linguistics research, in practice, commercial 

AI has not always enacted these values and some of the black box algorithms used in both 

industrial and academic research are poorly aligned with epistemological and ontological 

practices in applied linguistics. From an applied linguistics perspective, it is reasonable to assert 

that the use of GenAI tools that reinforce bias and negatively impact society may undermine 

fairness and equity in language education (Choi, 2022), perpetuate normative or ethnocentric 



  

views (Spennemann, 2024), and mis- and underrepresent society’s most vulnerable (Nguyen et 

al., 2024; Putland et al., 2023). Likewise, algorithms that obscure, simplify, or hide the 

processes by which analyses are undertaken also align poorly with macroethical research 

practices in applied linguistics. To develop a means for applied linguists to engage with AI 

ethically, such concerns must be addressed and attenuated.  

To respond to this misalignment, we can turn to a growing body of work dedicated to 

enhancing GenAI users’ critical AI literacy. This research seeks to make GenAI users aware of 

how AI works, its limitations, and the ethical implications of its use (e.g., Casal-Otero et al., 

2023; Strauß, 2021; Walter, 2024). Yet, while research designed to develop guidelines for the 

ethical use of AI is already available, there remains a need to develop disciplinary-situated 

guidelines that localise ethical AI use or non-use within and across applied linguistics. We must 

tease apart and juxtapose contextually situated ethics in applied linguistics and AI research and 

determine their compatibility. We must adopt a critical use of AI and question the 

environmental and social impacts of AI, particularly in the global south where limited 

resources, such as water and energy are used to power and cool large server farms (Bashir et 

al., 2024). There are movements towards sustainable AI (see van Wynsberghe, 2021), which is 

promising, and any user of GenAI should give considerable thought to the models on which 

they draw. Supporting the use of sustainable AI when we use it may be the best means of 

combatting such unethical practices. More importantly however, we must decide whether or 

not the expediency that AI promises is worth any such costs or negative impacts. Grieve et al. 

(2025) note that language models could be improved through engagement with sociolinguistics 

research. Arguably, drawing on such social perspectives on language when developing AI could 

help to lead us towards a critical and responsible use of AI in applied linguistics—a use that 

prioritises the human values, transparency, and accountability that sit at the heart of applied 

linguistics.  



  

3 AI in applied linguistics: A focus on language education 

When taken together, epistemology, ontology and ethics offer a critical framework through 

which we can evaluate the challenges and opportunities inherent in the integration of AI and 

GenAI with applied linguistics. While there are shared perspectives across the fields of AI and 

applied linguistics, particularly in the context of ethics, potential misalignments need to be 

addressed before AI and GenAI can be fully integrated into applied linguistics research. This 

must be done in a way that neither diminishes nor degrades the essential nature of applied 

linguistics, as discussed. To attempt to localise these tensions within a subfield of applied 

linguistics, this section discusses recent literature on AI in language education, an area in which 

AI is being adopted rapidly. 

AI already appears to be having a significant impact on language education, and though 

much of the optimism surrounding AI is tempered with caution, many educators and learners 

appear to be embracing AI for its perceived ability to personalise learning, provide feedback, 

and create engaging content for language learners (AbuSahyon et al., 2023; Betal, 2023). In 

the context of personalised learning, research in language education has investigated the 

affordances of AI for creating customised learning experiences tailored to individual student 

needs (Konyrova, 2024) and immersive learning environments (Betal, 2023; Negrila, 2023). 

Li and Wang (2024) claim that AI can help learners identify and select resources to support 

their learning which, they argue, renders GenAI tools effective and engaging language learning 

tools. In materials and assessment development, AI has been used to develop interactive 

learning materials, including games, videos, and quizzes (Amonova et al., 2023), support 

teachers in their lesson planning (Kostka & Toncelli, 2023), create dialogic chatbots designed 

to provide opportunities for conversational practice and feedback (Katsarou et al., 2023; 

Vajjala, 2024), and facilitate automated marking and assessment (Negrila, 2023). In many 

cases, the results appear promising.  



  

Some studies claim that AI can improve language learning, by facilitating the learning of 

vocabulary, grammar, pronunciation, and the development of written language skills (Cohen et 

al., 2024; Konyrova, 2024). Elsewhere, it has been argued that AI can increase learner 

engagement, motivation, and autonomy (AbuSahyon et al., 2023; Betal, 2023; Konyrova, 

2024), support teachers in a range of pedagogical and administrative tasks (Amonova et al., 

2023; Vajjala, 2024), and facilitate the development of critical thinking skills (Kostka & 

Toncelli, 2023). Yet, at the same time, a debate has also emerged in which alignment is a key 

issue. For example, Creely (2024) has argued for a critical approach to the use of AI, arguing 

that how learners are trained to engage with AI-produced texts plays a key role in governing 

their capacity to develop critical thinking skills, a goal that should not be abandoned. 

The potential of misalignment to perpetuate bias has also emerged as an issue in the 

literature. For example, there are concerns about the accuracy and authenticity of texts 

produced by AI, including the potential for cultural and linguistic nuances to be absent or 

distorted (Amonova et al., 2023; Choi, 2022; Creely, 2024). With language education 

increasingly moving towards international views of language and language varieties, this 

propensity for GenAI technologies to reinforce standard varieties of language represents a 

potential challenge, ideologically, for applied linguistics. Studies in this area critique the data 

on which AI models are trained and question their capacity to meet the needs of culturally 

diverse classrooms. Questions of ownership of GenAI’s intellectual output (Betal, 2023; 

Creely, 2024), data privacy and security when using AI and GenAI in language learning (Betal, 

2023; Creely, 2024), and issues of access to technology and the digital divide (Konyrova, 2024; 

Li, 2023) give rise to further concerns surrounding the use of AI and GenAI in language 

education. Song and Song (2023) note that the product-oriented nature of GenAI risks a lack 

of engagement with the processes of learning, which may lead to over-reliance on technology—

a practice that may diminish the development of critical thinking skills and creativity 



  

(Amonova et al., 2023; Creely, 2024). In the context of data-driven learning, for example, the 

process of searching for, reading, and analysing language extracts independently and 

autonomously is the true learning experience (Flowerdew, 2015). What a learner finds or 

discovers as the end of this process is arguably of secondary importance. The expediency and 

limited criticality of GenAI would likely flip this perspective, as GenAI tools focus on giving 

answers and responses to learners. In such cases, we may wonder what role the action of 

engaging with GenAI tools can play in the learning process (e.g., Tolstykh & Oshchepkova, 

2024).  

Many of the challenges researchers identify when bringing AI into language education 

reflect the wider concerns of misalignment between AI and applied linguistics that we 

discussed previously. First, from an epistemological perspective, Creely (2024) raises questions 

of how knowledge is acquired and validated when using AI, signalling epistemological tensions 

when using AI in language learning. Drawing on Borgmann (1984, 2006), they reflect on the 

quality of information produced by AI and whether AI-generated content can lead to genuine 

learning, as opposed to superficial learning, owing to the limited situatedness of GenAI tools. 

Chen (2023) notes that AI may force epistemological and ontological shifts in education, 

through the introduction of new or varied methods of knowledge acquisition, comprehension, 

existence, and actions within technology-driven educational settings. Likewise, Joseph (2023) 

queries whether AI can truly reason like humans or whether it is simply generating reasoning-

like responses. If it is the latter, then we may be witnessing the ELIZA effect which risks 

creating implicit and unsubstantiated trust between learners and GenAI tools.  

Second, ontological issues also arise. Alharbi (2023), for example, discusses how AI creates 

challenges for authorship and creativity, and Creely (2024) notes that, as AI becomes more 

proficient in creating literary and visual content, the distinction between human and AI creation 

becomes increasingly unclear. This reflection prompts a re-examination of traditional concepts 



  

of creativity and ownership. For student writing and assessment, this raises questions about to 

whom the work belongs and how it should be evaluated as part of the learning process. Creely 

(2024) also raises concerns about the potential for technology, including AI, to disengage 

humans from direct and meaningful relations with the world, potentially impacting culture and 

language. Such a disengagement could create an ontological dissonance for learners.  

Finally, from an ethical point of view, Baskara (2023) notes that AI is often trained on large 

datasets that may include personal data. Through this reflection, they raise concerns about 

consent and the fair use of personal data in language education contexts. Further work discusses 

the impact of AI on academic integrity (e.g., Al-Obaydi et al., 2023; Chen, 2023). On this topic, 

Kostka and Toncelli (2023) argue that there may be a need to redefine assessments to encourage 

the creative application of concepts and reflection on the learning process, owing to the ease 

with which GenAI tools can generate unique texts which may be used by learners as a substitute 

for their own writing. The scale of data needed by LLMs and other statistical AI techniques 

also points to a further ethical concern surrounding digital poverty. English has most data 

available for it, hence English language models can be trained and refined in ways in which it 

is currently not possible for other languages. Should the benefits of AI for language learning 

prove to be real, then for languages experiencing digital poverty, for a variety of reasons, this 

poverty will translate into a disadvantage in terms of AI-based language learning opportunities 

and resources. 

Recognising the affordances and challenges that researchers identify surrounding the use of 

AI and GenAI in language education, we believe that this area can only develop through 

reorienting AI to provide a better alignment of its goals to those of applied linguistics. 

Developing research on AI literacies (e.g., Cohen et al., 2024), dedicated teacher training and 

AI (e.g., Belda-Medina & Calvo-Ferrer, 2022), the critical implementation of AI (e.g., Negrila, 

2023), and collaborative approaches to developing educational resources with AI (Ji et al., 



  

2023) will be necessary to begin this reorientation. Ultimately, while AI and GenAI have the 

potential to revolutionise language education, educators, researchers, and policymakers need 

to address the challenges brought about by a misalignment that generates epistemological, 

ontological, and ethical concerns. Arguably, what we see in language learning is being mirrored 

across applied linguistics. The solution proposed here is, we believe, applicable across the 

whole of applied linguistics also. Only by addressing misalignment, in its varying forms, can 

we ensure a balanced and equitable approach to language learning and applied linguistics 

research in this rapidly evolving landscape.  

4 Closing remarks 

While AI tools may be able to process large amounts of data and produce written outputs much 

faster than any human researcher, when considered in terms of central facets of the research 

process, the creativity, reflexivity, and criticality of a human researcher remains unparalleled 

as does the role of the human expert, who can identify, but would not make, the coarse errors 

that AI systems can make. For applied linguistics, we argue that there is a need to sustain the 

primacy of human knowledge—knowledge that is nuanced, reflexive, and contextualised.  

We propose, therefore, that applied linguistics knowledge, when mediated through 

language, and research practices, enacted by researchers and technology, be seen as part of a 

socially constructed system that cannot be viewed as separate from the social realities in which 

it is created. In seeing our knowledge and research in this way, we maintain that a socially-

situated and reflexive ethical approach is necessary to critically evaluate language, texts, and 

their social implications. In bringing AI into this complex research process, we propose the 

need for critical AI literacies in applied linguistics that help us to interrogate the use of AI 

epistemologically, ontologically, and ethically. In applied linguistics, the growing body of work 

on AI and GenAI represents an exciting new research agenda for many. While ethics is 



  

receiving much welcome attention, few studies in applied linguistics have engaged with notions 

of epistemology and ontology when grappling with the role and remit of contemporary AI in 

the field. We encourage our fellow researchers to reflect on these notions as part of the research 

process, especially when giving AI and GenAI the agency to undertake an activity that is 

traditionally attributed to researchers, for example, conducting an analysis or interpreting data. 

Ultimately, we must hold such tools to the same standard to which we would hold ourselves. 

This paper has focused on possible problems of alignment—yet, is there evidence that this 

is a live issue, or may it be that, quietly, researchers in applied linguistics are aware of the issues 

we raise and are quietly enacting the solutions proposed here? We believe that evidence is 

emerging to suggest that the issues we have discussed are very much relevant. For example, 

Udaya and Ramamuni (2024) produced an edited collection published by Springer that 

addresses vocabulary studies, corpus linguistics and language pedagogy. The work was 

machine generated, though the authors claim that they edited that output prior to publication. 

In Szudarski’s (2025) review of this volume, the alignment issue is apparent. Szudarski details 

the processes involved in producing this book and notes how the authors sought to create a 

resource to support researchers in accessing applied linguistics knowledge, using an LLM 

trained on Springer publications to generate the texts. In his review, he documents myriad 

issues, including problems surrounding the quality of the knowledge produced, consistency in 

the reporting of research, the scope and representation of the field, and the wider, overarching 

ethical concerns surrounding knowledge (re)production, inter alia. While, as noted, the editors 

claimed to have a hand in the production of the work, Szudarski attributes many of the problems 

he identifies to a lack of “human curation or critical appraisal during the process of writing” 

(p. 3). Like Szudarski, we wonder what value such publications bring to our field. In applied 

linguistics, we have tried and tested practices, developed over many years, that shape our 

approaches to research. Our work can take time—time to carefully collect data, time to 



  

rigorously conduct research, and time to thoughtfully write up and share research and analyses. 

While AI can be a fast alternative, its output may not necessarily solve our problems or answer 

our questions to the extent or with the quality we may require. As new generations of linguists 

develop, tempering and assessing our use of AI will be important for guiding the future of the 

field.  

To support such a practice, applied linguists may wish to return to ideas in the period in 

which this paper started—Ashby (1956) developed the concept of amplifying intelligence, 

claiming that “intellectual power, like physical power, can be amplified” (p. 272). That is now 

commonly called augmented intelligence or cognitive augmentation and relates to the use of 

technology to extend the powers of human cognition, not replace them. Our proposal is that 

experts remain in control and act as final arbiter, using technology to gain improvements rather 

than as a tool to replace the human analyst in a process – what Fulbright and Walters (2020) 

would classify as a level 2 cognitive enhancement. Undertaken with critical reflection, this 

approach to using AI could ensure that alignment was maximised as the applied linguist, not 

the tool, would ultimately determine the alignment with human values in any given study or 

piece of research. This is certainly a better goal than a quest for automation and expertise 

replacement through AI. By recalling the values that underpin applied linguistics research and 

developing interdisciplinary pathways for bridging AI and applied linguistics, while controlling 

it through a goal of augmented intelligence, we can advance our field while maintaining its 

foundations. 
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