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Abstract 

Many cancer cells exhibit the state known as centrosome amplification, where they have more 

than two centrosomes as they undergo mitosis. In order to cope with centrosome amplification, 

cells require mechanisms to cluster their amplified centrosomes. KIFC1 is a kinesin that performs 

the clustering of multiple centrosomes and this function allows survival of cells with centrosome 

amplification. KIFC1 is best known for its ability to cluster centrosomes, with minor evidence 

suggestive of some functions in the cell cycle. Meanwhile, the centrosome is well known for its 

ability to separate chromosomes, receiving much less attention for housing many cell cycle 

proteins and associated events.  

Here, the aim was to examine the relationships between the cell cycle, centrosome amplification 

and KIFC1 function, in particular how centrosome amplification affects the cell cycle lengths and 

parameters occurring on centrosomes and how KIFC1 affects the lengths of the phases of the cell 

cycle.  

The link between KIFC1 and cell cycle lengths and between centrosomes and cell cycle lengths has 

been investigated and it was found that KIFC1 depletion increases the lengths of G1 phase and the 

period of the cell cycle from S to Anaphase for both cells with normal and amplified centrosome 

number. KIFC1 depletion also results into a lower proportional increase of the number of cells in a 

population over time by 33.5 times. Amplified centrosomes have shown no effect on the length of 

the cell cycle. To further investigate the effect of centrosomes on the cell cycle, a systemic method 

has been utilized to identify proteins specific for the cell cycle that could be affected by 

centrosome amplification, potentially modyfing their cell cycle functions; PLK1, and AURKA, in 

particular the phosphorylated versions of both. It was found that centrosome amplification affects 

the amounts and activity of these proteins at centrosomes and disturbs certain relationships 

between the centrosomal parameters and parameters of these proteins. 
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Chapter 1: Introduction 

1.1 Centrosome amplification 

This study is centered around the concept of centrosome amplification in cancer disease, Sabat-

Pospiech et al., (2019). It is perceived as the presence of abnormal numbers of centrosomes in 

cells, which is more than one during G1 of interphase and more than two during G2 and mitosis. A 

centrosome or a microtubule organizing center (MTOC), which refers to its ability to create spindle 

poles during mitosis and pull DNA via microtubules and also for forming basal bodies forming 

cilium through the elongation of microtubules (Vertii et al., 2016). Lesser known functions are cell 

cycle control, stress response mediation (both environmental and genomic), and immune 

functions (Vertii et al., 2016). The effects of centrosome amplification on the ability to form 

spindle poles are the most obvious and are most studied since they lead to drastic consequences 

for the genomic integrity of the cell. Most studies on centrosome amplification have focused on 

examining how it affects the division of the nucleus in mitosis, with some information also 

available about its effects on invasiveness (Arnandis et al., 2018) and the ability for cancer cells to 

cope with centrosome deactivating mutations (Harrison et al., 2018). However, no research has 

been done on how the amplification of centrosomes affects one of its less well studied functions – 

cell cycle regulation (which is not mutually exclusive with stress response pathways as shown later 

in this study).  In this study the link between centrosomes and the cell cycle has been examined. 

Centrosome duplication is tightly coupled to the cell cycle, to ensure a correct number of 

centrosomes (Slevin et al., 2012). If otherwise, then multiple mitotic spindle poles arise pulling 

DNA into multiple directions, most of the time causing an aneuploidy-based death (Ganem et al., 

2009). Cancer is often associated with cellular abnormalities, and in the case of centrosome 

amplification, it appears as both a consequence and a cause. KIFC1 clustering multiple 

centrosomes is a consequence. However it can be a cause because multiple centrosomes allow the 

cell to drive cancerous pathogenicity through aneuploidy. This leads to loss of tumor suppressors 

(Ganem et al., 2009), much more rarely gain of oncogenes (Duijif et al., 2013), increased 

invasiveness (Arnandis et al., 2018). Sometimes it can compensate for centrosome deactivating 

mutations (Harrison et al., 2018), and possibly through altering cell cycle pathways (see chapter 5). 

Duijif et al., (2013) have found that 68% of solid tumors contain aneuploidy, which is much more 

often a loss of chromosomes than a gain. The lost regions may include genes such as PTEN, 
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CDKN2A, RB1, and BRCA1, which are tumor suppressors (Albertson et al., 2003). The increased 

invasiveness in centrosome amplified cells stems from the formation of actin-based invasive 

structures which can degrade basement membranes. The latter is caused by the secretion of 

Interelukin-8, Mesothelin, GDF-15, and several other signaling factors, which are secreted by 

centrosome-amplified cells. The ligands are received by several receptors including HER2. Such 

secretion is caused by an early stress response induction by the centrosome-amplified cells 

(Arnandis et al., 2018). 

 

KIFC1, also known as HSET, allows survival of cells with multiple centrosomes by clustering them, 

thus avoiding aneuploidy-based death (Sabat-Pospiech et al., 2019). As a result, it has been 

identified as a biomarker for specific types of cancer, with a potential to become a drug target 

(Patel et al., 2018). It has also been shown that KIFC1 contains activities that can accelerate the 

cell cycle, more specifically G2 and M phases (Pannu et al., 2015) and the S-phase of the cell cycle 

(Wei et al., 2019). Both studies were based on flow cytometry experiments measuring cell 

population proportions in KIFC1 inhibited and test samples. As a result, the link between KIFC1 and 

the cell cycle is still vague and more studies need to be done on this subject, and this study will 

partly focus on examining the effects of KIFC1 on the cell cycle. On the other hand, the link 

between KIFC1 and centrosomes is well-studied (Kleylein-Sohn et al., 2012; Lucanus et al., 2018; 

Sansregret et al., 2011; Xiao et al., 2016). Hence, this study is focused on establishing the link 

between KIFC1 and the cell cycle and between centrosomes and the cell cycle.  
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Figure 1.1: 

 

 

 

The main characteristic of a cancerous cell is the uncontrolled division, which ultimately is 

controlled by the cell cycle. A single mutation in a protein regulating the cell cycle will render the 

cell more proliferative. If the latter is not dealt with, then mutations accumulate exponentially as a 

result of uncontrolled division which further drives carcinogenesis (Collins et al., 1997). Much of 

the cell cycle machinery is located on centrosomes (Dodson et al., 2012; Astuti and Gabrielli 2011; 

Bouche et al., 2008; Lammer et al., 1998), also DNA damage checkpoint control (Grallert et al., 

2013; O’connell et al., 1997; Saini et al., 2015; van Gugt et al., 2004), which is closely tied to cell 

cycle control as depicted later in this study. Centrosomes, as well as their microtubule nucleating 

activity, also act as a scaffold for cell cycle machinery (Lin et al., 2022). As a result, here it is 

hypothesized that amplified centrosomes will change the rates of the cell cycle phases. Thus, so 

far it appears that for a cell to have multiple centrosomes it must have undergone an unknown 

Figure 1.1: The scheme representing the areas of focus of this study. The link between KIFC1 and centrosomes is well 

established, but in this study the link between KIFC1 and cell cycle and the link between centrosomes and the cell cycle 

will be examined. 

Known Minor 

evidence  

Not known 
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type of deregulation first, which must have included KIFC1 overproduction. Eventually, 

centrosomes have amplified themselves leading to a cell having multiple centrosomes, but since 

KIFC1 has been already upregulated, the cell has avoided aneuploidy. As a result, the cell cycle 

may have been accelerated both due to KIFC1 and multiple centrosomes being present.  

Figure 2: 

 

 

 

 

 

 

1.2: KIFC1: 

KIFC1 itself is a member of the kinesin 14 family. It has homologous proteins in other species such 

as D. melanogaster Ncd, X. laevis XCTK2, S. cerevisae Kar3, M. musculus KIFC1, A. thaliana ATK5, S. 

pombe Pkl1. It has a C-terminal domain which is also called the head domain. The head domain 

has an ATP-binding site and a microtubule-binding site. The N-terminal tail contains the nuclear 

localization sequence and also contains a microtubule-binding site. The head domain connects to 

the neck which then connects to the central coiled-coil stalk which is connected to the N-terminal 

Figure 1.2: The development of centrosome amplification. Centrosome amplification on its own will either result 

into aneuploidy or cell death (Sabat-Pospiech et al., 2019). However, if KIFC1 is present the latter is prevented. Not 

in every case of KIFC1 upregulation the mechanism is known, hence a direct connection between KIFC1 and damage 

is portrayed. KIFC1 can be upragulated by ANCCA or Cux1 pathways (Sansregret et al., 2011). 
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domain. The protein dimerizes via the coiled-coil stalk (Xiao and Yang, 2016 ; She and Yang, 2017).

 

 

 

While KIFC1 is on the microtubules, it moves towards the minus ends which are capped with 

gamma-tubulin at the centrosome. KIFC1 can also locate centrosomes through binding Cep215 

centrosomal receptor and is held at centrosomes by being bound to CEP215. Cep215 double 

knockout cells show lower quantities of KIFC1 on centrosomes and results in centrosome 

displacement (Lawrence et al., 2004; She and Yang, 2017). 

KIFC1’s normal functions are organelle and vesicle trafficking (Nath et al., 2007); oocyte 

development (Hall et al., 2007); spermatogenesis (Yang and Sperry, 2003), and double-stranded 

DNA transporting and trafficking (Farina et al., 2013). Xiao and Yang (2016) have shown that KIFC1 

is dispensable in human adults and thus is a promising drug targets. KIFC1 clusters centrosomes by 

binding two microtubule streams near chromosomes on each end of itself and then moves 

towards the minus-ends forcing the centrosomes to get close (Sabat-Pospiech et al., 2019). 

 

1.3 KIFC1 and the link with the cell cycle: 

Pannu et al., (2015) describe that KIFC1 is usually elevated in cancer cells due to either gene 

amplification or translocation. Subsequently, elevated KIFC1 resulted in higher Cdk1 activity and 

some other advantages for the cancer cells other than the clustering of centrosomes. For example, 

cell cycle events have been found to have accelerated slightly before the peak of Cyclin B levels. 

Another effect of KIFC1 was that Mad1 and Mad2 spindle checkpoint protein ratio has been 

changed, likely through the KIFC1’s ability to bind importins (Pannu et al., 2015). Lastly, they have 

found that KIFC1 overexpression co-occurs with several cell cycle proteins such as Hif1a, Mad1, 

Survivin, Cyclin B, and Aurora B. 

Figure 1.3: The structure of KIFC1 visualised. The tail domain microtubule binding site is not mobile and it functions 

to prevent the protein from leaving the microtubules while the head domain moves along the mirotubules (She and 

Yang, 2017). 
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Looking further into the elevated expression of KIFC1, the Cut homeobox 1 (Cux1) transcription 

factor is thought to be a cause of KIFC1 overexpression (Sansregret and Nepveu, 2008). Goulet et 

al., (2004) explain how a specific isoform of of Cux1 is produced in cancer cells without an 

autoinhibitory domain. The cause of this isoform is due to a short isoform of a Cathepsin L protein 

of a Ras oncogene causing a downstream AUG translation of cathepsin L (Goulet et al., 2007). The 

short isoform of Cux1 shows stronger DNA binding resulting in the higher expression levels of 

various kinesins including KIFC1. Cdc25A can increase the transcriptional activity of Cux1 by 

dephosphorylating it increasing its binding to DNA (Sansregret et al., 2011).  

The survival of centrosome amplified cells has been shown to become dependent on the presence 

of KIFC1 (Patel et al., 2018), meanwhile KIFC1 levels have been already shown to become elevated 

in certain lines of cancer cells. Patel et al., (2018) have found that 13 genes are co-upregulated 

with KIFC1 and are involved in cell cycle regulation, DNA damage response pathway, and mitosis. 

This shows that together with KIFC1 there may be faults in the indicated systems. Furthermore, 

they have shown that one of the transcription factors involved in KIFC1 expression (E2F8) also 

expresses cell cycle and mitosis genes (MYBL2, FOXM1, TTK, NUF2, MASTL). As a result, it is also 

possible that cell cycle machinery may be coincidentally affected by KIFC1. 

So far it has been shown that the G2 and M phases (Pannu et al., 2015) and the S-phase of the cell 

cycle (Wei and Yang., 2019) are affected by KIFC1, while Patel et al., (2018) have shown 

that KIFC1 overexpression co-occurs with several cell cycle genes. The latter may explain why 

KIFC1 abnormalities may be linked to the cell cycle. However, whether KIFC1 overexpression is 

required for cancer cell survival is unknown. It is also unknown if centrosomes have been 

amplified due to faults in cell cycle machinery due to them being closely tied to the cell cycle (Lin 

et al., 2022). Either way, an increased number of these cell-cycle machinery-bearing entities will 

likely affect the cell-cycle events in addition to KIFC1 potentially accelerating cell cycle phases. In 

this study, using fluorescent cell cycle phase markers, the effects of the inhibition and degradation 

of KIFC1 on the lengths of the cell cycle phases G1 (represented by CDT1) and S to Anaphase 

(represented by Geminin) were tested. 
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1.4 KIFC1 as a drug target: 

As stated previously, KIFC1 is a promising drug target due to its functions being dispensable in an 

adult human. AZ82 (Wu et al., 2013), CW069 (Sekino et al., 2019), and Monastrol (Ali et al., 2024) 

are the known KIFC1 inhibitors. 

However, AZ82 is of special interest, since a KIFC1-PROTAC (PROTAC stands for proteolysis 

targeting Chimera) degrader used in this study (developed in the Fielding lab, Lancaster University) 

is a derivative of the AZ82 inhibitor. The principle of how PROTAC degraders work is described by 

Bekes et al., (2022). PROTAC consists of two ligands joined together. One ligand binds the protein 

of interest and the other binds E3 ubiquitin ligase. This causes ubiquitylation of the protein and its 

degradation by the proteasome. In the case of KIFC1 PROTAC, AZ82 is joined to a ligand that binds 

the E3 ubiquitin ligase Cereblon. AZ82 is a small-molecule, phenylalanine-derived inhibitor and 

binds to the KIFC1-microtubule complex. It binds to the active site of the KIFC1 ATPase domain and 

subsequently prevents the ability of KIFC1 to move along microtubules from the chromosomes 

towards the minus-end/centrosomes, and as a result, centrosomes will remain unclustered, 

forming multipolar spindles and resulting in apoptosis or aneuploidy-based death (Wu et al., 

2013).   

 

1.5 Centrosome assembly: 

KIFC1 does not cause centrosome amplification, but enhances the likelihood of cell survival with 

centrosome amplification. It is not known what causes centrosome amplification in specific cases, 

but any step within the duplication pathway can become defective causing it. PLK4 is often 

referred to as the central molecule around which the growth of new centrosomes revolves, 

including those that are amplified (Cotee et al., 2017; Lin et al., 2022; Sabat-Pospiech et al., 2019). 

PLK4 is the first visually distinguishable protein to perform the first microscopically observable 

shape changes upon the assembly of a daughter centriole (Cotee et al., 2017; Lin et al., 2022; 

Sabat-Pospiech et al., 2019). As a result, Brownlee et al., (2011) have found that Plk4 stabilization 

through prevention of autophosphorylation of a phosphodegron induces centrosome 

amplification. Park et al., (2019) have found that Polo-like kinase 4 contains a polo-box 2 which is 

critical to generate the PLK4 dot on the mother centrosome wall. Park et al., (2019) explain that 

the first morphologically noticeable change in the formation of a new centriole is the movement of 
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PLK4 from around the mother centriole wall into one specific part of the wall. This is also known as 

loss of asymmetry, PLK4 ring-to-dot formation, and PLK4 condensation. The latter is triggered by 

the autophosphorylation of PLK4 in the Cryptic polo-box (CPB). Polo box 3 of PLK4 then binds 

Stil/ANA2 allowing PLK4 to phosphorylate them starting the formation of the cartwheel of the 

centrosome. Park et al., (2019) have looked into the structure of the cryptic polo box (Polo boxes 1 

and 2) in PLK4 to discover 8 potential phosphoclusters, of which the 3rd was found to be the one 

phosphorylated most likely by PLK4 itself initiating cartwheel formation. The figure below portrays 

the structure of PLK4. 

 

 

 

 

 

The assembly of a daughter centriole begins with the formation of a PLK4 spot on the wall of the 

mother centriole which is recruited by Asl (Dzhindzhiev et al., 2010). CEP152/Asl, CEP192/SPD-2 

CEP57, and CEP63 reorganize PLK4 from around the centriole to a single spot (Jana, 2021). PP2A 

stabilizes PLK4 during M phase, restricting its activity (Brownlee et al., 2011). The formation of the 

cartwheel structure initiates when Plk4 plaque is is formed on one spot of the centriole wall. 

Cartwheel begins to be built when PLK4 recruits ANA2/STIL, phosphorylating the latter causing 

SAS-6 recruitment. PLK4 also initiates centrosome assembly by FBXW5 inactivation (SCF 

component which degrades SAS-6) (Puklowski et al., 2011). 9 SAS-6 homodimers oligomerize into 

higher-order ring structures forming the central HUB of 18 juxtaposed N-terminal domains and 9 

extending spokes, each composed of a pair of coiled coils. Spokes connect to the pinhead which 

itself connects to the A-microtubule. Furthermore, SAS-6, STIL/ANA2, and CEP135 form the central 

hub of the cartwheel and stalks, which connect to pinhead proteins. Inside the central hub of the 

cartwheel are the cartwheel inner densities (CID), which are also 9-fold symmetric (Fu et al., 2015). 

Figure 1.4: The human structure of PLK4 and the eigth phosphoclusters of PLK4 (Park et al., 2019). 

Phosphoclusters are CTD residues of PLK4, which by mass spectrometry were identified to be phosphorylated 

sites. PC3 has been identified to be the phosphorylation required for catalytic activity as SDS-PAGE results have 

shown that it has migrated the same distance as the K41M catalytically inactive mutant. This suggests that PC3 

is involved in controlling the autophosphorylation state of Plk4 in cohort with K41 through conformational 

changes. PC3 itslef is also phosphorylated by K41 (Park et al., 2019). 
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Cartwheel inner densities, the Central hub, and the spokes stack together to make the full 

structure. PLK4 then phosphorylates  STIL/ANA2 which stabilizes all of the proteins. On the 

peripheral regions of the cartwheel, SAS-4 and CTD of SAS-6 recruit A-tubules thus starting the 

growth of centriole triplets from gamma tubulin ring complexes. CP110-CEP97 restricts elongation 

at the distal end (Jana, 2021). The figure below portrays the inside of a centrosome. 

 

 

 

 

 

 

 

 

 

Figure 1.5: The 3D structure of centrosome and its cartwheel. In the middle of the cartwheel are the SAS-6, STIL, 

CEP135 proteins. Sas-6 homodimerise to form structure with space in the middle containing cartwheel inner 

densities (CIDs). Towards NTD, SAS-6 extends forming spokes. Spokes connect to pinhead and pinhead connects to 

microtubules. The A-microtubule consists of 13 protofilament streams, while the subsequent microtubules overlap 

with each other containing only 10 protofilament streams, while the other 3 are compensated through the overlap. 

The C microtubule connects to another triplet;s A-microtubule through the A-C linker . Image from Guichard et al., 

(2013). 

 

 

SAS-6 (N-Terminal domain) 

Pinhead 

A-microtubule 

C-microtubule 

B-microtubule 

SAS-4 (connects to A-

microtubule and Pinhead) 
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1.6 Centrosome structure: 

Centrosomes structure even though is complex, it is yet well conserved and organised. The ability 

to scaffold cell cycle proteins may lie in the precise nature of the microtubules being able to gather 

the pericentriolar material around, part of which might just be cell cycle machinery (Fu et al., 

2015; Lin et al., 2022; Jana, 2021). A mature centrosome contains two orthogonally arranged 

centrioles, which are surrounded by pericentriolar material. Centriole has a diameter of 25nm and 

a length of up to 500nm. It exhibits proximal to distal polarity. In humans, centriole is made up of 9 

triplet microtubules, where each triplet is made of one complete microtubule consisting of 13 

protofilament streams and two microtubules with 10 protofilament streams each because B and C 

tubules share 3PF streams with A and B tubules respectively, as shown in the figure below 

(Bettencourt-Dias and Glover, 2007): 

 

 

 

Each protofilament stream consists of an array of alpha and beta tubulins. A and C microtubules  

of adjacent triplets are connected by a protein called the A-C linker. Adjacent triplets are twisted 

by 110 degrees, but this angle is inconsistent along centriole length (Jana, 2021). 

Centrioles begin to grow a daughter centriole at a 90-degree angle to their walls at the G1/S 

transition. At this point of the cell cycle, there is one centrosome, and two centrioles (connected 

by a flexible linker), and each centriole begins to grow a daughter centriole (Bettencourt-Dias and 

Figure 1.6 : Centriolar triplet. 9 such units arranged into a circle make up a centriole. 

The microtubule with 13 protofilament stream is called the A-tubule, the one 

adjacent to it is the B-tubule, and the upper most one is the C-tubule (Bettencourt - 

Dias and Glover, 2007). Image from Childs Gwen (2014). 

13PF streams 

10PF streams 

10PF streams 
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Glover, 2007). The figure below portrays the latter:

 

 

The newly developing daughter centriole is already embedded in the pericentriolar material matrix 

as it starts growing since the mother centriole is embedded in it before hand (Jana, 2021; Woodruf 

et al., 2014). The growth of the pericentriolar material happens during interphase and mitosis. 

During the interphase, pericentrin and Asterless (Asl) accumulate in the pericentriolar material, 

while during mitosis Cep192, CDK5RAP2 and γ-tubulin accumulate (Fu et al., 2015). Only four 

proteins are required for the mitotic maturation of pericentriolar material: PLK1, AURKA, Cep192, 

and CDK5RAP2 (Dobbelaere et al., 2008), altough this study was done on a fly model. Aurora 

Kinase A and Polo-like kinase 1 (Asteriti et al., 2015) are required for the mitotic maturation of the 

pericentriolar material. During interphase, pericentrin accumulates and forms the bulk of the 

scaffold (Lee and Rhee, 2011; Jiang et al., 2021). 

PCM is divided into two zones (1 and 2): Zone 1 contains PCNT, CEP57, CEP63, CPAP/SAS4 

CEP295/ANA1, CEP44, etc.. and is close to the centriole wall. Zone 1 then functions to recruit 

components to Zone 2 which serves to nucleate microtubules (Woodruf et al., 2014).  Zone 1 and 

Zone 2 proteins are not necceserilly mutually exclusive, since during the duplication of the 

centrosome and its splitting, some matrix is always passed to the new centrosome (Fu et al. 2015; 

Ganem et al., 2009; Cotee et al., 2017). 

Figure 1.7: The centrosome duplication cycle. At 

G1/S transition an orthogonally arranged 

procentriole is assembled at the proximal end of 

pre-exisitng centriole. During S and G2, each 

procentriole remains engaged with its parent 

centriole and elongates up to 400nm. At the end 

of G2, the centriole linker between two parental 

centrioles is severed allowing the two 

centrosomes, each with a pair of orthogonally 

arranged centrioles to separate and govern 

mitotic spindle formation. During mitosis, each 

newly formed centriole disengages from parent 

centriole, but remains linked by the flexible linker 

(Jana, 2021). After centrosome duplication during 

S phase, the centrosome is still considered as one 

centrosome, regardless of the fact it has two 

centrioles. After the disengagement in G2/M 

transition, two separate centrosomes are seen 

(Dobbellaere et al., 2008). Image from Jana 

(2021). 
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During interphase, the proteins of PCM are distributed in organized structures of a certain size 

spanning away from the centriole (100nM). Some of these proteins include CDK5RAP2, 

pericentrin, and CEP152. Their structure is lost during metaphase. Pericentrin is thought to be the 

determinant of the size of the inner layer or Zone 1 (Gopalakrishnan et al., 2011). The exact 

canonical sequence of protein assembly and the list of proteins in the inner layer of PCM is not 

known. Expansion of the PCM during mitosis happens through microtubule-associated proteins 

and microtubule nucleating proteins. The most notable two are Polo-like kinase 1 (PLK1) and 

Aurora Kinase A (AURKA) (Dobbelaere et al., 2008). PLK1 substrates are pericentrin, Cnn, SPD-5. 

Aurora Kinase-A is responsible for further PCM maturation (Sumiyoshi et al., 2015). Due to 

Pericentrin representing the growth of the centrosomes (Fu et al., 2015), forming the bulk of the 

centrosomal scaffold (Lee and Rhee, 2011; Jiang et al., 2021; ), being a determinant of the size of 

PCM (Gopalakrishnan et al., 2011), it was used here to represent centrosomal parameters (size 

and maturity in chapter 5). The parameters were compared with cell cycle parameters described 

later and are hypothesized to show correlations due to centrosomes housing cell cycle proteins 

(Lin et al., 2022) and being controlled by them (Dobbelaere et al., 2008). Pericentrin is a direct 

substrate of PLK1 (Dobbelaere et al., 2008), creating a direct link between cell cycle machinery and 

centrosome size/maturity strongly suggesting that centrosome amplification might correlate with 

PLK1 changes irrespective of which one of the two is a cause and consequence of each other. 

 

1.7 The link between centrosomes and the cell cycle: 

Once the centrosome is functional and contains the pericentriolar material, the centrosome is a 

scaffold for the events of the cell cycle on the PCM (Lin et al., 2022) The pathway of the G2/M 

transition is centralized around centrosome with the different pathways converging to proteins 

located on the centrosome (Cazales et al., 2005; Vigneron et al., 2018; Lin et al., 2022). These 

events lead to the activation of Cdc25 phosphatases and inactivation of Wee1 and Myt1 kinases to 

activate the mitotic Cyclin B-CDK1. In simple terms, initially, Cyclin B binds with CDK to form Cyclin 

B-CDK1 complex. Then, CDK activating kinase (CAK) phosphorylates CDK2 T-loop at a conserved 

threonine (160) for initial activation (Kaldis et al., 1998). Finally, Cdc25C phosphatase and 

Wee1/myt1 kinase activities are activated and inhibited respectively to ensure full activation of 

the Cyclin-B CDK complex (Potapova et al., 2011). 
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It is not known what is the cause of centrosome amplification, but it is known that their 

duplication is closely tied to the cell cycle (Fu et al., 2015). At the same time, the centrosome has 

been proposed as a cell cycle regulator (Lin et al., 2022; Gönczy et al., 2015). For example, Aurora 

A kinase and PLK1 function in the growth and maturation of the pericentriolar material (Jana, 

2021), while centrosome is a scaffold for other cell cycle proteins. Moreover, Lin et al., (2022) 

describe how multiple proteins are recruited on the centrosome including CDK1, before the entry 

into the G2 phase, and there, active Cyclin B1-CDK1 complex is first seen. Boutros et al., (2007) 

show that Cdc25B, an activator of mitotic CDK1, is phosphorylated by kinases responding to 

environmental cues, such as Chk1 and pEG3 on centrosomes, inhibiting the Cdc25B phosphatase 

and thus preventing mitotic entry. Aurora A kinase phosphorylates Cdc25B on S353 on 

centrosomes activating it (Lindqvist et al., 2009). Aurora-A itself is associated with centrosomes 

and is crucial for mitotic entry (Dodson and Bayliss, 2012). The activation of Aurora A kinase by 

multiple proteins occurs on centrosomes, which almost act like a scaffold: CEP192, Ajuba, Bora, 

Nucleophosmin, ILK, TACC3, and Arpc1b, while FBXW7 localizes on centrosomes in late G2 to 

degrade Aurora A kinase (Lucie et al., 2017). Cdc25C, another phosphatase required for mitotic 

Cdk1 activation, downstream of Cdc25B is located and activated on centrosomes. Multiple 

phosphorylations of Cdc25C occur on centrosomes, including T67 (Franckhauser et al., 2010). 

Interestingly, Brca1, a protein involved in DNA damage repair, when inactive is held on 

centrosomes through the interaction with gamma-tubulin (Hsu, 2007). Chk1 must be localized on 

centrosomes for it to function properly: cells deficient in centrosomal proteins PCNT, MCPH1, and 

CDK5RAP2 result in Chk1 not being recruited on centrosomes and thus being dysfunctional (Lin et 

al., 2022). Cdc25A is another phosphatase important in the pathway of cyclin B-CDK1 activation 

and is phosphorylated by Chk1 on S123 on centrosomes targeting it for degradation and avoiding 

mitotic entry in the presence of DNA damage (Zhao et al., 2002). Mutants of S123 of Cdc25A 

promote centrosome amplification (Zhao et al., 2002). Cdc14 is kept on centrosomes during 

interphase, when active it downregulates Cdc25A (Vazquez-Novelle et al., 2010). PLK1, a major 

regulator of mitotic entry is likewise held on centrosomes and is found colocalized with cell cycle 

proteins such as Cdc25 phosphatases (Watanabe et al., 2005). PLK1 being on the PCM recruits 

other PCM proteins required for microtubule nucleation (Colicino and Hehnly, 2018). There are 

many other cell cycle events occurring on centrosomes, there will be more information about the 

cell cycle events and chronology later in this study. 
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On the other hand, the centrosome is also controlled by the cell cycle, as Cyclin E-Cdk2 controls 

the assembly of the daughter centriole at the start of the S phase (Fu et al., 2015). Nucleophosmin, 

being a component of PCM is phosphorylated by CDK2. Cyclin A promotes Orc1 recruitment to 

centrosomes where it prevents cyclin E-dependent reduplication of centrioles. p53 and SAPKKKs 

have also been implicated in linking cell cycle machinery to centrosomes, but the link is not fully 

established (Fu et al., 2015). The exact structure of the centrosome is complicated and how it is 

being built in cohort with the cell cycle is unknown. PLK4 is the initial building block of a new 

centriole, but it is not entirely known how the cell cycle regulates the initial assembly of the 

centrosome from around the mother centriole walls to a single spot (Park et al., 2019; Ganem et 

al., 2009). However, the events of the cell cycle are well studied and are presented below for the 

purpose of linking the centrosomes to the cell cycle: centrosome duplication is controlled by the 

cell cycle through PLK4 condensation, but here it will be studied whether amplified centrosomes 

affect the cell cycle, knowing that they act as cell cycle regulators (Lin et al., 2022). 

 

 

1.8 The cell cycle: 

G2/M transition is of special interest, since it appears to be tightly controlled by centrosome-

localized events (Lin et al., 2022). It is important to understand the events of the G2/M transition 

for the purpose of choosing a respective set of antibodies to examine the effects of centrosome 

amplification on the kinetics of the cell cycle. These antibodies must be cell cycle regulatory 

proteins and either be linked with centrosomes, located on centrosomes, or regulated by the 

centrosomes. Providing a pathway for the G2/M transition will provide understanding of the 

systemic context of the chosen proteins. 

The decision to enter mitosis culminates with the activation of the Cyclin B-CDK1 complex through 

a positive feedback loop where Wee1 and Myt1 CDK1 inhibiting kinases are inactivated and 

Cdc25C phosphatase is activated by the cyclin B-CDK1 complex (Desai et al., 1995). The complexity 

of the latter events increases exponentially when attempting to understand the upstream events. 

For example, the regulation cyclin B and CDK1 expression and complex formation, then 

subsequently, the regulation of the formation of CDK-activating kinase CAK which phosphorylates 

CDK1 on T161 (Coulonval et al., 2011) allowing the Cyclin B-CDK1 complex formation.  
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The regulation of CDK1 activity by CAK and Wee1 kinases, as well as the activity of the CDC25C 

phosphatase in more detail is overviewed in the results section. 

Cyclin B is synthesized during the S and G2 phases of the cell cycle and it eventually reaches a 

certain threshold level where it can bind CDK1 in a regulated manner (Barbiero et al., 2022). Cyclin 

B potential transcription factors are MyoD (Ishibashi et al., 2005), and E12-E47n (Beck et al., 2009) 

NF-Y (Park et al., 2007), SP1 (Chuang et al., 2012) due to E-box sequences (CACGTG) and USF 

(Cogswell et al., 1995). These transcription factors were speculated to become activated in 

previous cyclin-dependent pathways (Landry et al., 2014). Cyclin B is expressed in a cell cycle-

dependent manner through the use of alternative transcription start sites (Mouawad et al., 2020). 

Lastly, FoxM1 was shown to be able to transcribe cyclin B in a timely manner (Laoukili et al., 2005), 

which is potentially activated by PLK1 as explained previously. CDK1 on the other hand is kept at 

constant levels throughout the cell cycle through coordination of its synthesis and degradation. As 

the cell grows, CDK1 concentration must be maintained, thus it is being synthesized (Gavet and 

Pines, 2010). CAK is composed of Cyclin H, Mat1, and CDK7. Once assembled they form the active 

CAK1 which operates in a positive feedback loop with the cyclin B-CDK1 complex in the nucleus 

(Sava et al., 2020). Coulonval et al., (2011) explain the coupling of the two inhibitory 

phosphorylations of CDK1 (T14 and Y15) with the activatory T161 phosphorylation and have 

concluded that these phosphorylations are precisely timed due to them affecting the ability of 

cyclin to bind CDK1. For example, T161 phosphorylation must be timed exactly when cyclin B binds 

the CDK, etc… The removal of the two inhibitory phosphates on CDK1 residing on T14 and Y15 is 

accurately timed with the latter. Cdc25A,B and C phosphatases are dependent on Chk1 activity 

drop (Gardino and Yaffe, 2011), which must be coordinated with PLK1 activity to remove 14-3-3 

proteins (Jaiswal et al., 2024); to control cyclin B movement into the nucleus (Jackman et al., 

2003). Lastly, Wee1 activity must be inhibited in cohorts with the latter (Potapova et al., 2011), 

which also appears to be dependent partly on Chk1 (Gardino and Yaffe, 2011). There are many 

other proteins involved in the pathway of cyclin B-CDK1 activation, but due to their complexity of 

it, systemic tools are more practical than journal articles. 

The exact role of each protein in G2/M transition is not fully known – proteins are not mutually 

exclusive for a specific pathway e.g. Cdc25C activiation or PCM expansion. Instead stress pathway, 

perpetual cell cycle machinery and DNA damage pathway appear to be largely interlinked. As a 

result, this study provides a sysgtemic overview of each protein to be able to judge its role in the 3 
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pathways and determine its suitability for immunofluorescent antibody testing. A ‘suitable’ 

protein in this study is one that participates in all 3 pathways in addition to centrosomal dynamics. 

In the current study, using online tools, the proteins of interest were identified. Potential 

candidates are Aurora Kinase-A, CDC25 phosphatases and 14-3-3. In cases where a phenomenon is 

attempted to be examined through the understanding of its component parts, it is called 

reductionism. However, in the case here, the role of each protein in the cell cycle has been 

examined through its interactions with other proteins, which is a holistic approach, often used in 

systems biology (Mazzocchi, 2012). The identified proteins were subjected to further analysis to 

test how their parameters and dynamics are affected by the amplification of centrosomes using 

fluorescent antibodies. 
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Chapter 2: Methods 

2.1 Pathway construction of the G2/M transition: 

G2/M transition needs to be visualized in detail because later in this study, the kinetics of key 

G2/M transition proteins have been tested. The proteins to be determined must be both 

participants of the cell cycle kinetics and centrosome kinetics or growth. To determine the 

regulatory proteins and their position in the cell cycle, systematic tools have been utilized and are 

explained below. 

 

The platform Visant (Granger et al., 2016) provides directly interacting proteins for the protein of 

interest. Reactome (Gillespie et al., 2022) database shows the protein interactions in the context 

of pathways. Pathcards (Belinky et al., 2015) show the list of pathways and processes in which the 

protein is involved. Lastly, the STRING database (Szklarczyk et al., 2021) shows specific interactions 

of queried protein or a gene and the type of interaction. 

The process of construction of a pathway goes as follows: 

1. The initial proteins are subjected to VisANT from the information presented in the 

literature described in the introduction. 

2. Visant (Granger et al., 2016) was used to visualize the interactions of the mentioned 

proteins. Furthermore, additional proteins have been visualized which act as nodes. Nodes 

are proteins not mentioned in the literature but are connected to one or more different 

proteins that are already in the Visant platform i.e. proteins from the literature. Therefore, 

nodes serve as bridging molecules between other proteins or can be new proteins within 

the diagram. In this study, the 4 degrees of separation method is used which means that 

known proteins can be connected by not more than 4 nodes to be considered. If a node is 

not bridging two proteins, 4 degrees of separation still applies to it from the original 

protein. 

3. Reactome (Gillespie et al., 2022) is used to confirm or deny the node’s involvement in the 

pathways of interest through the subjection of the node’s of interest direct interactors 

determined by VISANT as a query to the search engine of Reactome. If the 

overrepresented pathways involve relevant pathways, then the protein is considered as 
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part of the pathway. Overrepresentation is concluded by a mathematical calculation 

where the proportion of genes related to the query and subject exceeds the proportion of 

such genes to be randomly expected (Fabregat et al., 2017). 

4. Pathcards (Belinky et al., 2015) are then used to check if the nodes connecting the cell 

cycle proteins from literature, when queried, do come up with respectable pathways in 

the results. The pathways of interest are DNA damage, environmental stress, and cell cycle 

control. If the top relevance score involves either cell cycle, DNA damage control, or stress 

pathway the protein is not filtered out. Otherwise, it is filtered out. In case pathcards 

results are vague, NCBI description in Genecards (Stelzer et al., 2016) is considered to 

judge proteins' involvement in cell cycle, stress, or DNA damage checkpoint regulation. 

5. In the final pathway, if any protein contains an interactor that does not bridge into 

another protein, but is of relevant pathways determined by the tools above, it is included 

in the diagram. As a result, these nodes are only connected once to another protein in the 

final pathway diagram. 

 

The reason why proteins involved in cell cycle, stress pathways or DNA damage checkpoint 

pathways are kept is because these are the main pathways regulating entry into mitosis 

through the active Cyclin B-CDK1 formation. The proteins (described in literature review) 

initially subjected to VisANT all stem from any of these 3 pathways. As a result filtering out any 

protein but not such that is involved in these pathways would hypothetically provide a 

functional set of interactions. 

Below is an example of the workflow described above to find the potential mechanism of 

KIFC1 involvement in the cell cycle. 

The literature presents KIFC1’s involvement in the cell cycle (Pannu et al., 2015; Patel et al., 

2018; Wei et al., 2019). The proteins of the cell cycle mentioned in the literature review are 

subjected to VISANT. KIFC1 is also subjected to VISANT. 
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The figure below portrays KIFC1 with direct interactions:

 

 

Visant shows 4 direct interactions which are recognized in the Pathcards (Belinky et al., 2015) 

database. The proteins are RNF169, CXXC1, CCDC8, RG9MTD1. As of so far, none of these proteins 

show direct interactions with cell cycle proteins such as CHK1, CHK2, AURKA, CDC25A, B, C, CCDC1, 

PLK1, CDC14, etc. However, it is possible that any direct interactor of the KIFC1 direct interactors 

may connect to one of the aforementioned proteins. One possibility, for example, is KIFC1-CXXC1-

EP300-FoxM1. However, it still needs to be tested whether these interactions are meaningful, 

since for example, coprecipitation experiments cannot assure a pathway from such results. 

The direct interactors of KIFC1 and KIFC1 itself are then subjected to the reactome analysis tool. 

To see if they project into any relevant pathway. Relevant Reactome output consists of Cell-cycle, 

responses to stimuli. The total number of pathways that were overrepresented was less than 20. 

The figure below portrays the Reactome output which connects KIFC1 to the cell cycle pathway: 

 

 

 

Figure 2.1: Example output from Visant (Granger et al., 2016), displaying direct interactors of 

KIFC1.  
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The connection of KIFC1 with FoxM1 goes as mentioned previously: KIFC1- CXXC1 – EP300 – 

FoxM1. EP300 is an additional node bridging CXXC1 to FoxM1. But now that Reactome has shown 

an overrepresentation of genes for these pathways, it can be a lot more likely that KIFC1- CXXC1 – 

EP300 – FoxM1 is a pathway. 

Subsequently, Pathcards are used to evaluate the relevance of CXXC1 in the cell cycle, stress, and 

DNA damage checkpoint pathways. Since these pathways are not mutually exclusive, one of them 

in the Pathcards output is considered to be a pass, even if the Reactome output included the Cell 

cycle pathway, but not the environmental stress/cellular responses pathway. 

 

 

 

 

 

 

 

Figure 2.2: Reactome pathway overrepresentation output (Gillespie et al., 2022). Reactome output of KIFC1 direct 

interactors and KIFC1 includes G2/M transition event where FoxM1 transcription factor, which is involved in transcription 

of cyclin B and is also activated by AURKA and PLK1, binds Cdc25A promoter. Cellular responses to stimuli was also a 

pathway overrepresented by the direct interactors of KIFC1. 
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Figure below shows an example output in Pathcards for the protein CXXC1.  

 

 

 

 

 

 

CXXC1 as a result passes the pathcards filtering to confirm that KIFC1 may be involved in the cell 

cycle through the CXXC1 protein. Pathcards result for EP300 recognized as P300 shows that it is 

involved in transcription and transcription regulation. Upon further inspection, GeneCards (Stelzer 

et al., 2016) describe it as important in many processes, two of which are cellular proliferation (cell 

cycle) and response to hypoxia (Stress). 

The same analysis has been performed for all of the cell cycle, stress, and DNA damage checkpoint 

proteins to bridge them together or are linking nodes, and form a pathway which is then 

evaluated by the PathCards database as explained above. 

 

 

 

Figure 2.3: The highest relevance score (0,632) involves two relevant pathways: Cellular responses to stimuli and unfolded 

protein response. Relevance score is also known as the similarity index. It is obtained by calculating the Jaccard coefficient: 

The number of genes for the protein of interest (CXXC1)  which are common with any other pathway outputted divided by 

the combined number of genes in protein of interest and in the pathway, but without the overlapping genes. It can be 

depicted as: 
𝐶𝑜𝑚𝑚𝑜𝑛 𝑔𝑒𝑛𝑒𝑠 𝑓𝑜𝑟 𝑝𝑟𝑜𝑡𝑒𝑖𝑛 𝑜𝑓 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝑎𝑛𝑑 𝑝𝑎𝑡ℎ𝑤𝑎𝑦 

𝑡𝑜𝑡𝑎𝑙 𝑝𝑟𝑜𝑡𝑒𝑖𝑛 𝑜𝑓 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝑔𝑒𝑛𝑒𝑠+𝑡𝑜𝑡𝑎𝑙 𝑝𝑎𝑡ℎ𝑤𝑎𝑦 𝑔𝑒𝑛𝑒𝑠−𝑐𝑜𝑚𝑚𝑜𝑛 𝑔𝑒𝑛𝑒𝑠 𝑓𝑜𝑟 𝑏𝑜𝑡ℎ
 (Belinky et al., 2015). 
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2.2 Cell Culture: 

Live cell imaging of the cell cycle using H2B-FUCCI2a stably transfected OMM2.3 cells.  

FUCCI construct: 

The H2B-FUCCI_2a OMM2.3 are stably transfected with the construct encoding the proteins 

mCerulean-H2B, mCherry-cdt1, mVenus-geminin. The mCherry is seen red and is bound to the 

destruction box domain of Cdt1. Cdt1 exists during the G1 phase of the cell cycle and is degraded 

during the rest of the cell cycle, thus it is seen as red during the G1 phase and represents the cell 

in the G1 phase. mVenus-geminin, just like geminin, is being synthesized during the S phase and is 

present until Anaphase, and shows up green under the fluorescent microscope during the period 

from S phase until anaphase. mVenus is bound to the destruction box domain of geminin. H2B is 

seen in cerulean color, localises to the nucleus, and is used for marking the cell locations so that 

the Trackmate plugin can always detect a cell from an H2B-derived channel and track the 

fluorescence of CDT1 and geminin of that area where cerulean H2B is present. OMM2.3 cells have 

been stably transfected with this construct. As a result, normal cells express both endogenous and 

exogenous Cdt1 and Geminin. Detailed explanations and uses of the construct are described by 

Mort et al., (2014). 

 

H2B_FUCCI2a_OMM2.3 cells (OMM2.3 cells a kind gift from Sarah Coupland, Liverpool. Stable 

transfections of H2B_FUCCI2a were performed in Fielding Lab, Lancaster) were grown in RPMI 

media with 10% FBS and 1% penicillin/streptomycin (p/s). To count the cells, they were trypsinized 

to remove them from the base of the flask and pipetted into a hemocytometer. 200µL cells were 

put into a hemocytometer with a cover slip on top. A hemocytometer square holds 100nL of 

liquid. Respective volume has been taken, for example in the case of recording cell cycle lengths, 

50 µL was used to obtain 5000 cells within a well. Once the cells had been transferred into the 

glass-bottomed wells, they were put into an incubator at 37oC , 5% CO2. Cells were left overnight. 

To confirm that the cells have stuck onto the bottom of the wells, a light microscope has been 

used. The inhibitor AZ82 at 1μM and the degrader PROTAC at 1μM have been pipetted into the 

wells just before the start of the recording.  
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The glass-bottomed wells were supplied with DMSO, PROTAC, and AZ82 as shown below: 

5000 cells 

DMSO  

5000 cells  

PROTAC (1µM)  

5000 cells  

AZ82 (1µM)  

  

 

 

 

Correleative Live cell and ImmunoFluorescence microscopy:  

OMM2.3_H2B-FUCCI2a cells were imaged as a timelapse on a Zeiss LSM880 confocal microscope 

with a Plan-Apochromat 20x/0.8 M27 objective. Cells were seeded into a glass bottom 24 well 

plate (P24-1.5P, Cellvis). During imaging, cells were maintained at 37°C and 5% CO2 using the 

TempModule S1 (800-450000, Pecon) and CO2 Module S1 (810-450001, Pecon). Cells were imaged 

every 15 minutes in three fields of view per treatment. A Focus Controller 2 (Zeiss) was used to 

ensure cells stayed in focus over the time series. 

After the 70-hour recording has been finished, cells have been fixed with methanol, which both 

fixes the cells and quenches the fluorsesence of the fluorescent protein conjugates (mCherry-

CDT1, mVenus-Geminin and mCerulean-H2B). Subsequently, the cells were labelled for 

immunorfluoesence imaging, with pericentrin and tubulin antibodies, as described below. The 

cells were brought back under the microscope, the same fields of view that had been used for live 

cell imaging retrieved, and were examined for centrosome amplification. The coordinates of each 

cell have been recorded to ensure that centrosome-amplified cells can be found in the recording 

file. For chapter 5, a different set of antibodies was used as described below. 

 

 

 

 

Figure 2.4: The arrangement of cells in a glass bottomed well. In the 24 well plate, 3 

wells have been occupied as shown in the figure. In each of the 3 wells, 3 positions 

have been recorded using the fluorescent microscope. To each well, 1 milliliter of cell 

culture media and 1 microliter of AZ82, PROTAC or DMSO was added as shown. 
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Immunofluoresence Microscopy: 

OMM2.3_FUCCI2a cells were plated onto 6 (for chapter 5) or 24 (for chapter 4)  well plates 

containing coverslips. The cells were in RPMI supplemented with 10% Fetal Bovine Serum and 

1%P/S. From the plates, media were removed and they were rinsed with PBS. Subsequently, 2mL 

of ice-cold methanol was supplemented to fix and permeabilize cells and then incubated at -20oC. 

Methanol was removed and 2000µL PBS was added to each well. For the first set of 

immunofluorescent antibodies, the methanol fixation was done immediately after the live cell 

imaging has finished. 

A blocking solution was made from 5% goat serum in PBS to a 4ml volume. Coverslips from the 6 

or 24 well plates have been placed on parafilm in an immuno-fluorescence tray. 200 µL blocking 

solution has been added to each coverslip and left for 30 minutes. To make the primary antibody 

solution, 0.2µL of each primary antibody was mixed with 200µL 5% goat serum. Subsequently, the 

blocking solution was removed from the coverslips and 200µL of primary antibodies were supplied 

onto each coverslip. The coverslips in the immunofluorescence tray have been incubated for 1.5 

hours at room temperature. After the incubation, the primary antibodies were removed and 

coverslips were rinsed three times with PBS.  

To prepare the secondary antibodies (goat), 2µL of each secondary antibody was mixed with 1mL 

5% goat serum to make a 1/500 dilution. Each antibody combination, containing anti-mouse, anti-

rabbit, and anti-rat antibodies was added onto each coverslip (200µL) and incubated at room 

temperature for 1h in the dark. Then the secondary antibody mix (unbound) was removed and 

coverslips were washed three times with PBS. 20µL of Mowiol/DAPI mix has been put onto the 

slides ensuring no bubble formation. Any excess liquids on the coverslips have been removed 

using a Kimi wipe. Coverslips have then been turned upside down and put onto the slides with 

DAPI and mowiol to put the cells into contact with DAPI and mowiol. Slides were allowed to dry 

and were imaged. 
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Figure below shows the primary antibody combinations. 

  1st primary 

(mouse)    

2nd primary    

(rabbit)    

3rd primary    

(rat)    

1  

  

Pericentrin (mo)  

1:1000  

pAurA (rb) 

1:1000    

Alpha-Tubulin (rat) 

1:1000    

2  Pericentrin (mo)  

1:1000  

pPLK1 (Rb) 

1:1000   

Alpha-Tubulin (rat) 

1:1000    

4  Pericentrin (mo)  

1:1000  

Aurora-A (Rb) 

1:1000   

gamma-tubulin 

1:1000 (rat)  

 

 

Antibodies used to determine centrosome status for cells whose cell cycle lengths are known: 

  2nd primary    

(rabbit)    

3rd primary    

(rat)    

1  

  

Pericentrin (rb) 

1:1000    

Alpha-Tubulin (rat) 

1:1000    

 

 

 

2.3. Data processing 

 Measuring the lengths of G1 phase and the S phase to Anaphase period: 

To measure the lengths of the cell cycle phases, cells were detected in Fiji using the Stardist plugin. 

Once they were detected, they were being tracked using the Trackmate plugin. The maximum 

frame-to-frame linking setting was set to 30 micrometers. After that distance, the cells are 

considered separate entities. The gap closing, between two cells was set to 30 micrometers. The 

Max frame gap was set to 5, which means after 5 or more frames of no detection, the cell within 

30 micrometers of the previous cell will be considered as a new cell. Track segment splitting – 15 

frames. When Trackmate is finished running, the following results window appears: 

Figure 2.4: The organisation of primary antibody mixtures for chapter 5. 3 different combinations of 

antibodies have been used as shown in the figure. These antibodies have been supplied onto the cover slips 

held in an immunofluorescence tray. 

Figure 2.4: The organisation of primary antibody mixtures for the chapter 4 data 

collection. These atibodies have been supplied into 24-well glass bottomed plate, 

after fixing with methanol. 
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Figure 2.5: The options window of the recording. Show entire tracks allows to see the 

movement of the cell throughout the recording. The “Tracks” option provides 

quantifiied information about the channels detected. The processing of images and 

recordings were performed on Fiji (Schindelin et al., 2012). 
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Upon selecting to show the “Tracks” table, the results show each cell in every frame. The figure 

below show the output table sorted by cells: 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.5: The output table with quantifiable details from each channel. The details from this window were 

sorted framewise to obtain the chronological order of fluorescence change from the CDT1 and Geminin derived 

channels. 
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Track ID represents an individual cell. The video is sorted by frames. The table also portrays mean 

fluorescence value of the cell per frame. Figure below shows the output table for signal intensities 

and a graph where signal intensities are plotted against time. 

 

 

 

 

Ussually, the plotted data may contain an outlier as seen from the figure above. Outlier is ignored 

if it does not affect the general trend obtained in the plot. 

Quantifying the fluorescence area of a channel : 

The acquisition is set to portray separate channels in separate windows. Figure 2.7 shows the 

green (pericentrin) channel, (figure 2.7, (1)). To deduce the area over which the channel covers the 

image, thresholding has been used. For every acquisition, a consistent thresholding setting has 

been utilized. The thresholding method is default, set to cover 0,75% of the pixels with value, the 

resulting pixels are shown in figure 2.7 (2). 

Figure 2.5: The output table column which represents fluorescence signal strengths and a plot against time.  The signal 

intensity values have been graphed with respect to time to observe the change in signal intensity. The start of a phase is 

considered when the fluorescence starts rising, for example from Geminin fluorescence, S phase begins at around minute 

900 and ends at around minute 1950. 
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Subsequently, the thresholded area is selected and a mask is created (figure 2.7 (3)).  Binary 

operations have been processed on the image in this order: Dilate, erode, open, fill holes, dilate, 

close, despeckle, and remove noise (> 10 pixels), (figure 2.7 (4)). The following mask has been used 

to create a selection of its area over the original image by edit – create selection on the mask and 

subsequently: edit–restore selection on the original image (figure 2.7 (5)). 

 

 

 

 

 

 

 

 

Figure 2.6: The thresholding setting. This setting has been used on every 

image to capture the signal that only represents centrosomal signal. 
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Now that the centrosome boundaries are set, the following quantifications have been performed 

on the original image: Area, mean gray value and integrated density. 

 

 

The same operations have been made for any other tested channel, for example, AURKA (red 

channel) of this acquisition. To deduce the area of other channel fluorescence, for example, 

AURKA area coverage, the same method has been utilized, just on the respective channel. 

Figure 2.7: Example workflow of obtaining the area for which parameters are calculated. To count centrosomes, as 

done for chapters 4 and 5, no image editing was required, as centrosomes are seen as discrete structures of respective 

fluorescent colour. 

Figure 2.8: The output parameter choices. 
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Chapter 3 Results:  

G2/M Pathway analysis: identifying centrosomal G2/M 

signalling indicators 

3.0 Introduction 

The purpose of the G2/M pathway construction is to understand the regulatory proteins of the 

pathway. The visualisation of the pathway allows to judge each protein’s functions and compare it 

with that of others. Once the key regulatory molecules are filtered out, their link with centrosomes 

is examined through the databases outlined in the method section and with the aid of literature. 

The pathway constructed here is branched into three parts as shown in the figure below. PLK1 and 

AURKA are two of the few proteins inclusive of all parts. 14-3-3 and the different variants are also 

involved in many pathways, but due to their lack of participation in centrosome dynamics, they 

were not chosen to set up antibodies against them. For the chosen proteins, the antibodies have 

been set up to examine their relationship with pericentrin. Polo-like Kinase-1 (PLK1) and Aurora 

Kinase-A (AURKA), in addition to their phospho-forms were the central proteins. 

The following figure portrays the G2/M pathway after expanding the pathway from literature 

review by using the systemic tools. 

 
Figure 3.10: The expanded G2/M transition pathway. The pathway can be divided into cell cycle machinery, stress, 

and DNA damage checkpoint control parts. Portrayed on Microsoft Whiteboard (Microsoft Corporation, 2023).. 

DNA damage 

checkpoint 

pathway 

Stress pathway  

Cell cycle/previous 

cyclin pathway  
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3.1 Overview of the pathway:  

PLK1 and AURKA function in the cell cycle homeostatic machinery, as described below. 

Aurora Kinase-A and PLK1 are essential proteins in the G2/M transition (Bruinsma et al., 2015). 

Both of these proteins function in multiple common pathways of the activation of the Cyclin-B-

CDK1 complex. The pathway culminates with CDK1 being dephosphorylated by Cdc25C on T14 and 

Y15 (Gheghiani et al., 2017). Plk1 phosphorylates Cdc25C to remove 14-3-3, which acts in a 

positive feedback loop with cyclin B-Cdk1, opposing the actions of Wee1 and Myt1 kinases. While 

Cdc25B does not act in the positive feedback loop, most likely it acts only in the initial activation of 

CDK1 which then sets off the positive feedback loop with Cdc25C (Lindqvist et al., 2005; Bulavin et 

al., 2003; Vazquez-Novelle et al., 2010). pPLK1 phosphorylates Cdc25C on S198 after 14-3-3 has 

been removed (Schmucker and Sumara, 2014) since it hinders this site and subsequently, Cdc25C 

can move into the nucleus to activate Cdk1 (Bulavin et al., 2003). Cdc25B is activated by phospho-

Aurora Kinase A (Cazales et al., 2005). PLK1 also initiates cyclin-B activation. PLK1 phosphorylates 

it on S133 on centrosomes initiating autophosphorylations for full cyclin B activation (Jackman et 

al., 2003). Schmucker and Sumara (2014) explain that PLK1 is expressed only after the completion 

of the S phase. Aurora Kinase-A phosphorylates S137 and T210 on PLK1 releasing the kinase 

domain from the polo domain allowing the kinase to interact with other substrates, thus activating 

PLK1 allowing to perform the aforementioned functions. AURKA itself is activated by the events of 

the previous CDK, which is cyclin A-CDK1.  

Other than cell cycle events occurring on centrosomes, there are other events occurring on 

centrosomes – the environmental stress response pathway and the DNA replication checkpoint 

pathway.  

The stress pathway is described below. 

Environmental condition changes such as lack of nutrients result in Pyp2 activity drops avoiding 

Sty1 phosphorylation and thus inhibition. This results into Sty1 activation which phosphorylates 

Plo1 (plk1 homologue) on Serine 402 (Hagan, 2008).  The phosphorylation of Plo1/PLK1 results in 

its recruitment to the yeast SPB/centrosome (Kowalczyk et al., 2013). For example, when there is 

nutrient stress, TOR signalling is reduced, and Pyp2 activity drops, leaving more Sty1 activity. This 

results in a more frequent division as it allows cells to divide at smaller sizes due to nutrient 
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deficiency through the recruitment of PLK1 to the centrosome (Kowalczyk et al., 2013). Another 

yeast protein Cut12 (Stf1 homologue) is responsible for the recruitment of Plo1 to the spindle pole 

body in mitosis (Maciver et al., 2003). This recruitment is dependent on nutrient availability to 

match the rate of cell divisions (Petersen et al., 2005). Cha et al., (2007) state that P38MAP kinases 

phosphorylate Cdc25B on centrosomes resulting in 14-3-3 inhibitory binding. The P38MAPK 

pathway is active in response to environmental stress and inflammation (Boutros et al., 2007). The 

phosphorylation site is Serine 309 which is associated with 14-3-3 inhibitory binding, preventing 

association with PLK1 (Gardino and Yafe, 2011). Aurora Kinase-A is also involved in stress response 

pathways. Cubillos-Ruiz et al., (2017) explain that cancer cells create many different types of stress 

in cells activating respective pathways which leads to an accumulation of unfolded proteins in the 

endoplasmic reticulum. (Lu et al., 2022) have shown that Aurora kinase-A is essential in mediating 

the unfolded protein response in cancer cells. It is also known that AURKA is involved in the 

p38MAPK stress response pathway because inhibition of AURKA using Alisertib downregulates the 

p38MAPK pathways (Li et al., 2015). 

Aurora Kinase A and PLK1 are both involved in the DNA checkpoint pathways to mediate cell cycle 

transitions once the replication checkpoints have been passed.  

PLK1 activatory T210 phosphorylation occurs on centrosomes and is dependent on AURKA 

(Vigneron et al., 2018). AURKA can be activated by BORA which is activated by Cyclin A-CDK1 

phosphorylating it on S110. However, Aurora Kinase-A is not fully activated until Checkpoint kinase 

1 (Chk1) activity drops. Once the checkpoint has been passed, T288 is phosphorylated on AURKA 

(Bruinsma et al., 2015; Cazales et al., 2005). The activation of PLK1 by AURKA results in FoxM1 

transcription factor activation which is responsible for G2/M transition genes such as cyclin B 

transcription (Laoukili et al., 2005). The cellular localisation of Wee1 kinase is controlled by Chk1 

and PLK1 (Gooijer et al., 2017). phosphoPLK1 associates with pAURKA and phosphorylates Wee1 

on S53 targeting it for degradation in a Chk1-dependent manner, where Chk1 activity must be low 

for the latter to occur. Reducing Chk1 activity is a result of the DNA replication completion. In 

response to Chk1 activity drop Aurora A kinase is activated and phosphorylates Cdc25B on S353 

(Cazales et al., 2005) which is one of the requirements for the protein to become active. 

Chk1 can relay the signal to mitotic proteins directly, without bridging through AURKA and PLK1 

which both mainly localise to centrosomes (Asteriti et al., 2015), altough PLK1 and AURKA cross-

talk to recruit Chk1 (Asteriti et al., 2015). For example, Zhao et al., (2002) have shown that the 
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DNA damage system directly relays inhibitory signals to the cell cycle machinery, as Chk1 can 

phosphorylate Cdc25A on S123 to target it for degradation. Melixetian et al., (2009) have also 

shown other pathways through which Chk1 negatively regulates mitosis commitment. However, it 

is unlikely that the positive control of mitosis can proceed without AURKA and PLK1. Either way, 

the recruitment of Chk1 to the centrosome is essential for the arrest of the cell cycle after DNA 

damage has been detected (Lin et al., 2022) and its recruitment is dependent on AURKA and PLK1 

(Asteriti et al., 2015).  Kramer et al., (2004) have shown that an early inhibition of Chk1 results in 

early centrosome separation and Cdk1 activation, showing that Chk1 must remain active until the 

cell is ready to enter mitosis. Since centrosome-associated Chk1 controls the activation of Cdc25B 

(Kramer et al., 2004), it can thus be said that Chk1 is essential to initiate the feedback loops 

between Cdc25 phosphatases and Cdk1, which are also dependent on phosphorylated AURKA and 

PLK1. Chk1 can also phosphorylate 14-3-3 binding sites on Cdc25B which are presented by Boutros 

et al., (2008), what masks PLK1 binding site. That shows that Chk1 controls PLK1-Cdc25B 

interaction through 14-3-3. The inactivation of 14-3-3 binding to Cdc25B occurs passively by Chk1 

activity drop since PP1 and PP6 are able to dephosphorylate the 14-3-3 binding sites on Cdc25B 

(Lucie et al., 2016). Tibelius et al., (2009) have shown that the absence of pericentrin results in loss 

of Chk1 from centrosomes leading to early activation of the mitotic CDK, and pericentrin 

accumulation is dependent on pAURKA (Jana, 2021).  

Overall, it appears that multiple pathways – stress, DNA damage, and the perpetual cell cycle 

pathway (previous CDK activating the next one) converge to the PLK1-AURKA dependent Cyclin-B 

CDK1 activity regulation, which happens on centrosomes. 

 

 

 

 

The next figure shows the initial pathway before utilisation of systemic tools: 
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After the pathway expansion, the 3 pathways of cell cycle/previous cyclin, stress response and 

DNA damage checkpoint, have become more mutually exclusive. It appears that as the pathways 

merge closer into Cyclin B-CDK1 activation, a lot more common proteins mediate the pathways 

towards cell cycle control. For example, 14-3-3 is involved p38MAPK signal, CHK1 signal and cyclin 

A-CDK1 signal where CDK1 phosphorylates keratins which then compete for 14-3-3 binding with its 

other substrates (Ku et al., 2002),  

Figure 3.2: The initial unexpanded pathway of the G2/M transition. This set of protein interactions was 

used as described in section 2.1. Additional proteins could have been used, but were excluded do to the 

complexity of using a large number of molecules with the method described. Each protein in this pathway 

has been expanded in terms of interactions it contains in VisANT (Granger et al., 2016). If the interactors 

(nodes) then connect to another protein in this pathway, and are not filtered out it, they were shown in the 

previous figure. 4 nodes can be the most nodes bridging the proteins shown here. Portrayed on Microsoft 

Whiteboard (Microsoft Corporation, 2023). In this figure it is seen that the 4 direct interactors of cyclin B-

CDK1 regulate the two main phosphosites of CDK1 – T14 and Y15. It appears that the activatory 

(dephosphorylation of T14 and Y15) pathway layer contains much more pathway control, suggesting that the 

CDK1 activation is controlled through the control of activatory pathway and not the inhibitory pathway. 

Cdc25B, Cdc25C and Plk1 contain the most interactors. Plk1 only appears to mediate stress-dependent 

control. Cdc25B – DNA damage, stress and and perpetual cell cycle machinery (mediated by Cyclin A-CDK1) 

pathway control. Cdc25C – Stress pathway and is downstram of Cdc25B. 



41 
 

As mentioned in the introduction, Aurora kinase-A and PLK1 appear to be the regulatory proteins 

of centrosome growth and G2/M transition pathways.  These two proteins are not mutually 

exclusive from all of the 3 pathways, and unlike 14-3-3, they are involved in earlier stages of the 

pathways and also centrosome growth.  

Aurora Kinase A is upstream of PLK1 as it phosphorylates T210 activating it. Aurora Kinase-A is 

activated by multiple proteins including ARPC1b, Hef1, Pak1 and indirectly by Cyclin A-CDK1. 

As a result, AURKA and PLK1 antibodies were chosen to be tested to see how the parameters of 

these two proteins differ upon centrosome amplification. Additionally, the phosphorylated forms 

of these proteins were tested too, since looking at this chapter, it appears that once the 

phosphorylations are added (T210 on PLK1) and Thr288 on AURKA, they begin exerting the effects 

on the cell cycle control. These phosphorylations are activatory phosphorylations (Schmucker and 

Sumara, 2014; Dodson and Bayliss, 2012). 
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Chapter 4: Results.  Investigating the relationships 

between KIFC1, centrosomes and the cell cycle rates. 

Chapter 4.0: Introduction 

This chapter investigates the relationships of KIFC1-centrosome amplification, KIFC1 – cell cycle 

rate and cell cycle rate-centrosome amplification. The latter is proposed in Figure 1.1. Here, it is 

hypothesized that both KIFC1 and amplified centrosomes increase the rate of the cell cycle. 

However, assuming KIFC1 does increase the rate of the cell cycle, a question remains whether it 

was affected by the amplified centrosome number. Therefore, to identify the contribution of KIFC1 

to cell cycle kinetics (independent of centrosome clustering) it also needs to be established 

whether centrosome amplification itself affects the cell cycle. The relationship between 

centrosome amplification and the cell cycle is an interesting question and has not been directly 

tested until now. Therefore,  KIFC1-cell cycle and centrosome-cell cycle links have been examined 

separately. Firstly, it is examined whether KIFC1 affects centrosome number in our model system. 

KIFC1 depletion would be expected to decrease the proportion of cells with amplified 

centrosomes, as KIFC1 is required for the clustering of supernumerary centrosomes in mitosis, and 

hence the survival of cells displaying centrosome amplification. KIFC1-PROTAC and AZ82 effective 

concentrations have been determined using cell survival assays, with 1μM being an effective 

concentration without significant cell death. 

 

Chapter 4.1: Examining the relationship of KIFC1 and centrosome number. 

To find this relationship, OMM2.3_H2B-FUCCI2a cells were treated with either solvent control 

(DMSO),1µM KIFC1-PROTAC or an equal concentration of the KIFC1 inhibitor, AZ82 in glass-

bottomed 24-well plates. 1µM KIFC1-PROTAC was chosen as this is the lowest concentration at 

which the lab has seen consistent, robust degradation of KIFC1 (by both Western blotting, flow 

cytometry and immunofluroesence microcopy; Fielding lab, unpublished data). As an additional 

control, the inhibitor on which the PROTAC is based, AZ82, was included at the same 

concentration as the PROTAC. Previous data would suggest that AZ82 is significantly less potent 

than the KIFC1-PROTAC in phenotypic assays, and 1µM is expected to have little to no effect on 

cells. These cells were then placed in the live-cell imaging chamber and a time-lapse of H2B_FUCCI 
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was taken, with images acquired every 15 minutes for 69 hours, capturing 3 positions in each of 

the 5 wells. Immediately after the final frame's acquisition, cells were removed from the 

microscope, fixed with methanol and stained for immunofluorescence microscopy. DAPI stain was 

used to measure the total cell count. Pericentrin stain was used to count centrosomes and assign 

the cell to either normal or centrosome amplified. Figure 4.1.1 below portrays the experimental 

setup and results output format. 
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Figure 4.1.1: A brief overview of the experimental setting and the output format (C). The workflow was as 

follows: Panel A shows the fluorescent cells and the 24 well plate in which they were imaged. Panel B shows live 

cell imaging, and fluorescent antibody detection. Panel C shows example output of live cell imaging data. 
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Following immunofluorescence staining, the plate was returned to the same microscope and the 

fields of view corresponding to the 9 points imaged in the live-cell experiment were imaged. The 

methanol fixation prior to the immunofluorescence staining ablated the FUCCI-fluoresence, 

allowing the antibody staining to be visualised. The cerulean-H2B from the live cell image and DAPI 

from the immunofluorescence image were compared to ensure the same fields of view were 

captured for both the live and fixed imaging. For each picture, the number of cells with amplified 

centrosomes was counted. The number was then taken as a proportion of the total cell count in 

that picture as measured with Stardist (Figure 4.1.4). As there were images of 3 fields of view per 

condition, numbers of cells with centrosome amplification were added and then the averages 

were calculated. 

It is important to consider that cells with two centrosomes at the early phases of the cell cycle 

(before G2) are likely to be abnormal, as in theory, it should have 1 centrosome by then. As a 

result, based on the fluorescence of Cdt1 (a marker of G1 phase), cells with two centrosomes 

Figure 4.1.2: Correlative live (FUCCI) and immunfluoresence imaging.  The left panel shows the final 

timepoint of a field of view live imaged for H2B_FUCCI2a. Cerulean channel was used to detect the cell nuclei, 

while the other two channels were quantified at the area of cerulean fluorescence. Subsequent to the final 

image of the FUCCI live cell imaging being captured, cells were then fixed and stained for immunofluorescence 

with anti-pericentrin, centrin and alpha-tubulin antibodies, plus DAPI. The plate was then returned to the 

confocal and the same field of view imaged, allowing the centrosome amplification status of live-tracked cells 

to be determined. 
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could be assigned to still have centrosome amplification. Cdt1 fluorescence level is easily seen 

when the brightness values of each channel (channel 1 in the case of Cdt1 and channel 2 for 

geminin) for each cell are graphed and compared. Based on the fluorescent values of each channel 

at the last time point, the cell cycle phase for that cell when pericentrin stain has been recorded, 

can be deduced. The following figure portrays Cdt1 and Geminin fluorescence for a full cell cycle. 

Geminin and Cdt1 fluorescence is further analysed later.  
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Figure 4.1.3: A: Example of FUCCI trace for cell in G1 at the end of the timelpase. The live recording, followed by 

fixed cell imaging of OMM2.3_H2B-FUCCI2a cells was performed. Trackmate, with StarDist plugin, in FIJI, was used 

to quantify fluorescence of mCherry-cdt1 and mVenus-Geminin in individual cells across the 69 hour timecourse. An 

example trace of this quantification from one cell, that is in G1 phase at the end of the timecourse, is shown, where 

Cdt1 is still abundant. B:  Example acquisition of cells with centrosome amplification (this acquisition showcases a 

cell with two centrosomes during G1). OMM2.3_H2B-FUCCI2a cells were treated with either solvent control 

(DMSO),  KIFC1-PROTAC or the KIFC1 inhibitor, AZ82 in glass-bottomed 24-well plates. These cells were firstly 

subjected to a live-cell imaging experiment, followed by fixing and staining for immunofluorescence microscopy. 

DAPI was used to measure total cell count. Pericentrin stain was used to count centrosomes and assign the cell to 

either normal or centrosome amplified. C: Example acquisition of cells with centrosome amplification.  The 

pericentrin channel (red) was used to determine the centrosome number in the cell. 

 

 

 

A) 

B) 

C) 

DAPI Pericentrin Tubulin 
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The percentages of cells with clearly amplified centrosomes, with 2 centrosomes during the G1 

phase were counted. In other words, all cells with centrosome amplification were included in the 

calculation. The calculation has been performed on each well (condition). The figure below 

portrays the latter. 

 

 

 

 

 

 

 

 

Significant differences have been obtained through Unpaired t-test with Welch’s correction. 

Between the different conditions, the signficantly different comparisons for the “2 centrosomes 

during G1” category are “1µM PROTAC” vs “1µM AZ82” with a P value of 0,0462 and “1µM 

PROTAC” vs “DMSO” with a P value of 0,0247. No significant differences have been picked up 

within the “>2 centrosomes” category between the different conditions.    

 

Figure 4.1.4: A: the percentages of cells with centrosome amplification split into two categories: “2 centrosomes in G1” and “>2 

centrosomes. Refer to figure 4.1.3 for experimental explanation. DMSO: cells with 2 centrosomes during G1: 15 (7.58%) (SE 1,49%); 

cells with more than 2 centrosomes 5 (2,53%) (SE 1,30%). 1µM PROTAC: Cells with 2 centrosome during G1: 7 (4,86%) (SE 1,76%); Cells 

with more than 2 centrosomes: 4 (2,78%) (SE 2,21%). 1µM AZ82: Cells with 2 centrosomes during G1: 29 (6,95%) (SE 1,07%); cells with 

more than 2 centrosomes: 12 (2,88%) (SE 0,69%).  

B: The cumulative proportions of cells with indicated abnormality with respect to the total cell number. Significant differences have 

not been calculated for this figure as standard deviation is not applicable for a bar that is a sum of the different data sets. 

 

B) A) 
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From Figure 4.1.4A, above it is seen that cells with 2 centrosomes during G1 are the most 

prevalent abnormality, there appears to be fewer cells with more than 2 centrosomes. Under 1µM 

PROTAC, the cells have a significantly lower number of centrosome amplification in the form of 2 

centrosomes during the G1 phase of the cell cycle. Meanwhile, the number of cells with more than 

2 centrosomes is indifferent to every condition. Wells with DMSO and AZ82 also have a 

signficantly lower number of cells with more than 2 centrosomes than cells with 2 centrosomes in 

G1. Figure 4.1.4B shows cumulative values of centrosome amplification for each condition. It 

appears that cells under PROTAC show the lowest value, but it is hard to draw conclusions since 

standard deviations have not been calculated. As a result, it appears, that KIFC1 has a weak effect 

on centrosome amplification in current model system. However, it is apparent that KIFC1 

increases the probability of a cell having 2 centrosomes in the G1 phase of the cell cycle, as seen in 

figure 4.1.4A. 
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Chapter 4.2: Examining the link between KIFC1 and the cell cycle length. 

Next, the link between KIFC1 and cell cycle length has been analysed. Cell cycle lengths have been 

measured for the G1 phase (mCherry-Cdt1 fluorescence) and for the S to Anaphase phases 

(mVenus-Geminin fluorescence). Figure 4.2.1 gives example images acquired at the beginning and 

end of the 70 hour timecourse. 

 

 

 

 

 

Figure 4.2.1: Acquisitions of OMM2.3_H2B-FUCCI2a cells at the start of the recording and at the end of the recording 

(70h). Refer to figure 4.1.3 for experimental explanation. The drugs KIFC1-PROTAC and AZ82 were both used at 1µM, to 

degrade or inhibit KIFC1, respectively. Cell cycle lengths were then analysed under the conditions of certain 

inhibitors/degraders and their concentrations. Green channel represents geminin and red channel represents Cdt1 

fluorescence. All 4 captures are done on DMSO well (see method section). “Start” denotes captures from first frame and 

“End” denotes the captured picture at 261st frame which is the last frame of the recording that is 70 hours long. 

 

Start 

Start End 

End 
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The recording was then used to graph the quantity-dependent fluorescence of Cdt1 and Geminin 

in every cell. Trackmate with Stardist plugin in Fiji allows for selection of cells and creates a table 

with fluorescent data. Both channels have been recorded at once, thus the fluorescent data was 

graphed for both mCherry-tagged Cdt1 and mVenus-tagged Geminin, for selected cells. At least 15 

cells were used from each position to obtain the fluorescent values and later calculate averages, 

where possible. 
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Figure below portrays some of the graphs created from fluorescence data tables in Fiji for both 

proteins. 

 

 

 

 

 

 

0

5

10

15

20

25

30

0 500 1000 1500 2000 2500 3000 3500 4000 4500

R
el

at
iv

e 
fl

u
o

re
sc

en
ce

Time (Minutes)

Cdt1 Geminin

0

2

4

6

8

10

12

14

0 500 1000 1500 2000 2500 3000 3500 4000 4500

R
el

at
iv

e 
fl

u
o

re
sc

en
ce

Cdt1 Geminin

Figure 4.2.2: Example of FUCCI trace of Cdt1 and geminin fluorescence levels timelapse. The fluorescence intensity 

represents the relative levels of the respective protein quantities. The live, followed by fixed cell imaging of 

OMM2.3_H2B-FUCCI2a cells, described in section 2.3 was performed. Trackmate, with StarDist plugin, in FIJI (Schindelin 

et al., 2012), was used to quantify fluorescence of mCherry-cdt1 and mVenus-Geminin in individual cells across the 69 

hour timecourse. 
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The following graphs portray the average cell cycle lengths for (A): all types of cells, (B): 

centrosome amplified cells only, and (C) normal cells only. All types refer to normal cells and 

centrosome amplified cells. The figure below shows the average length of G1 and S to Anaphase 

periods for all the cells for which cell cycle phase lengths have been recorded. 
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Figure 4.2.3A above shows that the PROTAC category is different from the other two categories, 

DMSO and 1µM AZ82. Thus, the cell cycle is significantly longer for cells treated with the KIFC1-

PROTAC, suggesting KIFC1 is required for normal cell cycle progression, as in these cells KIFC1 has 

been degraded by the PROTAC. Under the same concentration of the KIFC1-inhibitor AZ82, the 

lengths are not significantly different from the DMSO-conditioned well, supporting previous data 

from the lab suggesting it has little to no activity at this concentration. As a result, this provides 

some information about the effects of KIFC1 on the cell cycle: the absence of KIFC1 prolongs the 

length of the G1 phase of the cell cycle. As for the S to Anaphase fraction of the cell cycle, the 

same can be said as it shows a significantly prolonged S to Anaphase phase of the cell cycle under 

the degradation of KIFC1.  

Figure 4.2.3B also only shows the same significant differences for both phases as figure 4.2.3A. 

This further shows that the degradation of KIFC1 is most effective using this drug and the latter 

results in a significantly prolonged G1 phase of the cell cycle under the conditions tested. AZ82 on 

the other hand, does not show such a result and it appears that inhibition of KIFC1 at this 

concentration does not alter the length of either phase. This is further discussed later. 

Figure 4.2.3C only involves cells with a normal centrosome number- that is 1 centrosome during 

G1 or 2 centrosomes during later phases of the cell cycle. However, the obtained pattern is exactly 

the same as for the other cell types. During the G1 phase of the cell cycle, only the degradation of 

KIFC1 with 1μM PROTAC prolongs the cell cycle. As a result, it can be said that during the G1 phase 

of the cell cycle, KIFC1 accelerates its progress independently of centrosome amplification or 

clustering, as this sample did not involve such abnormalities. The S to Anaphase part of the cell 

cycle has shown the same results and the same conclusion can be drawn, except that the S to 

Anaphase phase appears to be slightly more sensitive to KIFC1 as the distance between the 

standard deviation bars is larger. 

Figure 4.2.3: KIFC1 ablation affects cell cycle lengths under high concentrations of PROTAC degrader for all cells overall, for normal 

cells, and for cells with centrosome amplification. Refer to figure 4.1.3 for experimental explanation. Statistical test used was one-

way ordinary Anova with Tukey’s multiple comparison test. G1 phase data of part A comparisons: Significant differences occurred 

between: DMSO vs. 1µM PROTAC (P value < 0.0001); 1µM PROTAC vs. 1µM AZ82 (P value < 0.0001). S to Anaphase phase data of part 

A comparisons: Significant differences occurred between  DMSO and 1µM PROTAC (P value < 0.0001); 1µM PROTAC and 1µM AZ82 (P 

value < 0.0001). G1 phase of part B comparisons:DMSO vs. 1µM PROTAC (P value < 0,0001); 1µm PROTAC vs. 1µM AZ82 (P value < 

0,0001). S to Anaphase data comparisons of part B: DMSO vs. 1µM PROTAC (P value < 0.0001); 1µM PROTAC vs. 1µM AZ82 (P value < 

0.0001). Comparisons for G1 phase data of part C : DMSO vs. 1μM PROTAC (P value 0,0262); 1μM PROTAC vs. 1μM AZ82 (P value 

0,0199).  S to Anaphase phase data of part C comparisons: 1µM PROTAC and 1µM AZ82 (P value 0,0206) and DMSO vs 1µM PROTAC 

(P value 0,0284). Refer to figure 4.3.2 for citation of software for statistical analyses of software for statistical analyses. 

 

 

 

Significant differences have been obtained through one-way Anova test with Tukey’s multiple comparison test. Calculations and 

comparative tests have been done through the GraphPad prism version 9.0.0, GraphPad software, Boston, Massachusetts,USA, 

www.graphpad.com. 
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Lastly, the percentage increase in cell number has been compared for all 5 conditions. The number 

of cells during frame 1 of the recording is considered as the base cell count. The number of cells in 

the last frame is the final cell count. The difference between the two is calculated and expressed 

as a percentage of the base cell count. The figure below portrays the latter. 
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Figure 4.2.4A: The percentage increase in cell numbers of cells under each condition affecting KIFC1. Refer to 

figure 4.1.3 for experimental explanation. Under PROTAC the reduction in cells it is seen the continued fluorescence 

of cells but never an observed splitting. This suggests that it is an inhibition of the cell cycle rather than cell cycle 

under the assumption that the presence of fluorescence represents a living cell. This suggests a cytotostatic 

mechanism of the drug. Further studies could be done to detect cell death during a timelapse. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.2.4B: The increase in cell number from start of the recording to the end of the recording uder each 

condition. Refer to figure 4.1.3 for experimental explanation.  
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Looking at Figures 4.2.4A and 4.2.4B, it is apparent that the PROTAC degrader is the most potent 

molecule when it comes to halting the division of cells. As a result, it can be said that KIFC1 

degradation results in slower or less frequent cell division. On the other hand, the inhibition of 

KIFC1 does not show such results, which leaves room for speculation that the presence of KIFC1, 

even with inactive ATPase domain, still allows some cell cycle function to be performed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



58 
 

Chapter 4.3: Examining the link between centrosomes and the cell cycle length. 

For this analysis, the pericentrin stain was used to count the centrosome number per cell and then 

cells were grouped into having a normal number of centrosomes or amplified centrosomes. The 

figure below portrays examples of the respective types of cells concerning the centrosome status 

that were put into categories in this study. Cells can have a normal number of centrosomes if they 

contain 1 centrosome during the G1 phase or 2 centrosomes during the rest of the cell cycle. 
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Figure 4.3.1: Examples of cells with normal and amplified centrosomes. Refer to figure 4.1.3 for experimental 

explanation. The upper 3 cells (images) portray cells  with normal centrosome number, while the bottom 3 cells 

(images) portray centrosome amplification through the pericentrin fluorescence.   
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The following set of figures portrays the lengths of G1 and S to Anaphase phases of the cell cycle. 

”CA+” stands for cells with centrosome amplification, and “no CA” stands for cells with a normal 

centrosome number. The data is portrayed as a graph per condition i.e. 3 graphs each having 

measurements for the aforementioned abnormalities. 

 

 

Figure 4.3.2: Length of the G1 phase for the normal (no CA) or centrosome amplified cells (CA+) which are subjected to the 

indicated conditions. Refer to figure 4.1.3 for experimental explanation. Significant differences have been obtained through 

Unpaired t-test with Welch’s correction. DMSO: variables are insignificantly different: CA+ vs no CA (P value 0,237). 1µM PROTAC: 

variables are insignificantly different: CA+ vs no CA (P value 0,726). 1µM AZ82: variables are insignificantly different: CA+ vs no CA (P 

value 0,3456). Calculations, statistics and comparative tests have been done through the GraphPad prism version 9.0.0, GraphPad 

software, Boston, Massachusetts,USA, www.graphpad.com. 

 

 

 

http://www.graphpad.com/
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Figure 4.3.2 above contains 2 different bar charts each for each condition, comparing the cell cycle 

lengths of the indicated abnormalities. Under all the conditions, whether KIFC1 is present or not, it 

appears that G1 length is consistent for the two compared abnormalities as no significant 

differences have been picked up. As a result, it can be said that in the presence or absence of 

KIFC1, the length of the G1 phase of the cell cycle is not affected by the different abnormalities of 

centrosomes. In other words, it appears that the number of centrosomes in a cell does not directly 

affect the time that takes a cell to complete the G1 phase of the cell cycle. 

The following set of results portrays the length of S to Anaphase (Geminin) for cells with 

centrosome amplification, and without centrosome amplification. 
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Figure 4.3.3 shows no significant differences in any of the 3 charts. As a result, it can be said that 

the length of S to Anaphase period of the cell cycle is not affected by any form of centrosomal 

abnormality tested.  

Figure 4.3.3: Length of the S phase to anaphase period of the cell cycle for normal (no CA) or centrosome amplified cells (CA+) which 

are subjected to the indicated conditions. Significant differences have been obtained through Unpaired t-test with Welch’s correction. 

DMSO:Variables are insignificantly different: CA+ vs no CA (P value 0,6866). 1µM PROTAC: Variables are insignificantly different: CA+ vs 

no CA (P value 0,1629). 1µM AZ82: variables are insignificantly different: CA+ vs no CA (P value 0,374). Refer to figure 4.3.2 for citation of 

software for statistical analyses. 
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Chapter 4.4: Chapter 4.1 Discussion: 

The relationship between KIFC1 and the centrosomes in the cell: 

Overall, it is well-proven that KIFC1 causes centrosome clustering (Sabat-Pospiech et al., 2019). 

However, when looking for a direct link between the amplification of centrosomes and KIFC1, the 

evidence is moderate. Figure 4.1.4 Part A shows that when KIFC1 is degraded by the KIFC1-

PROTAC, the number of cells with 2 centrosomes during G1 is lower, compared to when it is 

present. The only reason why 2 centrosomes can exist during G1 is due to the inheritance of 

previously clustered centrosomes, since centrosomes duplicate only during the S phase. As a 

result, it can be said that centrosome amplification after mitosis becomes less prevalent without 

KIFC1. This suggests of a new mechanism of generation of amplified centrosomes: inheritance of 

more than one centrosome during mitosis. Such process would render one cell not viable while 

the other with a potential for carcinogenesis through the multiple inherited centrosomes. A 

reasonable explanation could be that the absence of KIFC1 results in declustered centrosomes 

during mitosis, resulting in mitotic arrest or death of cells with centrosome amplification, resulting 

in the reduced number of cells with amplification of centrosomes during the G1 phase of the cell 

cycle. 

Another observation from Figure 4.1.4 part A is that cells with more than 2 centrosomes remain at 

the same proportions irrespective of the presence or absence or inhibition of KIFC1. It is hard to 

discuss such observation, but ultimately it can be said, that KIFC1 does not participate in the 

amplification of centrosomes, but only in clustering. A counterargument for the latter statement 

exists however: without the clustering of centrosomes, cells with amplified centrosomes die or 

undergo a mitotic arrest, thus ultimately the absence of KIFC1 should reduce the number of cells 

with amplified centrosomes. However, a cell in mitotic arrest could still leave a cell appearing the 

same way in the fixed images studied here as a cell alive with centrosome amplification and thus 

would be counted as another cell with amplified centrosomes. 

For Figure 4.1.4, part B, the expected trend is that the cells subjected to DMSO would show the 

highest cumulative percentage, while the wells with 1µM of KIFC1-PROTAC would show the 

lowest. AZ82 would be second to PROTAC as PROTAC completely degrades the protein while AZ82 

only inhibits it, so here we speculate PROTAC to be a more efficient molecule to prevent KIFC1-

mediated effects. There was no software with which ANOVA testing could be done on cumulative 
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charts (composed of different variable percentages), but looking at the error bars of the charts, it 

appears that the PROTAC samples are lower.  

Overall, it appears that the figures of chapter 4.1 support the fact that KIFC1 is required for 

maintainace of centrosome amplification. More apparently its degradation does suggest of the 

consequences having amplified centrosomes with the inability to cluster them.  

 

Chapter 4.5 Chapter 4.2 discussion.  

The relationship between KIFC1 and the length of cell cycle phases. 

Figure 4.2.3, part A shows the lengths of the G1 phase and S to Anaphase periods of all cells 

(including normal and centrosome amplified). Overall, it appears that specifically, the degradation 

of KIFC1 lenghtens the phases of the cell cycle. Inhibition with AZ82 gives a length that is not 

significantly different to the DMSO sample lengths. It can be speculated that the inhibition of 

KIFC1 leaves the protein with the ability to function elsewhere despite the inability to move along 

the microtubules, hence no changes in the lengths of the G1 phase under AZ82. Likewise, AZ82 is 

also less potent than KIFC1-PROTAC. However, the degradation of KIFC1 also prevents centrosome 

clustering, thus it is unclear whether the effects on cell cycle length seen are centrosome 

clustering independent. On the other hand, AZ82 should also prevent centrosome clustering, yet 

no change in cell cycle lengths was seen under the effect of AZ82. To conclude this figure, it can be 

said that the presence of KIFC1 results in a shorter cell cycle overall. 

Figure 4.2.3, part B shows the same results as figure 4.2.3A, but only for cells with amplified 

centrosomes. It appears that the G1 phase of such cells is enlengthened when PROTAC is applied. 

As a result, it appears that the absence of KIFC1 slows the G1 phase compared to when it is 

present (DMSO), independent of the number of centrosomes, because the well with KIFC1 present 

(DMSO) shows a significantly faster rate normalised to the number of centrosomes (both have 

amplified unclustered). AZ82-bearing wells are not significantly different from the DMSO wells, 

hence it can be said that inhibition, but not degradation of KIFC1 is insufficient to prevent cell cycle 

acceleration. Looking at the data only for the S to Anaphase period of the cell cycle, it appears that 

this phase is as responsive to the degradation of KIFC1 as the G1 phase for the cells with 

unclustered, amplified centrosomes. Overall, this figure shows the same results as the previous 
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figure, but the same conclusion can be drawn confidently: centrosome clustering or amplification 

could still be the factors affecting cell cycle rate. 

Figure 4.2.3, part C shows the lengths of the two phases for healthy cells i.e. those with a normal 

centrosome count. The PROTAC samples are the only ones significantly different from the DMSO 

comparatives, for G1 and S to Anaphase data. Thus, a conclusion can be made that in cells bearing 

a normal centrosome count, the degradation of KIFC1 enlengthens the cell cycle. This figure (4.2.3 

A,B,C) proves that KIFC1 exhibits effects on the cell cycle in a centrosome clustering-independent 

mechanism in two ways, (1): these cells only have a normal centrosomal phenotype so 

centrosome clustering or amplification could not be the other reason why cell cycle length is 

shortened, (2): AZ82-bearing wells are not significantly different from the DMSO well what means 

that the presence of KIFC1 allows the phase to be shortened (Applies to parts A,B and C of figure 

4.2.3). As a result, it can be said that KIFC1 does accelerate the cell cycle in a centrosome 

clustering-independent pathway in normal cells. For both phases, the 1µM PROTAC samples 

appear to be significantly different from the AZ82 comparatives, further proving that KIFC1 is 

functioning elsewhere than just to cluster centrosomes, because the presence of KIFC1 maintains 

the cell cycle length similar to that of under DMSO. In other words, the only difference between 

PROTAC and AZ82 wells is that the latter still contains KIFC1, and as observed, it maintains a faster 

cell cycle rate.  

 

 

Figure 4.2.4 shows that overall, the cell numbers have increased only when KIFC1 is present 

whether inhibited or not. DMSO and AZ82-bearing wells have shown similar numbers concerning 

the percentage increases in cell count over the 70-hour period. Contrastingly, the PROTAC-bearing 

well has shown the lowest increases. Overall, this figure strongly supports the hypothesis that 

KIFC1 functions in the cell cycle. 

Overall, there is plenty of evidence proving that KIFC1 does function in the cell cycle despite 

functioning in centrosome clustering. Figures 4.2.3 and 4.2.4 portray data to support this 

hypothesis in two different ways. Firstly, in Figure 4.2.3 part C where only a specific set of cells 

with respect to their centrosomal status are compared under the 3 different conditions, the 

enlegthened G1 or S to Anaphase periods under the degradation of KIFC1 (PROTAC comparatives) 
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can only be explained due to single reason – the absence of KIFC1 prevents cell cycle acceleration. 

Centrosome amplification is not a factor (figure 4.2.3 part C) as such cells have been excluded. 

Secondly, the cell cycle phase lengths in AZ82-containing wells have not been significantly 

different from the cell cycle phase lengths of cells in the DMSO wells. AZ82 does not degrade 

KIFC1 which can justify that the presence of KIFC1 may perform a cell cycle function, most likely 

through some nuclear transport pathways. 

Furthermore, it has been found in chapter 4.3 that centrosome amplification does not affect the 

length of cell cycle phases giving further support for the argument that KIFC1 accelerates cell cycle 

in centrosome-clustering independent mechanisms. Even though cells under AZ82 do not show 

shorter cell cycle phases, this inhibitor is not as potent as the PROTAC degrader and potentially 

allows some centrosome clustering to occur. Also, it is difficult to see if a cell contains amplified 

centrosomes, as it is only present in mitosis. In this study, a small number of cells have been 

detected with clustered centrosomes in mitosis for which cell cycle data has been also available.  

 

Chapter 4.6: Chapter 4.3 Discussion. 

The relationship between centrosomes and the length of cell cycle phases.  

Looking at Figure 4.3.2, it appears that under no subjected conditions the cells show a significantly 

different length of G1 phase. As a result, it can be said the centrosome amplification by itself does 

not change the rate of the G1 phase of the cell cycle. The rate of the G1 phase is also not affected 

by centrosome amplification irrespective of the presence (DMSO), absence (1µM PROTAC) or the 

inhibition (1µM AZ82) of KIFC1. The latter means that whether clustering of centrosomes occurs or 

not, centrosome amplification will have no effect on the G1 phase of the cell cycle. 

Looking at Figure 4.3.3, under all the conditions tested, the length of the S to Anaphase period is 

unaffected by centrosome amplification in the same way as for the G1 phase of the cell cycle from 

the previous figure. Here the ability or inability of cells to cluster centrosomes also has no effect 

on the comparison of cell cycle phase length between cells with centrosome amplification and 

normal cells. 

Chapter 4 of this study shows that centrosome amplification does not affect the rate of the cell 

cycle. However, it is still unclear whether centrosomes by themselves have a direct impact on the 
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pathways of the cell cycle. For example: whether clustering affects the cell cycle or if any signals 

within the cell cycle pathway occur differently, despite the rate being unaffected. It is also unclear 

whether the process of centrosome clustering distorts the signalling on centrosomes as they are a 

scaffold for cell cycle machinery. Additional analysis has been done in chapter 5 of this study to 

test the effects of centrosome amplification on the specific parameters of cell cycle proteins rather 

than lengths of phases. Chapter 5 also provides data with larger sample numbers allowing to draw 

conclusions more accurately. In the next part of this study, there will be a few example pictures of 

clustered centrosomes during mitosis provided. As a result, the centrosomal parameters will be 

compared with cell cycle parameters computationally. 

It is hypothesized here that in the cells which contain centrosome amplification and centrosome 

clustering that occurs during mitosis, the events of the cell cycle will be altered because 

centrosomes are a scaffold for cell cycle machinery. Chapter 4 of this study did not provide any 

data to support the latter, but the number of samples with centrosome amplification is low. As a 

result, in the next section, it is attempted to look for any correlations between centrosome 

parameters and cell cycle protein parameters. In addition to the correlation patterns between 

changes in centrosome parameters and cell cycle proteins’ parameters, the average values of cell 

cycle parameters and centrosomal parameters were compared. 
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Chapter 5: Results: Comparing the centrosomal parameters with cell cycle parameters:  

Chapter 5.1 Introduction. 

The reason for this chapter is to further investigate the relationship between the centrosomes and 

the cell cycle. The results of this thesis so far demonstrate that KIFC1 increases the rate of certain 

cell cycle phases in centrosome clustering independent pathways and that centrosome 

amplification does not result in faster cell cycle rates. Despite the latter, there were three reasons 

to continue with the current investigation: 

1. Due to the low number of cells and many insignificant results obtained for the past analyses, it 

is hard to deduce the effects of centrosome amplification on cell cycle kinetics. As a result, 

Fluorescent labelling of cell cycle proteins was used next. The proteins assessed here are Aurora-A 

kinase and Polo-Like Kinase 1, in addition to the phosphorylated, active forms of these key 

centrosome-localised cell cycle kinases.  

2. The effect of centrosome amplification on the individual proteins that govern the cell cycle is 

analysed as opposed to cell cycle lengths. 

3. The effect of centrosome amplification on the relationships/correlations between cell cycle 

parameters and centrosomal parameters has been tested. This shows whether centrosome 

amplification disturbs the pathways connecting the cell cycle and centrosome dynamics and thus 

provides implications of how centrosome amplification may affect the cell cycle events with 

changing centrosomal parameters. Correlation coefficient (R2) has been considered as satisfactory 

with a value above or equal to 0.5. Therefore, R2 values will be considered different only if one of 

them is above the 0.5 threshold and the other one is not. For exampe, two data sets with values 

0.01 and 0.45 are both considered as showing no correlation, meaning the trend is indifferent for 

the two data sets. 

Centrosomal parameters are considered to be well represented by pericentrin protein since it is 

located on centrosomes and represents centrosome development directly. Thus centrosome 

parameters were quantified using the pericentrin-derived fluorescence. The centrosomal 

parameters derived from pericentrin fluorescence are centrosome size (judged by pericentrin 

fluorescence area) and centrosome maturity (judged by the relative quantity of pericentrin on the 

centrosomes, determined by its integrated density via Fiji). Integrated density is calculated by 

multiplying the mean gray value of the selected area within the acquisition by the selected area. 
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The units of integrated density are grayscale value*μM2. Grayscale value is the same as mean gray 

value which is the strength of the signal in an area, directly proportional to the concentration of 

the protein in the area of interest. The units of mean grey value are not specified. Cell cycle 

parameters are the quantifiable properties of the three proteins tested here: mean grey value 

(concentration or density), Integrated density (relative quantity/molecule count) and lastly, the 

area of the fluorescence of the protein until a certain threshold. The threshold limit is important 

since there is always some minor background fluorescence potentially representing false positives. 

Tubulin state has been used to determine the mitotic status of the cells. Fang et al., (2017) have 

utilised integrated density for protein quantitation and here this method has been employed. 

Pericentrin stain has been utilised to mark the centrosomes in a cell and assign the cell’s 

centrosomal status which was either centrosome amplified-“CA” or normal – “normal”. 

Subsequently, the other channel which has appeared red stemming from rabbit antibodies has 

been used to portray a cell cycle protein – either AURKA, pAURKA, PLK1 or pPLK1. There were 3 

combinations of antibodies used in this part of the study: 1 – MoPer, RbAURKA, RatTub. 2 – 

MoPer, RbpAURKA, RatTub. 3 – MoPer, RbpPLK1, RatTub. Every set also contained a DAPI-stained 

DNA. Mo stands for Mouse, Rb for Rabbit, and Rat for Rat. Per stands for Pericentrin, AURKA for 

Aurora kinase A, PLK1 for Polo-like kinase 1 and a prefix p for a phosphorylated state of the 

protein. Pericentrin has been used as a marker for the centrosomes while AURKA, pAURKA, pPLK1 

and PLK1 have been used as the tested cell cycle proteins. AURKA, pAURKA and pPLK1 can also be 

used as alternative markers for centrosomes. Once the parameters have been calculated and cell 

centrosomal statuses assigned, two analyses have been done for each comparison of centrosomal 

vs. cell cycle parameters. The first one was comparing the relationship between the two i.e. 

correlation and how it changes with centrosome amplification (portrayed in a scatter plot). The 

second one was done by comparing the average values and standard deviation, in the form of a 

bar chart. 

Mouse, showing green, antibodies were such: anti-pericentrin, and anti-PLK1. Rabbit, showing red, 

antibodies were such: anti-pAURKA, anti-pPLK1, anti-AURKA, anti-pericentrin. Rat antibodies, 

showing grey, were such: anti- alpha-tubulin and anti-gamma tubulin. 

In the following set of example acquisitions, pericentrin is the centrosome marker and Aurora A 

kinase is the protein of interest (cell cycle protein). The acquisitions below are examples of 

pictures, not all of the acquired pictures are shown below. In further analysis, all of the pictures 
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were be used. Every acquisition has been performed for cells in the mitotic phase, seen from 

tubulin-derived fluorescence and DAPI stain. 

Figure below shows example acquisitions of a mitotic cell with centrosome amplification. 

  

 

 

 

 

Looking at the figure above, it can be seen that Pericentrin, Aurora Kinase-A and gamma-Tubulin 

all outline centrosomes and can be used to justify centrosome amplification for this cell. 

 

The figure below shows a second example acquisition of a cell which is in mitosis and contains 

centrosome amplification, this time with clustered centrosomes. 

Figure 5.1.1: Example acquisition of centrosome amplification in OMM2.3_H2B-FUCCI2a cells through the 4 channels. OMM2.3_H2B-

FUCCI2a were stained with primary antibodies and subsequently with goat secondary antibodies as explained in the methods section in 

Chapter 2. Green channel represents mouse primary antibody, red channel represents rabbit primary antibody, gray channel represents 

rat primary antibody. Dapi was mixed with Mowiol ant naturally assimilated into the DNA due to high affinity. The 4 channels portray the 

fluorescence derived from these proteins: Green (top left) – pericentrin; Red (top right) -Aurora Kinase- A; Gray (bottom left) – tubulin; 

blue (bottom right) – DNA. Merged: The 4 types of fluorescence acquired from the following antibodies: Pericentrin, Aurora A kinase, 

tubulin. DAPI was used to visualise DNA. The visualised cell shows a composite image of the 4 channels. Acquisitions processed via Fiji 

(Schindelin et al., 2012). 
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In the acquisition above it can be seen that the cell contains at least 3 centrosomes with at least 

two positioned to one side of the cell, better seen through the Aurora Kinase-A channel. 

 

 

 

 

The figure below portrays a cell which contains a normal number of centrosomes. 

Figure 5.1.2: Example acquisition of centrosome amplification in OMM2.3_H2B-FUCCI2a cells through the 4 channels. Refer to figure 

5.1.1 for experimental explanation. The 4 types of fluorescence acquired from the following antibodies: Pericentrin, Aurora A kinase, 

tubulin. DAPI was used to visualise DNA. Image on the right shows all channels merged. Acquisitions processed via Fiji (Schindelin et al., 

2012). 
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The acquisition in Figure 5.1.3 it is seen that cells are in mitosis due to chromosomes aligning at 

the metaphase plate, microtubules forming as seen from AURKA and tubulin channels and 

centrosomes being at the opposite poles of the cell. This cell does not have centrosome 

amplification. 

 

The next set of figures portrays acquisitions of cell images with the same DAPI and pericentrin 

stains, but with a rabbit phospho-PLK1 stain and alpha-tubulin. As a result, the red channel will 

correspond to the pPLK1 protein in the following set of images. This protein is considered to 

closely resemble centrosome localisation. 

The following figure shows a single cell for the 4 afforementioned channels, but a Z stack image 

has been taken. Z stack refers to the 3rd dimension of depth. As a result, 3 slices arise for each 

channel, thus 12 images are portrayed below for the cell.  

 

The figure below shows an acquisition of a cell with centrosome amplification. 

Figure 5.1.3: Example acquisition of OMM2.3_H2B-FUCCI2a cells through the 4 channels Refer to the figure 5.1.1 for 

experimental method outline. Acquisitions processed via Fiji (Schindelin et al., 2012). 
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The cell shown above in Figure 5.1.4 contains amplified centrosomes judged by pericentrin and 

phospho-PLK1 derived fluorescence. 

Figure 5.1.4: Example Z-Stack acquisition of centrosome amplification in OMM2.3_H2B-FUCCI2a cells through the 4 channels. 

Refer to the figure 5.1.1 for experimental method outline and antibody setup. Pericentrin channel (green) has been used to assign 

this cell to have amplification. 3 different slices through the depth of each channel have been acquired for this figure. Acquisitions 

processed via Fiji (Schindelin et al., 2012). 

1 3 2 
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The next acquisition is a one dimensional picture of the 4 channels. 

 

 

 

 

Looking at the cell above, it can be seen that the cell contains amplified centrosomes from the 

pericentrin and pPLK1-derived fluorescence. 

 

 

 

 

 

 

 

Figure 5.1.5: Example acquisition of centrosome amplification in OMM2.3_H2B-FUCCI2a cells through the 4 

channels. Refer to the figure 5.1.1 for experimental method outline. Pericentrin channel (green) has been used 

to assign this cell to have amplification. Merged image on the right side of the figure portrays 4 channels in one 

picture. Acquisitions processed via Fiji (Schindelin et al., 2012). 
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The next set of pictures shows acquisitions of cell images with the stains for the following proteins: 

DAPI for DNA (blue),  Alpha-tubulin (grey), pericentrin (green), and pAURKA (red). The cell contains 

a normal centrosome count. 

 

 

 

From the figure above it is seen through pericentrin and pAURKA derived fluorescence that the 

cell contains two centrosomes. From tubulin and pAURKA channels it is apparent that the cell is in 

the mitotic stage. 

 

 

 

 

 

Figure 5.1.6: Example acquisition OMM2.3_H2B-FUCCI2a cells through the 4 channels. Refer to the figure 5.1.1 for experimental 

method outline. The shown cell has been assigned mitotic through the tubulin and phospho-aurora A channels. Image on the right 

side of the figure shows the four channels merged. Acquisitions processed via Fiji (Schindelin et al., 2012). 
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The following acquisition is a Z stack with 2 slices for each channel (8 pictures total). 

 

 

 

Figure 5.1.7: Example Z-stack acquisition OMM2.3_H2B-FUCCI2a cells through the 4 

channels. Refer to the figure 5.1.1 for experimental method outline. The shown cell has 

been assigned mitotic through the tubulin and phospho-aurora A channels. This figure 

shows a two-dimesnional image of a mitotic cell. Acquisitions processed via Fiji (Schindelin 

et al., 2012). 

 

α-Tubulin 1 2 
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Chapter 5.2: Results: Cell cycle parameter comparisons with centrosome parameters. 

To analyse the above images and the rest, DAPI and tubulin stains were used to visualise the 

boundaries of the cell and to judge whether it is in mitosis. The other two stains are used for 

finding the relationship between centrosomes and the cell cycle. Every combination of primary 

antibodies contained one bound to a cell cycle protein which will be analysed with respect to the 

other stained protein which is a centrosomal marker (pericentrin). Two parameters of pericentrin 

have been compared: its fluorescence area corresponding to the area of centrosomes and the 

integrated density of pericentrin, corresponding to the total quantity of centrosomal pericentrin. 

The centrosome area parameter refers to the total area of all the centrosomes in that cell, it is not 

an average area of one centrosome. The same applies to all the other parameters. These 

parameters were graphed on a scatter plot for normal and for centrosome amplified cells, where 

each point/dot represents data from a different cell. Subsequently, every parameter’s average 

value for normal and centrosome amplified cells has been graphed on a bar chart to compare the 

difference between the values rather than the difference in the relationships/correlations. 

The following set of figures shows the relationships between the Centrosome area and the 

indicated parameters of Aurora Kinase-A. 
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The figure below compares the centrosome area with the integrated density of AURKA on 

centrosomes. 

 

 

 

 

 

 

The scatter in figure 5.2.10A shows no relationship between the centrosome area and the 

integrated density of centrosomal Aurora Kinase-A, as correlation coefficients are below the 0,5 

threshold, for both normal and centrosome amplified cells. 
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Figure 5.2.10, part A: The centrosome area against the Integrated density of AURKA on centrosomes. Lines of best fit and 

correlation coefficients for the different comparatives: CA: y = 39,434x + 477,58; R² = 0,2459. Normal: y = -0,3717x + 551,22; R² = 

1E-05. Figure 5.2.10, part B: The comparison of data distribution of the indicated parameters. Significant differences have been 

obtained through Unpaired t-test with Welch’s correction. Statistics for Centrosome area: CA+: range 7,063; mean: 4,785. 

Normal: range: 11,44; mean 6,256. The two categories are insignificantly different (P value 0,432). Statistics for integrated 

density of AURKA on the centrosome area: CA+ range: 676; mean: 666,3. Normal range: 1537; mean 548,9. The two tested 

categories are not significantly different (P value 0,55). Refer to figure 4.3.2 for citation of software for statistical analyses . 
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Figure 5.2.10B shows that the centrosome area and the integrated density of centrosomal AURKA 

are indifferent for normal cells and cells with amplified centrosomes. 

The figure below compares the centrosome area with the Mean Gray value of Aurora Kinase-A on 

the area of centrosomes. 
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Figure 5.2.11, Part A: The Mean gray value of Aurora Kinase A on centrosomes 

against the area of centrosomes. The data obtained for area, MGV and integrated 

density has been done via Fiji (Schindelin et al., 2012) as described in chapter 2 

methods section. CA: Line of best fit equation: y = -5,1821x + 158,12; R² = 0,1172. 

Normal: Line of best fit equation: y = -11,752x + 182,1; R² = 0,51.  

Figure 5.2.11, Part B: The Mean gray value of Aurora Kinase A on centrosomes for 

the two data categories. Significant differences have been obtained through 

Unpaired t-test with Welch’s correction. Statistics: CA+: range: 110; mean: 133,3. 

Normal cells: range: 180,9; mean 108,6. The two data categories are insignificantly 

different (P value 0,4108). Calculations and comparative tests have been done 

through the GraphPad prism version 9.0.0, GraphPad software, Boston, 

Massachusetts,USA, www.graphpad.com. 
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Looking at figure 5.2.11A, only the “Normal” category has shown a correlation coefficient over 0,5 

indicating a correlation for normal cells between the centrosome area and the mean grey value of 

centrosomal Aurora Kinase-A. Looking at figure 5.2.11B, it can be said that the mean grey value of 

AURKA on centrosomes is independent of whether cells contain a normal or an amplified 

centrosome number. 
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The next figure portrays the relationship between the centrosome area and the area of the 

fluorescence of Aurora Kinase-A. 

 

 

 

 

 

The scatter plot (figure 5.2.12A) shows that the centrosome area correlates well with the area of 

Aurora Kinase-A fluorescence for both normal and centrosome-amplified cells. Figure 5.2.12B 

shows that the area of AURKA fluorescence is indifferent between normal and centrosome-

amplified cells. 

Figure 5.2.12 Part A: The area of Aurora kinase-A fluorescence against the 

centrosome area. Lines of best fit and correlation coefficients for the different 

comparatives: CA: y = 0,9466x + 1,4559;  R² = 0,7773. Normal: y = 0,9467x + 1,316; R² 

= 0,7849. 

 

 

 

 

 

 

 

 

 

 

Figure 5.2.12 Part B: The average Area of AURKA fluorescence for normal and 

centrosome amplified cells. Significant differences have been obtained through Unpaired 

t-test with Welch’s correction. CA+: range 9,223; mean: 5,986. Normal: range: 12,71; 

mean: 7,238. Data sets are not significantly different (P value 0,5301). Calculations and 

comparative tests have been done through the GraphPad prism version 9.0.0, GraphPad 

software, Boston, Massachusetts,USA, www.graphpad.com. 
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The figure below compares the centrosome area with the mean gray value of phospho-Aurora 

Kinase-A on centrosomes. 

 

 

 

 

From the scatter plot in figure 5.2.12A, it can be seen that neither for normal nor centrosome 

amplified cells the centrosome area correlates with the MGV of centrosomal pAURKA. The bar 

A) 

B) 

Figure 5.2.13 A: The Mean gray value of phospho-Aurora Kinase A on 

centrosomes against the area of centrosomes. CA: Line of best fit equation: y 

= 0,0099x + 116,73; R² = 6E-06. Normal: Line of best fit equation: y = -13,594x 

+ 139,43; R² = 0,237. 

Figure 5.2.13 B: The average mean gray value of Aurora Kinase A on 

centrosomes for the two data categories. Significant differences have been 

obtained through Unpaired t-test with Welch’s correction. Statistics: CA+: 

range: 43; mean 119,3. Normal: range: 180,9; mean: 85,6. The comparatives 

are not significantly different (P value 0,4108). Calculations and comparative 

tests have been done through the GraphPad prism version 9.0.0, GraphPad 

software, Boston, Massachusetts,USA, www.graphpad.com. 
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chart shows that the MGV of centrosomal pAURKA is consistent for normal and centrosome 

amplified cells. 

The next figure shows the relationship of centrosome area and the integrated density of pAURKA 

on the area of centrosomes. 

 

 

 

  

Figure 5.2.14 A: The Integrated density of pAURKA on centrosomes against 

the area of centrosomes.  Line of best fit equations. CA: y = 4,2768x + 

671,52; R² = 0,2066. Normal: Line of best fit equation: y = -13,679x + 271,75; 

R² = 0,0511. An outlier has been removed from the “CA+” category. 

 

 

 

 

 

 

 

 

 

 

Figure 5.2.14 B: Average integrated density of centrosomal pAURKA for 

normal and centrosome amplified cells. Significant differences have been 

obtained through Unpaired t-test with Welch’s correction. Statistics: CA+: 

range: 100; mean 694,6. Normal: range: 640,8; mean 209,5. The variables 

are significantly different (P value < 0,0001). Calculations and comparative 

tests have been done through the GraphPad prism version 9.0.0, 

GraphPad software, Boston, Massachusetts,USA, www.graphpad.com. 
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Looking at the scatter from figure 5.2.14A, it can be said that neither for normal or centrosome 

amplified cells, the two parameters are dependent, as seen from the low correlation coefficients. 

From the bar chart above it can be said that in cells with centrosome amplification, there are 

significantly more pAURKA molecules scaffolded on centrosomes than in normal cells. 
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The next figure shows the relationship between the pAURKA fluorescence area and centrosome 

area. 

 

 

 

 

 

Figure 5.2.15A above shows that the area of centrosomes coincides well with the area of pAURKA 

fluorescence, as for both categories the correlation coefficients are relatively high. Figure 5.2.15B 

Figure 5.2.15A: Area of pAURKA fluorescence against the area of the 

centrosomes. CA: Line of best fit equation: y = 0,9956x + 4,6268; R² = 0,7799. 

Normal: Line of best fit equation: y = 1,2317x + 2,6684; R² = 0,4734. 

 

 

 

 

 

 

 

 

 

 

Figure 5.2.15B: Average area of phospho-Aurora Kinase-A fluorescence for normal 

and centrosome amplified cells. Significant differences have been obtained through 

Unpaired t-test with Welch’s correction. CA+: Range: 10; mean: 6,191. Normal: range: 

8,36; mean: 4,692. Not significantly different (P value 0,289). Calculations, statistics 

and comparative tests have been done through the GraphPad prism version 9.0.0, 

GraphPad software, Boston, Massachusetts,USA, www.graphpad.com. 
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shows that normal and centrosome amplified cells are not different concerning their pAURKA 

fluorescence area. 

 

The figure below shows the relationship of centrosome area with the mean grey value of 

centrosomal pPLK1. 

 

 

 

 

Figure 5.2.16 A: The mean gray value of pPLK1 on centrosomes versus the area of 

centrosomes. CA: Line of best fit equation: y = -1,4377x + 56,69; R² = 0,1326. Normal: Line of 

best fit equation: y = 41,818x + 16,873; R² = 0,2655. 

 

 

 

 

 

 

 

 

 

 

Figure 5.2.16 B: The average Mean gray value of pPLK1 on centrosomes for normal cells and 

centrosome amplified cells. Significant differences have been obtained through Unpaired t-

test with Welch’s correction. CA+: range: 26,17; mean: 50,81. Normal: range: 93,7; mean: 

65,87. The two sets of data are not significantly different (P value 0,2831). Calculations, 

statistical tests and comparative tests have been done through the GraphPad prism version 

9.0.0, GraphPad software, Boston, Massachusetts,USA, www.graphpad.com. 
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In figure 5.2.16A, none of the lines of best fit shows a good enough correlation for it to be 

considered a dependency. From the bar chart in figure 5.2.16B, it can be said that the mean grey 

value of centrosomal pPLK1 is independent of the centrosome amplification. 

The figure below shows the relationship of centrosome area with the Integrated density of 

centrosomal pPLK1. 

 

 

 

 

Figure 5.2.17 A: The Integrated density of pPLK1 on centrosomes against 

the area of centrosomes. CA: Line of best fir equation: y = -5,3097x + 

288,39; R² = 0,6408. Normal: Line of best fit equation: y = 109,89x - 45,548; 

R² = 0,7521. 

 

 

 

 

 

 

 

 

 

 

Figure 5.2.17 B: Average integrated density of pPLK1 on centrosomes for 

normal and centrosome amplified cells. Significant differences have been 

obtained through Unpaired t-test with Welch’s correction. CA+: range: 48,7; 

mean: 266,7. Normal: range 136,8; mean 83,21. The data sets are 

significantly different (P value < 0,0001). Calculations and comparative tests 

have been done through the GraphPad prism version 9.0.0, GraphPad 

software, Boston, Massachusetts,USA, www.graphpad.com. 
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From the figure 5.2.17A above it appears that both sets of data show a good correlation with the 

coefficients above the 0,5 threshold. 

The bar chart in figure 5.2.17B shows that for normal cells the quantity of pPLK1 is much lower 

than for cells with amplified centrosomes.  

The next figure compares the centrosome area to the area of pPLK1 fluorescence. 

 

 

 

 

Figure 5.2.18 A: The area of pPLK1 fluorescence againt the area of 

centrosomes. CA: Line of best fit: y = 0,7813x + 0,747; R² = 0,6907. Normal: 

Line of best fit: y = 1,8202x - 0,6256; R² = 0,5006.  

 

 

 

 

 

 

 

 

 

 

 

Figure 5.2.18 B: Average area of pPLK1 for normal and centrosome amplified 

cells. Significant differences have been obtained through Unpaired t-test with 

Welch’s correction. Statistics: CA+:  range: 6,263; mean 3,945. Normal: range: 

2,610; mean 1,507. Variables not significantly different (P value 0,1134). 

Calculations and comparative tests have been done through the GraphPad 

prism version 9.0.0, GraphPad software, Boston, Massachusetts,USA, 

www.graphpad.com. 
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Centrosome area correlates well with the pPLK1 location, as seen from the correlation coefficients 

for both data sets in figure 5.2.18A. Figure 5.2.18B shows that the area of pPLK1 fluorescence does 

not change when centrosomes are amplified. 
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The following set of figures portrays data comparing the centrosomal integrated density from 

pericentrin fluorescence against Aurora Kinase-A, phospho-Aurora Kinase A and phospho-Polo-like 

Kinase 1. 

 

 

 

 

A) 

Figure 5.2.19 A: The MGV of Aurora kinase-A on centrosomes against 

the integrated density of centrosomal pericentrin. Line of best fit 

equations: CA: y = -0,1341x + 171,94; R² = 0,1852. Normal: y = 0,3964x + 

42,861; R² = 0,3072. 

Figure 5.2.19 B: The average Integrated density of AURKA of normal and 

centrosome amplified cells. Significant differences have been obtained 

through Unpaired t-test with Welch’s correction. Statistics: CA+:range: 

436,7; mean: 288,0. Normal: range: 288,8; mean: 165,8. Comparatives 

not significantly different (P value 0,0712). Calculations and comparative 

tests have been done through the GraphPad prism version 9.0.0, 

GraphPad software, Boston, Massachusetts,USA, www.graphpad.com. 
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The scatter plot in figure 5.2.19A shows that neither data category shows any dependence 

between the two parameters. Figure 5.2.19B shows that the integrated density of centrosomal 

pericentrin is the same for normal and centrosome-amplified cells. 

 

The next figure shows the relationship between the Integrated density of Aurora Kinase-A on 

centrosomes and the integrated density of centrosomal pericentrin. 

 

 

 

Figure 5.2.20 shows that only for normal cells there is a sufficient positive correlation between the 

tested parameters. 

 

 

 

 

 

Figure 5.2.20: The Integrated density of centrosomal AURKA against the integrated density of centrosomal pericentrin. Line of 

best fit equations: CA: y = 0,9653x + 388,27; R² = 0,3479. Normal: y = 4,303x - 164,64; R² = 0,7042. 
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The following figure portrays the relationship between the area of Aurora Kinase-A fluorescence 

and the integrated density of centrosomal pericentrin. 

 

 

 

Figure 5.2.21 shows that there is no relationship between the two parameters for normal and 

centrosome-amplified cells. 

 

 

 

 

 

 

 

 

 

Figure 5.2.21: The area of AURKA fluorescence against the integrated density of centrosomal pericentrin. Line of best fit 

equations: CA: y = y = 0,0154x + 1,5491; R² = 0,486. Normal: y = y = -0,0219x + 10,873; R² = 0,2228. 
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The figure below shows the relationship between the mean grey value of phospho-Aurora Kinase-

A on centrosomes and the integrated density of centrosomal pericentrin. 

 

 

 

Figure 5.2.22 shows that only in normal cells there is a relationship between the two tested 

parameters. 

 

 

 

 

 

 

 

 

 

Figure 5.2.22: The MGV of centrosomal pAURKA against the integrated density of centrosomal pericentrin. Line of best fit 

equations: CA: y = 0,0051x + 115,14; R² = 0,0037. Normal: y = 0,892x - 25,534; R² = 0,5179. 
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The figure below shows the relationship between the Integrated density of centrosomal phospho-

Aurora Kinase-A and the integrated density of centrosomal pericentrin. 

 

 

 

The figure 5.2.23 portrays that only in normal cells there is a positive relationship between the 

tested parameters.  

 

 

 

 

 

 

 

 

 

Figure 5.2.23: The Integrated density of centrosomal pAURKA against the integrated density of 

centrosomal pericentrin. Line of best fit equations: CA: y = 0,0467x + 678,29; R² = 0,0694. Normal: y = 

2,3107x - 57,5; R² = 0,7394. 
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The next figure portrays the relationship between the area of phospho-Aurora Kinase A derived 

fluorecence and the integrated density of centrosomal pericentrin. 

 

 

From figure 5.2.24 it can be seen that the two parameters do not depend on each other in either 

cell type.  

 

 

 

 

 

 

 

 

 

 

Figure 5.2.24: The area of pAURKA derived fluorescence against the integrated density of centrosomal pericentrin. Line of 

best fit equations: CA: y = 0,0085x + 7,5595; R² = 0,1383. Normal: y = 0,0061x + 7,5769; R² = 0,0058.  
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The following graphs show the scatter plots concerning the pPLK1 parameter’s relationship with 

the integrated density of centrosomal pericentrin. 

 

 

 

Looking at figure 5.2.25 it can be said that a positive correlation between the two parameters 

exists only for the cells with centrosome amplification 

 

 

 

 

 

 

 

 

 

Figure 5.2.25: The mean gray value of centrosomal pPLK1 against centrosomal pericentrin integrated density. Line of best fit 

equations: CA: y = 0,1243x - 2,6607; R² = 0,7058. Normal: y = 0,2512x + 48,02; R² = 0,064.  
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The following figure shows the integrated density of centrosomal pPLK1 versus the integrated 

density of centrosomal pericentrin. 

 

 

 

From figure 5.2.26, it can be seen that the tested parameters do not correlate with each other for 

either category.  

 

 

 

 

 

 

 

 

 

Figure 5.2.26: The integrated density of centrosomal pPLK1 against the integrated density of centrosomal pericentrin. Line of best fit 

equations: CA: y = 0,0371x + 250,7; R² = 0,0223. Normal: y = 0,4694x + 49,863; R² = 0,0917.  
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The next figure portrays the relationship between the pPLK1 fluorescence area and the integrated 

density of centrosomal pericentrin. 

 

 

 

Looking at the scatter plot in figure 5.2.27, it can be said only in normal cells integrated density of 

centrosomal pericentrin positively correlates with the area of pPLK1 fluorescence. 

 

 

 

 

 

 

 

 

 

 Figure 5.2.27: The integrated density of centrosomal pAURKA against the integrated density of 

centrosomal pericentrin. Line of best fit equations: CA: y = 0,0078x + 0,6017; R² = 0,0487. Normal: y 

= 0,0236x - 0,1696; R² = 0,5621.  

 

 

 

 

 

 

 

 

 



98 
 

Chapter 5.3: Discussion and overview of the results. 

The figures of Chapter 5.2 compare the centrosome area and the integrated density of 

centrosomal pericentrin with various parameters of the 3 cell cycle proteins. Comparing the 

parameters with centrosome area shows whether the increase in centrosome size affects the 

potential activity of the cell cycle proteins. The pericentrin integrated density is expected to 

represent centrosome maturity, thus this will allow us to draw a conclusion on whether the 

change in centrosome maturity does affect the cell cycle proteins. 

Centrosome size and maturity may not represent the same thing, since here, maturity is based on 

integrated density which depends on the area and the mean grey value of pericentrin, and the 

mean grey value of pericentrin varies. However, centrosome size is only based on the area. In 

other words, the integrated density of centrosomal pericentrin may change without the 

centrosome size changing. 

Some inaccuracies may be portrayed, since in cells with centrosome amplification the number can 

vary from 2 to about 6 centrosomes, thus centrosome size will include the cumulative area of 

multiple centrosomes: this can lead to a misrepresentation. For example, if 5 smaller centrosomes 

are present in a cell with a total area of X μM, 2 larger centrosomes can be present with the same 

area of X μM. 

Centrosomal AURKA and its correlations against centrosome size: 

Looking at Figure 5.2.10 which compares the integrated density of centrosomal AURKA against 

centrosome size, it can be seen that neither normal nor centrosome amplified cells show a 

correlation between the two parameters. As a result, it can be said that centrosome amplification 

does not change the relationship between the centrosome area and the total quantity of 

centrosomal AURKA. 

The next figure, figure 5.2.11 shows that the mean gray value or the concentration of centrosomal 

AURKA decreases as the centrosome grows in size for normal cells. The latter is most likely due to 

the integrated density or the quantity not changing in response to centrosome size. However, for 

centrosome-amplified cells, the correlation is lost, indicating that centrosome amplification 

creates some loss of dependency between the two parameters. 
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Figure 5.2.12 shows that the area of AURKA fluorescence near-perfectly correlates with the area of 

centrosomes. The latter is due to AURKA being localised on centrosomes. As a result, it can be said 

that despite centrosomes being amplified, AURKA still covers the area of them evenly. 

Overall, the only parameter that centrosome amplification has changed was the mean grey 

value/concentration of AURKA on centrosomes – loss of dependency between AURKA 

concentration and centrosome size when centrosomes are amplified. 

Lastly,  from part B of each figure, comparing normal cells with centrosome amplified cells, it can 

be said that neither the centrosome area nor the integrated density of AURKA is affected by 

amplified centrosomes, showing that amplified centrosomes exist in smaller sizes each (figure 

5.2.10 B). This is supported by the figure showing that the area of AURKA fluorescence (which 

colocates with pericentrin fluorescence) is unaffected by centrosome amplification (figure 5.2.12 

B). The concentration of AURKA (figure 5.2.11B) on centrosomes is unaffected by centrosome 

amplification, meaning that increased centrosome number maintains the concentration of AURKA 

in their area. Overall, it is apparent, that centrosomal AURKA parameters are not changed when 

centrosomes are amplified. 

 

Centrosomal pAURKA and its correlations against centrosome size: 

Figure 5.2.13A shows that neither normal nor centrosome amplified cells show a correlation of 

pAURKA concentration against centrosome size. It is seen that normal cells show two populations 

of pAURKA data distribution, which is speculated here to represent pAURKA before and after 

activation. Overall, centrosome amplification has no effect on the relationship between 

centrosome size and pAURKA centrosomal concentration. 

Figure 5.2.14A portrays that neither centrosome amplified nor normal cells show a dependency 

between centrosome area and total pAURKA centrosomal quantity. This indicates that centrosome 

amplification has no effect on the relationship between the two parameters. However, it affects 

the absolute values of the two parameters and is explained later. 

Lastly, figure 5.2.15A shows that the centrosome area correlates with the area of pAURKA 

fluorescence for centrosome-amplified cells, but not for normal cells. However, the R2 value is very 

close to 0,5 for normal cell data. Assuming that the correlation is indeed not present in normal 
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cells, this figure shows that in centrosome amplified cells there is a gain of dependency between 

the two parameters. 

Overall, it appears, that the only change observed from the latter 3 scatter plots described as a 

result of centrosome amplification was that centrosome amplified cells gain dependency of 

pAURKA fluorescence area and centrosome size, assuming R2 value of 0,4734 indicates no 

correlation. 

Comparing centrosome amplified against normal cells’ parameters (bar charts), pAURKA protein 

concentration (MGV) (figure 5.2.13B) and covered area (figure 5.2.15B) are unaffected by 

centrosome amplification, but its total quantity (figure 5.2.14 B) is affected. The latter is an 

interesting finding since for total AURKA, the total quantity is unchanged by centrosome 

amplification, thus it appears that centrosome amplification increases the quantity of active 

pAURKA compared to total AURKA. In Figure 5.2.13B it is apparent that normal cells have two 

populations of data, which could be attributed to pAURKA before activation (low values) and then 

after activation (high values). CA+ sample data shows a much lower variation of data, which could 

be due to the fact that centrosome amplified cells spend longer in mitosis due to the requirement 

to cluster them, increasing the probability of finding a cell in mitosis (after activation of AURKA). 

Looking at Figure 5.2.14B, it is apparent that the two populations exist in the normal sample also: 

lower value and higher value ones, which is related to the pattern obtained in Figure 5.2.13B. 

Once again this can be due to pAURKA before and after its activation. Centrosome amplified 

sample has shown that the range of data is much lower which can once again be attributed to the 

fact that in centrosome amplified cells mitosis takes longer thus there is a higher probability of 

finding a cell in mitosis. Overall, looking at figures 5.2.13B and 5.2.14B, there is much more 

pAURKA in CA cells thus more active pAURKA. This may imply a faster advancement through G2/M 

transition or maybe the requirement for more pAURKA to cluster the centrosomes. However, the 

area of pAURKA fluorescence is the same for both normal and centrosome-amplified cells (figure 

5.2.15B). The latter is consistent with the finding that normal and centrosome amplified cells have 

the same cumulative centrosome area.  

 

Centrosome amplification results in higher quantities of pAURKA within cells, and relatively 

consistent levels of total AURKA (includes pAURKA and AURKA). It can be suggested that the latter 

occurs due to cells with centrosome amplification spending longer in mitosis resulting in a higher 



101 
 

probability of finding a cell with activated pAURKA rather than a mitotic cell without yet active 

pAURKA, in addition to the possibility that more pAURKA is required for cells with the abnormality. 

 

Centrosomal pPLK1 and its correlations against centrosome size: 

Figure 5.2.16A shows that neither normal nor centrosome amplified cells show a dependency 

between centrosome area and pPLK1 centrosomal mean gray value. As a result, it is apparent that 

centrosome amplification does not affect pPLK1 centrosomal concentration. 

Figure 5.2.17A shows that centrosome area correlates with total pPLK1 quantity in both normal 

and centrosome amplified cells. However, for centrosome amplified cells, despite more overall 

pPLK1 present, the correlation is negative. As a result, it appears that centrosome amplification 

may alter the relationship between centrosome area and pPLK1 quantity: as area increases, pPLK1 

levels seem to decrease. Even though it decreases, it still exists in higher quantities. 

Lastly, the scatter in Figure 5.2.18A portrays that both normal cells and centrosome amplified cells 

show a correlation between centrosome area and pPLK1 area coverage. It is well known that 

pPLK1 resides on centrosomes (Gheghiani et al., 2017). Centrosome-amplified cells maintain the 

dependency. 

Overall, comparing pPLK1 and centrosome area, it appears that centrosome amplification 

disregulates just one pathway: the one relating centrosome area and pPLK1 quantity reversing the 

correlation. 

Comparing the differences in the average values of the parameters for normal and centrosome 

amplified cells, figure 5.2.16B shows that the concentration of pPLK1 on centrosomes remains the 

same irrespective of amplification, while Figure 5.2.17B shows that the total quantity of pPLK1 on 

centrosomes is much higher for centrosome amplified cells. It is unclear why the quantity changes 

without changing the protein concentration since figure 5.2.10B shows that the centrosome area 

remains the same for normal and centrosome amplified cells. The area of pPLK1 fluorescence is 

indifferent for normal and centrosome amplified cells (figure 5.2.18B) which is consistent with the 

observation that the centrosomal area is the same for both categories. Overall, for centrosomal 

parameters of pPLK1, it appears that amplification results in an increased quantity of pPLK1 

molecules. 
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Centrosomal AURKA and its correlations against PCNT integrated density: 

Figure 5.2.19A shows that AURKA concentration on centrosomes does not correlate with the 

centrosomal pericentrin levels for both normal and centrosome amplified cells. As a result, a 

conclusion can be made that centrosome amplification has no effect on the relationship between 

the two parameters. 

Figure 5.2.20 shows that the integrated density of centrosomal AURKA correlates with that of 

pericentrin only for normal cells. Apparently, when centrosomes are amplified the relationship 

between the two parameters is lost. The centrosomal levels of pericentrin become no longer  

related to the centrosomal levels of AURKA. 

Finally, 5.2.21 shows that AURKA area coverage does not correlate with the integrated density of 

centrosomal pericentrin for normal and centrosome amplified cells. As a result, it can be 

concluded that centrosomal pericentrin levels are not related to the AURKA area. However, the 

AURKA fluorescence area closely represents the centrosome area and would be expected to 

correlate with pericentrin levels. Furthermore, the R2 value of the “Normal” category in this figure 

is very close to 0,5, but the trend is negative, however. This raises questions on whether AURKA is 

truly only located on centrosomes, assuming correlation does exist. 

Overall, it appears that centrosome amplified cells have lost the relationship between centrosomal 

pericentrin levels and centrosomal AURKA integrated density, showing that the levels of these two 

proteins are not controlled together anymore under centrosome amplification. 

Comparing the centrosomal integrated density of pericentrin for normal and centrosome 

amplified cells (figure 5.2.19B), it appears that it does not significantly differ for the two 

categories, hence centrosome amplification results in overall the same total centrosomal 

pericentrin quantity, which is consistent with the fact that centrosome cumulative area remains 

constant. 
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Centrosomal pAURKA against PCNT integrated density correlations: 

Figure 5.2.22 shows that the quantity of centrosomal pericentrin correlates well with pAURKA 

centrosomal concentration. However, this relationship is lost for centrosome-amplified cells. It is 

most likely that concentration increases in response to pericentrin levels for normal cells, because 

the following figure shows that integrated density also increases. Centrosome-amplified cells show 

no relation between the two parameters indicating a loss of dependency/relationship. 

Figure 5.2.23 shows that there is a loss of correlation once again: centrosomal pericentrin levels 

correlate well with centrosomal pAURKA levels in normal cells only. This indicates that once the 

centrosomes have been amplified, the increase in pericentrin levels does not occur in concordance 

with an increase in pAURKA levels on centrosomes. 

Figure 5.2.24 shows that centrosomal pericentrin quantities do not correlate with pAURKA area 

coverage for both normal and centrosome amplified cells. It can be concluded that centrosome 

amplification does not create a gain of dependency/correlation between the two parameters. 

Overall, it can be said that centrosome amplification causes loss of dependency/correlation 

between centrosomal pericentrin quantities and pAURKA concentration as well as pAURKA protein 

quantity. 

 

Centrosomal pPLK1 against PCNT integrated density correlations: 

Figure 5.2.25 shows that pPLK1 centrosomal concentration correlates with centrosomal 

pericentrin levels for centrosome amplified cells only. It appears that there is a gain of dependency 

or correlation between centrosomal pericentrin and pPLK1. 

Figure 5.2.26 compares centrosomal pericentrin levels with pPLK1 levels of that. It is apparent that 

neither normal nor centrosome-amplified cells show a correlation between the two parameters. It 

can be concluded that centrosome amplification does not create a gain of correlation between 

pericentrin and pPLK1 quantity on centrosomes. 

Figure 5.2.27 shows that the area of pPLK1 coverage correlates with centrosomal pericentrin levels 

only for normal cells. This implies that centrosome amplification results in the dysregulation of the 

pathway relating centrosomal pericentrin levels and pPLK1 covered area, which closely resembles 

the centrosome area. 
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It appears that centrosome amplification causes a gain of correlation between centrosomal 

pericentrin levels and pPLK1 centrosomal concentration. However, there is a loss of correlation 

between centrosomal pericentrin levels and pPLK1 area coverage upon centrosome amplification. 

Overall, looking at phospho-PLK1 graphs, it is apparent that the data in the x-axis is always 

significantly shifted to the right with the shifted data points corresponding to centrosome 

amplification. In other words the centrosome area and pericentrin integrated density is 

significantly different for normal cells from centrosome amplified cells. The cells with anti-pPLK1 

antibodies are only a fraction of the total cells that were used to extract data for centrosome size. 

However, the average centrosome area for all of the cells (set includes those with anti-pPLK1 

antibody and all the other antibody combinations since they had pericentrin antibody) is 

indifferent for normal and centrosome amplified cells. This is most likely due to a chance, because 

staining cells with a different antibody cannot affect its centrosome size. Pericentrin integrated 

density has not been compared for normal and centrosome amplified cells. 
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Chapter 5.4: Discussion of the comparison of absolute values of centrosomal parameters 

between normal and centrosome amplified cells. 

Firstly, looking at the bar charts, significantly different parameters between normal and 

centrosome amplified cells are these: Integrated density of pAURKA, integrated density of pPLK1 

(figures 5.2.14B and 5.2.17B). As said before, pPLK1 scatters show that the x-axis variables are 

significantly different for normal and centrosome amplified cells, but these tested cells do not 

represent the average value from the total population of cells, just a fraction of them. The 

conclusion can be made that centrosome amplification affects only the total quantity of 

centrosomal proteins. Furthermore, those centrosomal proteins affected appear to be none other 

than the active form of cell cycle proteins – pPLK1 and pAURKA. The other two tested proteins for 

which integrated density has been compared between normal and centrosome amplified cells 

were total AURKA and total pericentrin, neither of which have shown to have significantly 

different integrated density for centrosome amplified cells. The idea that centrosome 

amplification requires more of these two proteins (pAURKA and pPLK1) has been postulated 

before. It is more often seen as a cause of centrosome amplification rather than a consequence. 

Comparing the latter finding to what is already known, the best evidence of Aurora Kinase-A being 

the cause of centrosome amplification stems from the study performed by Meraldi et al., (2002) 

who revealed that in p53 double knockout cells AURKA overexpression allows centrosome 

amplification to occur. This may explain the increased quantities seen in the figure 5.2.14B. Even 

though the current literature contains limited evidence of elevated pAURKA specifically, directly 

resulting in centrosome amplification or that centrosome amplification results in elevated pAURKA 

levels, some studies, described later have shown the involvement of the protein in centrosomal 

dynamics, supportive of the finding of this study that centrosome amplification results into overall 

higher pAURKA quantities. In contrast, Marumoto et al., (2005) have stated that the kinase-

inactive form of AURKA is sufficient to induce centrosome amplification. Loss of function 

mutations of AURKA have also led to centrosome amplification. Thus it appears that compromising 

AURKA functioning may also be a cause of centrosome amplification. 

Hirota et al., (2003) explain that AURKA functions in the regulation of centrosome maturation, 

which could explain why more pAURKA is seen with amplified centrosomes as more of it is 

required to maintain a few extra centrosomes. Furthermore, they have shown that AURKA 

activatory phosphorylation T288, same as the one tested here, initially is seen on centrosomes, 
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and after some time, increased amounts are seen at the spindle poles, where centrosomes are 

located. Two things can be taken from the latter: firstly, this may explain the high and low 

populations of pAURKA in normal cells (figures 5.2.13B and 5.2.14B), and secondly, extra 

centrosomes may be the reason why more AURKA becomes phosphorylated as this 

phosphorylation (T288) happens on centrosomes. Marumoto et al., (2005) have speculated that 

Aurora Kinase A regulates centriole pair separation through phosphorylation events for example 

Eg5 phosphorylation. Knowing that the active form of AURKA is pT288 AURKA, it is possible that 

elevated pAURKA levels can be the cause of centrosome amplification as it potentially allows more 

frequent or faster centriole separation knowing that the protein also plays a role in centrosome 

maturation. Goepfert et al., (2002) have indeed found that centrosome amplification and Aurora 

Kinase-A expression alteration occur at similar time points within tumour development, usually 

early. This supports the argument that centrosome amplification requires higher AURKA 

quantities. In addition, Glover et al., (1995), state that AURKA loss of function mutations results in 

failure of centrosome separation, and subsequently amplification. Overall, it appears possible that 

centrosome amplification may require elevated pAURKA levels. More research should be done to 

examine the expression of AURKA or its phosphorylation patterns to prove that centrosome 

amplification is the consequence of the latter. 

 

As for phospho-PLK1, the increased quantities (figure 5.2.17B) of it may be a direct result of 

increased pAURKA quantities as pAURKA directly phosphorylates PLK1 on T210, activating it 

(Colicino and Hehnly, 2018). Lenart et al., (2007) have found that PLK1 inhibition results in a weak 

staining of centrosomes, which can be interpreted as incomplete centrosome maturation or lack 

of growth. This may explain the requirement of higher pPLK1 amounts in centrosome amplified 

cells . Joukov et al., (2014) have shown the requirement of PLK1 in centrosome maturation 

directly. As a result, it can be suggested that centrosome amplification requires additional PLK1 

molecules to deal with the potentially higher demands of centrosome growth and maturation as 

there are more of them. Meraldi et al., (2002) have shown that increased PLK1 expression levels 

result in centrosome amplification. 

As a result, the observation of higher levels of pPLK1 and pAURKA in CA cells may be explained by 

the fact that these two proteins are required for centrosome overduplication and potentially are 

the cause of it. As said before, the latter has been suggestive by the findings of a number of 



107 
 

studies. However, the fact that only the phospho-forms of these two proteins are seen elevated in 

CA cells has not been directly presented before. 

As for all the other bar charts which do not show significant differences, one is of special interest: 

figure 5.2.10B which shows that the total centrosome area is not significantly different for normal 

and centrosome amplified cells. This is consistent with the findings of Decker et al., (2011) who 

state that rapid cell divisions create a high demand for centrosomal proteins to keep up the 

centrosomal growth. As a result, lacking proteins reduce centrosome size, which indirectly explains 

why more centrosomes are smaller each. The authors also stated: “First, the combined volume of 

all centrosomes formed at any one time in the developing embryo is constant. Second, the total 

volume of centrosomes in any one cell is independent of centrosome number”. Goehring and 

Hyman (2012) have also suggested that increased organelle amounts will require additional 

protein components which is a limiting factor for growth in size. Overall, what can be taken from 

this is that centrosome amplification creates a higher demand for centrosomal proteins. 
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Chapter 5.5: Comparison of correlation pattern changes with other literature. 

Looking at the scatter plots, the most striking observation for AURKA and pAURKA other than area 

coverage comparisons, is perhaps that every time a correlation has been observed for normal cell 

samples, it has not been observed for cell samples with amplified centrosomes. The latter is 

indicative of some form of deregulation of cell cycle kinetics when centrosomes are amplified 

which is a new finding. Overall, pAURKA and total AURKA parameters have shown a loss of 

correlation with pericentrin parameters 4 times (figures 5.2.11A; 5.2.20; 5.2.22; 5.2.23) and a gain 

of correlation once(figure 5.2.15A), (both when compared against PCNT integrated density and 

centrosome area). 

Pattern changes regarding AURKA/pAURKA: 

1. Loss of correlation between the mean grey value of centrosomal AURKA and the area of 

centrosomes (figure 5.2.11A). 

2. Loss of correlation between the integrated density of centrosomal AURKA and centrosomal 

pericentrin integrated density (figure 5.2.20). 

3. Loss of correlation between the Integrated density of centrosomal phospho-Aurora Kinase-A 

and the integrated density of centrosomal pericentrin (figure 5.2.23). 

4. Loss of correlation between the mean grey value of phospho-Aurora Kinase-A on centrosomes 

and the integrated density of centrosomal pericentrin (figure 5.2.22). 

5. Gain of correlation between pAURKA fluorescence area and centrosome area (figure 5.2.15A). 

Here, pAURKA/AURKA will be referred to as one entity since the literature does not present clearly 

the functions of each form of the protein i.e. the phosphorylated form is often not distinct from 

the general form. There is no information in the literature specific enough that review the specific 

parameters tested here in the form of their relationship. However, it is available in a more general 

form relating AURKA/pAURKA and PCNT, thus the paragraph below represents a discussion of all 

of the loss/gain of correlation patterns observed with AURKA and pAURKA proteins against PCNT-

derived parameters. 
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Discussion of pAURKA correlation losses: 

As said before, AURKA/pAURKA is involved in centrosome maturation and growth (Hirota et al., 

2003; Marumoto et al., 2005). As a result, it is natural to assume that more pAURKA will result in 

more centrosome maturation hence more pericentrin levels, as observed from the trend for 

normal cells (figure 5.2.23). However, it is unexpected that Figure 5.2.14A shows that pAURKA 

levels do not correlate with the size of the centrosomes. Despite that, a question arises: why does 

centrosome amplification result in a loss of the relationship between pAURKA/AURKA parameters 

and pericentrin parameters. Based on the findings of Jiang et al., (2021) and Barretta et al., (2016), 

AURKA is recruited to centrosomes in G2, while pericentrin is recruited at G2/M and early mitosis, 

leaving a hint that pericentrin recruitment is a follow-up of AURKA/pAURKA activities and not the 

other way around. To explain the loss of correlation, it can be speculated that a combination of 

genomic instability due to centrosome amplification (Sabat-Pospiech et al., 2019), and mutations 

in AURKA genes (Glover et al., 1995; Geopfert et al., 2002) leads to pAURKA errors leading 

dysfunctional signalling pathways relating pAURKA and pericentrin levels.  

 

Discussion of the gain of correlation between pAURKA fluorescence area and centrosome area: 

As for the gain of correlation between pAURKA fluorescence area and centrosome area (figure 

5.2.15) after centrosome amplification, it is very likely that the correlation existed in normal cells 

also, since the R2 value was very close to 0,5 for normal cell data. Assuming the correlation did not 

exist for normal cells, it can be suggested that the resulting smaller centrosomes consequently of 

centrosome overduplication show a better response of pAURKA area coverage to centrosome 

growth in size. Normally, when centrosomes get bigger, pAURKA potentially may not cover the 

whole area anymore. Barretta et al., (2016) say that AURKA is recruited to centrosome early in G2, 

meaning that centrosome growth after that phase may not result in AURKA recruitment to it 

anymore. Hence, no correlation between the two parameters in normal cells, because in normal 

cells centrosome grows bigger, thus perhaps longer, after AURKA is done being recruited to them. 
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Pattern changes regarding Phospho-PLK1:  

1. The area of pPLK1 coverage has shown a loss of correlation with PCNT levels due to centrosome 

amplification (figure 5.2.27). 

2. pPLK1 concentration has shown a gain of correlation with PCNT levels after centrosome 

amplification (figure 5.2.25). 

3. pPLK1 centrosomal quantity has shown a change of correlation with centrosome area from 

positive to negative upon centrosome amplification (figure 5.2.17). 

 

 

Discussion of loss of correlation between pPLK1 area coverage and PCNT levels: 

It is justified to think that pericentrin quantities relate to centrosome maturity as seen in chapter 

1.6. As a result, a correlation between pPLK1 area coverage (which accurately resembles 

centrosome size) and pericentrin integrated density is seen for normal cells is seen (figure 5.2.27). 

However, the loss of correlation after centrosome amplification suggests that centrosome area 

does not increase with the growth or the maturation of centrosome following centrosome 

amplification. It is likely that due to smaller centrosomes being present within the cell (Decker et 

al., 2011), pPLK1 distribution is affected, leading to the observation that pPLK1 area coverage does 

not correlate with pericentrin levels. 

Discussion of gain of correlation between between pPLK1 concentration and PCNT levels: 

pPLK1 concentration has gained a correlation with PCNT centrosomal quantities after centrosome 

amplification (figure 5.2.25). It is possible that centrosome amplification causes dysfunction of 

pPLK1, because as said before AURKA, an activator of PLK1 is likely dysregulated by CA. It is hard to 

explain what exactly may cause the gain of this relationship between pPLK1 concentrations and 

PCNT levels, perhaps altered signalling pathways regulating PCNT recruitment. pPLK1 normally 

only phosphorylates PCNT once it is already recruited to centrosomes (Lee and Rhee, 2011). 

Further studies could be done to test whether centrosome amplification affects the pPLK1-PCNT 

interaction. 
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Discussion of change of correlation between pPLK1 levels and centrosome area: 

Lastly, to discuss the change of correlation described previously, it is hard to understand why 

pPLK1 decreases in protein quantity with increasing centrosome size once centrosomes are 

amplified (figure 5.2.17). Since pPLK1 controls the process of centrosome duplication through cell 

cycle control (Bruinsma et al., 2015), it is thus required for duplication. One possible explanation is 

to be proven: amplified centrosomes grow larger due to lower pPLK1 levels which prevents their 

duplication for another round. Hence the downward trend. Such suggestion is supported by the 

fact normal cells show overall lower pPLK1 levels, perhaps that’s why they have normal 

centrosome numbers. 

 

Chapter 5.6: Limitations. 

Having area (fluorescence area or coverage), concentration (mean grey value) and quantity 

(integrated density), it is expected here that the 3 parameters are interdependent. For example, 

an increase in concentration would require the quantity/area ratio to be higher. In the case of the 

tested parameters, if an increase in integrated density of AURKA with respect to centrosome size 

is seen, it is expected that the other two parameters (mean grey value and area) would show a 

logical change. For example, if the area stays constant, but mean grey value increases, the 

integrated density is expected to increase likewise. For example, figures 5.2.16-5.2.18, which show 

the relationships of pPLK1 parameters with centrosome size show that for centrosome amplified 

cells as centrosome size increases, pPLK1 area coverage also increases, while the quantity 

(integrated density) decreases, suggesting that concentration should decrease drastically, but 

figure 5.2.16 shows that it is not affected by centrosome size (R2 = 0,1326). The method for 

determining these 3 parameters has been consistent for every acquisition. However, the 

explanation here could be that the consistent thresholding method works differently for each 

image or that the presence of noise within the area of interest affects the data differently in every 

image. 

To gain a better insight, next time the study could include the various parameter comparisons “per 

centrosome” rather than for all the centrosomes, since when centrosomes are amplified, each 

individual centrosome may display different parameters.  
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As seen from the pPLK1 scatter plots, normal cell data and centrosome amplified data are always 

apparent to be distributed discretely on the x-axis. For example, figures comparing pPLK1 

parameters with centrosome area show that centrosome amplified cells must have larger 

centrosome area, even tough figure 5.2.10B portrays that the total centrosome area is unchanged 

for cells with amplified centrosomes. This is because pPLK1 data samples use only a fraction of the 

data that was used to portray the centrosome area differences between “CA” and “normal”. The 

figure below explains the latter. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.6.1: The pPLK1 data samples use a smaller pool of values. As a result of a smaller pool of data used for pPLK1, 

the data points may show a smaller range. As a result of that, pPLK1 data points may by coincidence be shifted to the right 

in the x-axis. In the figure table, AURKA stands for the data points with the rabbit anti-AURKA primary antibodies. pAURKA 

stands for the data points with the rabbit anti-pAURKA primary antibodies. pPLK1 stands for the data points with the 

rabbit anti-pPLK1 primary antibodies. This figure does not represent actual values or the actual number of values. 
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Chapter 6. Discussion. 

The purpose of this study was to understand and explore the concept of centrosome amplification 

from a holistic point of view. That is, rather than “zooming in” into the phenomena to hopefully 

find a solution, here it was shown and examined by “zooming out” to see the wider system of the 

concept. As seen in the literature, there was minimal information suggestive of the role of KIFC1 in 

the cell cycle, mainly through flow cytometry experiments. Secondly, with the aid of 

bioinformatics tools, pAURKA and pPLK1 have been identified as proteins which link centrosomes 

with the cell cycle. These proteins were tested to confirm the role of centrosome amplification in 

the cell cycle.  

As a result, it was discovered that a protein preceding the event of centrosome amplification, 

known as KIFC1, affects cell cycle rates to a degree. Likewise, a novel event succeeding 

centrosome amplification has been assigned to be the altered parameters of cell cycle machinery 

and altered responses of cell cycle machinery to changes in centrosomal parameters. The figure 

below summarises the findings of this study.  

 

 

Only the degradation of KIFC1 

increases G1 and S to Anaphases 

lengths 

Only the degradation of KIFC1 

results into slower cell 

population growth by 33.5 times 

Amplified centrosomes do not change the 

rate of the cell cycle 
Centrosomal pAURKA and pPLK1 levels are 

elevated in cells with centrosome amplification 

Centrosome amplification disturbs the certain 

relationships between centrosomal and cell 

cycle kinetics 
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The findings of this study related to KIFC1 function, particularly the severe slowing of the cell-cycle 

and therefore cell growth, lend further support to the potential for KIFC1 as a therapeutic drug 

target. KIFC1 having additional effects on the cell cycle likely reduces the specificity of the effects 

of KIFC1-targeting drugs. However, the degradation of KIFC1 would also reduce the rate of the cell 

cycle which is therapeutically favourable in cancer cells. 

 

In addition, to our knowledge, this is the first study to examine the link between centrosome 

amplification and the cell cycle. This study provides the first insights to this relationship, where it 

has been found that centrosome amplification does not significantly affect cell cycle length but 

does lead to higher levels of active forms of the key mitotic kinases Aurora-A and PLK1, suggestive 

of a requirement for higher levels of these proteins in cells with centrosome amplification and 

opening the door to further study. Lastly, it has been found that centrosome amplification affects 

the certain relationships between centrosomes and cell cycle proteins. 
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