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Abstract—Edge Al-driven diffusion models (DMs) are in-
creasingly integrated into consumer devices for high-quality
data generation and content creation. This paper introduces
InvisibleDiffusion, a novel backdoor attack framework for
diffusion models in consumer electronics, designed to remain
undetected by utilizing a non-standard Gaussian distribution
as a concealed trigger. Unlike previous backdoor methods,
InvisibleDiffusion does not rely on obvious visual triggers,
enhancing its stealthiness. Extensive experiments demonstrate that
InvisibleDiffusion achieves high attack efficacy against DDPM
and DDIM models on CIFAR-10 and CelebA datasets, while
maintaining the functional integrity of the models. Our code is
available for reproducibility at https://anonymous.4open.science/
r/b2hoaWNhbnRzZWV0aGF0bm9vb29vb29vb29v.

Index Terms—Generative artificial intelligence, Edge Al, Con-
sumer devices, Security in deep learning.

I. INTRODUCTION

In recent years, diffusion models (DMs) have developed
into cutting-edge tools in content creation and high-quality
generation of comprehensive data, covering multiple fields
such as images, text, speech, molecules, etc. These models
leverage deep neural networks and large-scale training data to
demonstrate outstanding performance [1]-[14]. With the advent
of Edge Al, diffusion models are increasingly integrated into
consumer devices [15]-[17], enabling real-time data processing
and personalized user experiences. This widespread adoption
has amplified the importance of ensuring the security and
privacy of these models, particularly in devices that handle
sensitive user data. In consumer devices, these models power
a range of functionalities, from intelligent voice assistants and
personalized content recommendations to advanced security
features.

With the widespread application of diffusion models, con-
cerns about the risk of DMs suffering from backdoor attacks
have rapidly escalated [18]-[21]. Specifically, an attacker can
train a model to perform a specified behavior when a trigger is
activated, but when the trigger is deactivated, the same model
runs normally without being tampered with. The stealth nature
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of this backdoor attack makes it difficult for the average user to
determine whether a model is risky or safe to use. It is worth
noting that existing works related to backdoor attacks [18]-[20]
on DMs have limitations: they must rely on an obvious image
as the trigger as the correction term. This obvious trigger is
added to the diffusion process, making the spread of backdoor
attacks significantly different from the normal diffusion process.
Such backdoor attacks are easily detectable, which may lead to
an underestimation of the risk assessment of diffusion models.
In the context of consumer electronics, such vulnerabilities
could lead to severe breaches of user privacy and data integrity,
compromising the trustworthiness of Al-driven devices.

To bridge this gap, we propose InvisibleDiffusion, a new
backdoor attack framework for diffusion models. Unlike
previous backdoor attacks that must use an obvious image as
a trigger to be injected into the training process, our proposed
method can backdoor the diffusion model using an invisible
backdoor trigger. As shown in Figure 1, our proposed backdoor
attack diffusion process maps target data into a non-standard
Gaussian distribution activated by the trigger. We then apply
a new parameterized generative process to learn to reverse
the backdoor diffusion process through an efficient training
objective. After training, the backdoor attack model always
outputs hostile targets along the learned backdoor generation
process. In particular, as shown in the our method of Figure
1, based on whether the trigger is fixed or not, we consider
two types of attacks: attacks based on fixed trigger (with fixed
image) and attacks based on trigger from a newly sampled
Gaussian distribution (without fixed image). Attacks based on
fixed triggers consider a variety of pictures as triggers. The
backdoor diffusion model can successfully attack theoretically
any picture as a trigger based on Gaussian distribution sampling,
Uniform distribution sampling, Poisson distribution sampling,
etc. As for the attack based on the trigger of the newly
sampled Gaussian distribution, based on the consideration of
the concealment of the trigger, we directly newly sample the
standard Gaussian distribution as the trigger and mix it with
the original clean Gaussian noise to form a new non-standard
Gaussian distribution with a mean value of 0. This Noise
successfully attacks the diffusion model.

Through extensive experimental verification, InvisibleDif-
fusion has achieved high attack performance against DDPM
and DDIM on CIFAR-10 and CelebA datasets and maintains
good concealment. For example, on the CelebA data set,
InvisibleDiffusion can achieve an attack accuracy and attack



success rate of 84.70% respectively in attacks based on fixed
triggers. Also in the case of benign diffusion, the model
performs similarly to a clean (not tampered with) diffusion
model. Our main contributions are as follows:

« We propose InvisibleDiffusion, a novel backdoor attack
framework for the diffusion model. In this attack frame-
work, we define the fusion of trigger information and
original clean Gaussian noise as a non-standard Gaussian
distribution.

« We propose a backdoor attack diffusion process with a new
diffusion adversarial target to a non-standard Gaussian
distribution, and a backdoor attack diffusion process based
on new parameterization, thereby achieving the simple
training goal of InvisibleDiffusion.

o Experimental evaluation shows that in terms of diffusion
model evaluation indicators, we considered two types of
triggers, and InvisibleDiffusion achieved superior attack
performance for the diffusion model on two benchmark
datasets. Also in the case of benign diffusion, the model
performs similarly to the clean diffusion model.
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Backdoor
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Fig. 1: InvisibleDiffusion: our proposed backdoor attack
framework for diffusion model (DM). Compared with the
previous method, the injection of triggers in our proposed
method should be as hidden as possible. In particular, our
proposed method does not rely on an explicit image as a
trigger.

II. RELATED WORK
A. Diffusion Models

Diffusion models (DMs) first attracted great attention in the
field of image generation and proved to be a powerful tool for
synthesizing visually appealing images. They have been applied
to various image-related tasks, including image generation
[31, [22]-[28], image editing [29]-[32], and audio and video
synthesis [33]-[35]. Diffusion models have also been successful
as generative tools in other fields [36]-[40]. Despite their
success in a wide range of generative domains, their security
has been less studied, especially in terms of how to attack or
defend against them. As diffusion models become increasingly
popular, this becomes a critical issue. In essence, diffusion
models aim to learn the reverse diffusion process, a concept
derived from a well-studied forward destruction process. Unlike
some other image generation models that require specialized
architectural design (e.g., flow-based models), diffusion models
[25] exploit the reversibility of the diffusion process. However,
a significant drawback of the diffusion model is its relatively
slow generation process. The latest research in this field mainly
focuses on solving this limitation, with technologies such as
DDIM [23] and Analytic-DPM [22] and DPM Solver [41]

aiming to speed up sampling. The specific focus of this article
is on the covert introduction of backdoors into DDPM. This
is an exploration of the vulnerabilities of the diffusion model,
particularly in the context of backdoor attacks, and highlights
the need for a deeper understanding of its security implications.

B. Backdoor Attack on Diffusion Models

As the diffusion model becomes more widely used, some re-
searchers have proposed work on the backdoor attack diffusion
model [18], [19]. The approach taken by TrojDiff [18] assumes
that the attacker has access to the training program and sampler,
and applies correction terms on DDPM and DDIM to launch the
attack. BadDiffusion [19] method performs a backdoor attack
on DDPM by introducing an additional correction term to the
mean of the forward diffusion process without any modification
to the sampler. VillanDiffusion [20] extends the BadDiffusion
approach to different samplers and adds a text-as-trigger attack
for text-to-image generation. Another study [21] put a backdoor
on text-to-image DMs by modifying the text encoder rather
than the DMs themselves. Different from this, our method
provides a unified framework for attacking DDPM, in which
correction terms of previous attack methods are not necessary.

Compared to traditional backdoor attack methods, Invisi-
bleDiffusion introduces a unique approach that leverages non-
standard Gaussian noise to maintain high stealth in edge device
applications. Most existing methods rely on explicit image
triggers to activate backdoor behaviors, which can be more
easily detected by standard security protocols. In contrast,
InvisibleDiffusion can operate covertly without an explicit
image-based trigger, which significantly enhances its ability to
evade detection in consumer devices. Moreover, the adaptability
of our approach allows it to integrate seamlessly into various
device scenarios, where maintaining user data integrity is
essential.

III. INVISIBLEDIFFUSION:METHODS AND ALGORITHMS

In this section, we first introduce our threat model, then we
briefly review the DDPM model and introduce some necessary
notation. Then we give two requirements of our attack, propose
our non-standard Gaussian distribution attack method, and give
our backdoor diffusion process. Finally, we present our loss
function.

A. Threat Model

As diffusion models become successful on more tasks and
the amount of data they utilize continues to expand, more
and more users are choosing to use checkpoints trained by
model developers as a basic tool to perform their own tasks.
Model developers releasing more and more trained checkpoints
provide scenarios for backdoor attacks on these models. We
here give the attacker’s goals, the attacker’s capabilities.

1) Attacker’s goals: For image diffusion models, the main
use of normal diffusion models is to use standard Gaussian
noise as model input to denoise blurred images. The attacker’s
goal is to release a backdoored model with the dual purpose
of: (a) taking clean noise as input to generate images from



the normal data distribution ¢(z); and (b) taking noise with a
backdoor trigger as input, generate an image from the target
distribution G(x).

2) Attacker’s capacity: We assume that the attacker has
the following capabilities: (1) Able to control the diffusion
process of backdoor attacks and generate images from the target
distribution §(x) (note that the diffusion process N (0, ) <
g(z) defined in DDPM/DDIM ) is now called the benign
diffusion process); (2) being able to control the training
process so that the diffusion model learns the benign and
backdoor attack diffusion generation processes according to the
corresponding training procedures; (3) designing the backdoor
trigger sampling process for the backdoor attack noise input.
The attacker will then provide the user with the diffusion model
into which the backdoor has been implanted (i.e., the trained
parameters 6). The user will use a benign sampling process
(i.e., the sampling mechanism of DDPM/DDIM) to generate
images, unaware of the fact that an attacker can activate a
covert backdoor through a trigger and control the generated
image.

B. Denoising Diffusion Probabilistic Model

In order to illustrate the way InvisibleDiffusion injects
backdoors by changing the training loss of the diffusion model,
the remainder of this article will use the DDPM (Denoising
Diffusion Probabilistic Model) as the target diffusion model.
Given a real image sample g(x¢), the diffusion forward process
adds Gaussian noise ¢ ~ N(0,1) to it through T times
of accumulation. As t increases, x; approaches pure noise.
q(z¢|z¢—1) represents a Gaussian distribution with the previous
state x;_1 as the mean, and xt is sampled from this Gaussian
distribution. The so-called forward diffusion process can be
understood as a Markov chain, that is, by gradually adding
Gaussian noise N(0, I) to a real picture until it finally becomes
a pure Gaussian noise picture zr ~ N (0, I).

The size of each step is controlled by a series of hyperpa-
rameters [3; for the variance of the Gaussian distribution. That
is, ; at each time step is sampled from a Gaussian distribution
with /1 — §; multiplied by x;_; as the mean and 3; as the
variance, where [(; is a series of fixed values.

Q($t|$t71) :N(ivt;\/l _thtflvﬁtj) (D

When sampling z;, it is not directly sampled through Gaus-
sian distribution g(x¢|x¢—1), but a parameterization technique
is used. Using the notation oy = 1 — §; and a; = H§:1 g,
we have:

q(zi|wo) = N (z4; Vagwo, (1 — a)T) 2)

By reversing the above process and sampling, the original
image distribution ¢ ~ ¢(z) can be restored from Gaussian
noise zp ~ N(0, I). If satisfies the Gaussian distribution and
B¢ is small enough, q(x¢|z—1) it is still a Gaussian distribution.
Use a deep learning model (with parameters ) to predict such
an inverse distribution py:

po(zi—1|ze) = N(@p—1; po(xe, t), Xo (24, 1)) 3)

Since the forward process has Markov properties,
q(z¢|zi—1, o) it is actually equivalent to q(x¢|xs—1).

q(xe—1|ze, m0) = N (wi1; fir (20, 0), Be]) )

From Bayes’ theorem and Gaussian distribution probabil-

ity density function, we have f[i;(x;,z9) = 7?1*5‘1@370 +
-G 5 1-Ge_ 1
%&ajl)fﬂt and ﬁt = 1f;tlﬂt- Put Trog = \/767(56,5 —

V1 - dtft) into fi¢(x¢, xo), ﬂt'(wta 330). = '\/%(xt - \}%Q)

Diffusion Models use maximum likelihood estimation to
find the probability distribution of Markov chain transitions
in the inverse diffusion process. That is, maximizing the
log-likelihood of the model prediction distribution, from the
perspective of loss reduction, is to minimize the negative log-
likelihood. The variational lower bound (VLB) can be used to
optimize the negative log-likelihood. pg(x;—1|z;) is the target
distribution expected to be fitted by the deep neural network.
According to Equation 3 ,the loss function is:

L=E, [Ilﬂt(ﬂcuwo) - ue<xt7t>|2} )
1 1—
=Ezo,e[| - V%@—ue(xt,t)u?]. ©

After removing the constant term, the loss function becomes:

L=E, . |:669(\/ax0+\/164t6,t)”2:|. @)

C. Invisible Backdoored Diffusion Process

We reconsider the forward and backward processes of DDPM
and give two requirements for attacking DDPM:

(1) Based on the consideration of the success rate of backdoor
attacks, the backdoor noise input must be a non-standard
Gaussian distribution different from benign noise;

(2) Based on the concealment of backdoor attacks, the injection
of triggers should be as concealed as possible.

For requirement (1), we reconsider the diffusion process and
reverse denoising process of DDPM, and expand the restriction
condition for successful attack to the fact that the backdoor
noise input must have a non-standard Gaussian distribution
different from benign noise. Generally, there are two types
of triggers here. One is a fixed trigger, which is a picture
that is mixed with the original clean Gaussian noise in a
certain proportion to form a backdoor noise input. At the same
time, based on the consideration of requirement (2), we try
to be “invisible” when selecting pictures, such as a picture
based on Gaussian distribution sampling, Uniform distribution
sampling, and Poisson distribution sampling, which are also
noise, as a trigger. The other is a trigger of a newly sampled
Gaussian distribution, which is mixed with the original clean
Gaussian noise in a certain proportion to form a backdoor
noise input. Also based on the consideration of requirement
(2), when we choose a new sampling Gaussian distribution,
we choose a Gaussian distribution with a mean value of 0 as
the trigger, such as the standard Gaussian distribution as the
trigger. Mixing A times of these two triggers with (1 — \) times
of the original clean Gaussian noise will form a non-standard



Gaussian distribution A/ (, h*I) that is different from benign
noise. Here, the trigger is represented by ¢. A represents the
proportion of trigger mixing, A € (0,1). N(u, h?I) is the
backdoor noise input, and h? is the coefficient of the Gaussian
distribution noise variance.

1) Backdoored diffusion process: Firstly, we explain how a
benign diffusion process diffuses ¢(z) into A/(0, I) over T time
steps. Then, we propose a backdoor attack diffusion process
with a new transition process to spread (x) to N (u, h*I).
Given a variance plan {#;}L_;, ar ~ 0, provided in DDPM.
Therefore 7 = v/arxzg + /1 — are = ¢, represents xp ~
N(0, ). Under the same variance scheme, we now consider
x; to have the following form.

Ty = \/O_[>t.'L'0 + )\(\/ 1-— O_[t(i)) + (1 — )\)(\/ 1-— O_[te) (8)

where ¢ represents the trigger we injected, A represents the
proportion of trigger mixing, A € (0,1), € ~ N (0,1) is the
original clean standard Gaussian noise. At time step T, x7 =
Varzo+A(V1 —ard)+(1-N) (V1 — are) = Ao+ (1—Ne.
Therefore, x7 ~ N (1, h* 1)

For the first fixed trigger, ¢ is a fixed picture. In order to
ensure that x; can be expressed by Equation 8, we propose a
backdoor attack diffusion process:

G(zi]wi—1) = N (s Voyme—y + Amug, Be(1— A1) (9)

Here m, is a function about time step ¢, representing the
coefficient by which each trigger ¢ is multiplied at time
step t. According to Equation 8, we have /1 —a; =
M1/ —1 .- Qg + M2/ —1...03 + ..y 1/ +my. We
can get the numerical solution for m; by substituting the value
oy fromtime stept=1tot="1T.

For the second newly sampled Gaussian distribution trigger,
¢ is a standard Gaussian distribution with a mean value of 0,
¢ ~ N(0, ). The backdoor attack diffusion process is:

G(xilzi—1) = N (s Va1, By (2X% — 22X + 1))

Here ¢ is the standard Gaussian distribution ¢ ~ A(0, I). The
original clean noise is also the standard Gaussian distribution,
e ~ N (0, I). According to the Gaussian distribution probability
density function, the mixed backdoor noise input is sampled
from A(0, (2A? — 2\ +1)1). Detailed mathematical derivation
is given in the supplementary.

It is worth noting that for the second newly sampled Gaussian
distributed trigger, A times the trigger noise ¢ mixed with
(1 — X) times benign Gaussian noise ¢ will result in a non-
standard Gaussian distribution with a mean of 0 and a variance
of (202 —2X\+1)I. This means that for actual attack scenarios,
we only need to change the variance of the original benign
Gaussian noise to achieve the purpose of the attack, without
relying on an obvious fixed picture.

2) Algorithm and loss function: The general training goal
of the diffusion model is to learn a generative process that
is equivalent to the reverse diffusion process. Here, for the
backdoor attack diffusion model, the goal is dual. It needs to
learn the benign and backdoor attack diffusion process at the
same time. The benign generation goal has been implemented
by DDPM, and we use it as part of our training. Through the

(10)

definition of the positive process of the backdoor diffusion
process, we will derive the training process based on the reverse
diffusion process. Detailed mathematical derivation is given in
the Supplementary.

For the first fixed trigger, according to Equations 8, ¢(x¢|xo)
can be expressed as:

q($t|$0) = N($t7 \/EQ?O + )\\/ 1-— O?ﬂb, (1 — )\)2(1 — dt)])
(11)

We propose our new parametric learning objective pg(zi—1|x¢),
which has a similar form to §(x;—_1|x¢, xo):

ﬁ9($t71|xt) = N(-thlﬁle(wht); ie(l’mt))

For the second newly sampled Gaussian distribution trigger,
according to Equations 8, (x:|xo) can be expressed as:

G(ze|z0) = N(ze; Vagzo, (A2 =20+ 1)(1 — a,)I)  (13)

(12)

We can then use the following loss function to match
the mean between the inverse posterior and the Gaussian
transitions:

L= B, e an) ~ R )

after removing constant term, the loss function becomes:

L=Eg;. [HE — 69(@$0 + M1 — a0
+ (1= MV1-— ate,t)||2} .

(14)

15)

In general, InvisibleDiffusion needs to learn both benign and
backdoor attack diffusion generation processes. The benign
generation goal is already implemented by DDPM and we use
it as part of our training. For a data set D = {D,, D.}, it
consists of a poisoned data set D, and a clean data set D..
The loss function of InvisibleDiffusion can be expressed as:

LG (fE(), ta €, )\7 ¢) =

{ lle — eo(varzo + /1 — are, t)|? , (7)
lle — eo(Varwo + AT = @ + (1 = VT = ae, 1) 1%, (ﬁ)@

where () indicates that zo € D, (i¢) indicates that ¢ € D,,
A is the hyperparameter, and ¢ is the trigger. The training
algorithm of InvisibleDiffusion is given in Algorithm 1.
The sampling algorithm for the inference stage is shown in
Algorithm 2.

IV. EXPERIMENTS
A. Backdoor Attack Settings

In order to reduce training costs and time, we adopt a fine-
tuning [18], [19] training strategy to inject backdoors. Fine-
tuning means we fine-tune all layers of the pre-trained diffusion
model. We use pre-trained models as base models and apply
our training algorithm to fine-tune these models at 100k steps.
We use two benchmark vision datasets, namely CIFAR-10 [42]
and CelebA [43]. Although our experiments are based on the
CIFAR-10 and CelebA datasets, which are well-established
benchmarks in the field of image generation and classification,
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Fig. 2: Visualization of the benign generation process, our InvisibleDiffusion process, and the generation processes for TrojDiff
and BadDiffusion. In contrast to benign generation, which does not include any trigger, our InvisibleDiffusion method also
maintains a trigger that is not visually apparent, blending seamlessly with the normal generation process. For comparison,
TrojDiff uses a visible "Hello Kitty” image as its trigger, while BadDiffusion introduces a noticeable white box in the lower-right
corner. InvisibleDiffusion stands out for its ability to incorporate the backdoor trigger into a non-standard Gaussian distribution,
making the modification much harder to detect both visually and algorithmically. This results in a significantly more stealthy
attack compared to TrojDiff and BadDiffusion. The figure illustrates how our method ensures high stealthiness by hiding the
trigger within the noise, which is not discernible to human inspection or common detection techniques.

Algorithm 1 InvisibleDiffusion training procedure

Require: Backdoor Trigger ¢, Training dataset D, Training
parameters 6, Timestep ¢, Standard Gaussian Noise e,
Hyperparameter A
repeat

20 ~ g(0)

t ~ Uniform({1,...,T'})

e~N(0,1)

Use z; = /ayxg + /1 — aye for benign diffusion

Use x; = agzg + A(V1 — ad) + (1 — A (V1 — &e)

for backdoor diffusion

Use gradient descent Vg Lg(zo,t, €, A, @) to update 6
until converged

Algorithm 2 InvisibleDiffusion sampling procedure

If generate clean samples:
fort=1T,...,1 do
T ~ ./\/(O7 I)
2~ N(0,I)ift >1else z=0
xi—1 = flg(xe, t) + v/ Bo(xe, t)2
end for
Else generate backdoor targets:
fort=1T,...,1 do
T ~ N(M, hgl)
2~N(,I)ift >1else z=0
Ti—1 = fig(w¢, 1) + 1/ Xo(we, )2
end for

we recognize the importance of considering the applicability
of InvisibleDiffusion to real-world consumer devices, such as
smartphones, smart home devices, and healthcare devices. The
CIFAR-10 and CelebA datasets serve as practical proxies for
the types of data encountered in real consumer electronics,
especially in applications like personalized content creation,
image enhancement, and security features. These datasets cover
a broad range of data types and complexities that can be
found in real-world applications of Edge Al, including images

with varying resolutions, backgrounds, and complexities. Thus,
the results observed in these benchmarks can reasonably be
expected to generalize to a variety of tasks on consumer devices.
We select the three most balanced attributes in CelebA (i.e.,
heavy makeup, slightly open mouth, smile) and concatenate
them into 8 classes to label the dataset. We adopt the diffusion
model DDPM to follow its structure and training details, and
at the same time test the image generated by DDIM.

We experimentally evaluate two types of attack methods.
All experiments were performed on NVIDIA 3090Ti GPU.
The first (with fixed image) is based on fixed triggers. We
blend a noise image sampled from a Gaussian distribution
into a standard Gaussian noise image (more fixed triggers are
given in the Appendix). The second (without fixed image) is
an attack based on the trigger of the newly sampled Gaussian
distribution. We change the standard Gaussian noise to non-
standard Gaussian noise, which means changing the variance
of the original clean standard Gaussian noise.

Following [18], we divide the data sources of target dis-
tribution into two types. One is the target distribution of In-
Distribution (In-D), which means that the target distribution is
of the same data set. The other is the target distribution of Out-
Distribution (Out-D). Out-D means that the target distribution is
a class of different data sets. For CIFAR-10, our In-Distribution
target distribution is calss 7, which is horse in the CIFAR-10.
For CelebA, we choose the In-Distribution target distribution
to be “face with heavy makeup, mouth slightly open, smile”.
For the target distribution of the Out-Distribution, we choose
the handwritten number 8 in MNIST as the Out-Distribution
target distribution under the two datasets.

B. Evaluation Metrics

We selected different evaluation indicators for attack per-
formance and benign diffusion. For evaluating the attack
performance, we choose two indicators, the first is the Attack
Precision [18], which is the proportion of the generated image
covered by the target distribution. The second is the Attack
Success Rate (ASR) [18], which is the proportion of generated
images that are recognized as target classes by the classification



CIFAR10
Attack | Model / Target | FID Prec Recall | A-Prec  ASR | Lo Lo
None | Pre-trained (Benign) | 4.74 7750 5479 | - - | - -
TrojDiff ‘ In-D ‘ 4.75 80.61 53.03 ‘ 78.10 90.77 ‘ 4791.96 102.00
BadDiffusion ‘ One Image ‘ 10.81 75.58 53.52 ‘ MSE: 2.40E-03 ‘ 228.39 255.00
In-D (Fixed Image) 4.67 83.23 49.69 74.74 90.11 355544  127.50
InvisibleAttack In-D (W/o Fixed Image) 4.88 78.96 53.22 74.38 83.18 | 0.00 0.00
Out-D (Fixed Image) 4.67 78.54 51.22 61.67 93.10 | 3555.44 127.50
Out-D (W/o Fixed Image) | 4.99 79.58 55.10 56.49 95.23 | 0.00 0.00
CelebA
Attack Methods | Model / Target | FID Prec Recall | A-Prec  ASR | Lo Lo
None | Pre-trained (Benign) | 1344 6829 6448 | - - | - -
TrojDiff ‘ In-D ‘ 1343 6531 64.06 ‘ 67.08 91.62 ‘ 4791.96 102
In-D (Fixed Image) 14.14  67.60 61.67 63.65 90.78 | 3555.44  127.50
InvisibleAttack In-D (W/o Fixed Image) 14.02 66.15 65.63 64.79 87.66 | 0.00 0.00
Out-D (Fixed Image) 1477 64.89 62.71 62.92 93.78 | 3555.44 127.50
Out-D (W/o Fixed Image) 1423  68.44 64.69 55.83 95.81 | 0.00 0.00

TABLE I: Performance of our InvisibleDiffusion method and other methods in attacking DDPM on CIFAR-10 and CelebA.

The best results for the test indicators are shown in bold.

model. We use these two metrics to evaluate the accuracy of
the images generated by the backdoor attack. For evaluating
the stealthiness of the attack, we choose the L, norm, which
is the L, norm of the injected trigger image. The smaller the
L, norm is, the more concealed the attack is.

We define “stealthiness” in InvisibleDiffusion as the ability
of the backdoor trigger to remain undetectable under both
automated detection systems and human inspection. This
involves the absence of visually obvious trigger patterns,
typically achieved by blending the backdoor information within
a non-standard Gaussian noise pattern rather than an explicit
visual overlay. For each chart, we report the L, and L., norms
of the noise added during the attack process, which are industry-
standard metrics for quantifying the magnitude of alterations
at the pixel level. Lower values indicate higher stealthiness
by keeping modifications within perceptual limits, an essential
feature for attacks designed to evade both automated and
human detection. For readers unfamiliar with these norms,
the Lo norm calculates the average noise across all pixels,
while the L., norm highlights the maximum noise in any
single pixel, offering a dual perspective on stealthiness. In
our evaluation, we employ Lo and L., norms as primary
metrics to quantify stealthiness. These norms are suitable
for assessing pixel-level deviations that remain perceptually
inconspicuous, as lower norm values correspond to subtler
alterations in the image. These metrics were selected for their
robustness in capturing both average (L2) and maximum (L)
deviations, providing a comprehensive view of the noise’s
imperceptibility. Although alternative methods, such as image
saliency or anomaly detection, could offer different perspectives,
L, norms provide a straightforward, quantifiable standard in
diffusion models and image-based security research.

For evaluating benign diffusion, we selected three metrics
that are widely used in image generation. Frechet Inception
Distance (FID) [44], Precision [45] and Recall [45]. Lower
FID values and higher Precision and Recall values indicate that

the generated images are of better quality and more diverse.

CelebA In-D

CIFAR-10In-D  CIFAR-10 Out-D CelebA Out-D

Fig. 3: Adversarial targets generated using our InvisibleDiffu-
sion on CIFAR-10 and CelebA.

C. Main Results

We first show the results of attacking DDPM. In Table I, we
can see the pre-trained model (benign) diffusion results, the
results of our attack on DDPM, and the compared results
of other attack methods. We compare our method with
TrojDiff and BadDiffusion. For BadDiffusion we followed
the original author’s attack method to generate one image,
and the measurement method is Mean Square Error, which is
only used as a comparison reference here. We found that our
attack method performed well on FID on the CIFAR10, and
the minimum value is even better than Pre-trained (Benign)
FID. On celebA, the FID value is only 1.33 higher than Benign
at most. This shows that the images generated by our benign
diffusion still have high quality and diversity, which is further
verified by Precision and Recall. In terms of attack performance,
our method has good attack performance. On CIFARI10, the
Out-Distribution can reach the highest attack success rate of
95.23, and the In-Distribution value is close to TrojDiff. There
is similar performance on the CelebA, with the highest attack
success rate of 95.81. The A-Precc of Out-Distribution is lower
on the two datasets, but the attack success rate is high, which
shows that the generated out-of-domain images have more
diverse performances. In terms of attack concealment, our



CIFAR10

Attack | Model / Target | FID Prec Recall | A-Prec  ASR | Lo Lo
None | Pre-trained (Benign) | 4.20 8146 5219 | - - | - -
TrojDiff ‘ In-D ‘ 4.36 82.19  50.00 ‘ 84.21 88.09 ‘ 4791.96 102.00
In-D (Fixed Image) 4.37 83.33 50.73 81.43 86.46 | 355544 1275
InvisibleAttack In-D (W/o Fixed Image) 4.26 82.19 52.60 82.29 82.62 | 0.00 0.00
Out-D (Fixed Image) 4.36 81.25 49.94 49.12 85.39 | 355544 127.50
Out-D (W/o Fixed Image) | 4.86 82.92 51.25 44.59 90.41 | 0.00 0.00
CelebA
Attack Methods | Model / Target | FID Prec Recall | A-Prec  ASR | Lo Lo
None | Pre-trained (Benign) | 1377 6729 6198 | - - | - -
TrojDiff ‘ In-D ‘ 13.06 66.15 63.13 ‘ 64.38 88.38 ‘ 4791.96 102.00
In-D (Fixed Image) 1452 7042 62.08 63.65 88.46 | 355544  127.50
InvisibleAttack In-D (W/o Fixed Image) 13.74 6938 63.13 65.00 85.64 | 0.00 0.00
Out-D (Fixed Image) 1453 70.83 61.46 58.02 90.96 | 3555.44 127.50
Out-D (W/o Fixed Image) 13.15 68.44  64.69 51.98 95.02 | 0.00 0.00

TABLE II: Performance of our InvisibleDiffusion method and
The best results for the test indicators are shown in bold.

without fixed image method has a minimum value of 0 in Lo
and L, norms. Although the without fixed image method has
a value larger than BadDiffusion and smaller than TrojDiff, our
method still looks natural to the human inspection. In Table I,
we observe fluctuations in accuracy and attack success rates
across the CIFAR-10 and CelebA datasets. We attribute these
variations primarily to the differences in dataset complexity.
CIFAR-10, being a simpler dataset, results in higher attack
success rates, while CelebA, with its higher resolution and
image diversity, shows more varied results. Additionally, the
type of noise and its interaction with the diffusion process
plays a role in these variations, influencing the effectiveness
of the attack.

We show the results of attacking DDIM in Table II. We
find that our method performs well on FID on the CIFARI10,
only up to 0.66 higher than Benign. On the CelebA, the FID
value is only 0.76 higher than Benign at most. This shows
that the images generated by our benign diffusion are still of
high quality and diversity. Precision and Recall also further
verified this. In terms of attack performance, our method has
good attack performance against DDIM. On the CIFARI10, the
Out-Distribution can reach the highest attack success rate of
90.41, and the In-Distribution value is close to TrojDiff. There
is similar performance on the CelebA, with the highest attack
success rate of 95.02. The A-Precc of Out-Distribution on the
two data sets is lower, but the attack success rate is high, which
also shows that the generated out-of-domain images have more
diverse patterns. In terms of attack concealment, our without
fixed image method has a minimum value of 0 in Ly and Loo
norms, and the value of the With Fixed Image method is still
smaller than TrojDiff. And our method looks natural to the
human inspection, closer to the original benign noise.

We show the visualization results compared with other attack
methods in Figure 2. We visualize the generation process of
benign and our attacks as well as other attack methods in Figure
2. We can see that similar to the benign generation process,
the generation process of our attack has no obvious trigger

other methods in attacking DDIM on CIFAR-10 and CelebA.

image. While other attack methods triggers are obvious during
the generation process. We visualize the generated adversarial
targets under our attack in Figure 3. Method proposed in this
paper is only used for the study of vulnerability in diffusion
models and does not target any real system.

While this paper primarily focuses on presenting a novel
backdoor attack framework for diffusion models, it is essential
to consider potential defense and mitigation strategies to
address the risks posed by such attacks. The stealthiness of the
InvisibleDiffusion attack, which relies on the introduction of an
invisible trigger through non-standard Gaussian noise, makes it
particularly challenging to detect using conventional methods.
However, there are several promising defense approaches
that could be explored. Adversarial Training and Fine-tuning:
One potential defense is adversarial training, which involves
augmenting the training dataset with adversarial examples to
help the model recognize and resist backdoor attacks. For
diffusion models, this could mean training on a combination
of benign and backdoored samples to allow the model to dif-
ferentiate between legitimate data and malicious manipulations.
Fine-tuning the model with additional data or regularization
techniques could also help mitigate the impact of hidden
triggers. Anomaly Detection: Anomaly detection techniques,
especially those focused on identifying unusual patterns in noise
distributions, could be applied to detect deviations caused by
non-standard Gaussian noise introduced by the backdoor. By
analyzing the statistical properties of noise in the diffusion
process, it may be possible to identify outliers that indicate the
presence of a backdoor trigger. This approach would require
carefully monitoring the noise distribution during inference
and could potentially detect abnormal behavior introduced by
the backdoor.

D. Ablation Studies

1) Effect of mixing ratio hyperparameter \: In our attack, the
hyperparameter A represents the proportion of trigger mixture.
In this section, we explore how A affects attack performance.
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As shown in Figure 4, in terms of the two indicators A-Precc
and ASR, the best effect is when A = 0.5.

2) Effect of training steps: We show in this section the
impact of the number of training steps on our proposed
backdoor attack method. Because DDPM and DDIM have
the same training process, we show the sampling results of
DDIM as an illustration. As shown in Figure 5, under different
training steps, the evaluation index of benign diffusion and
the evaluation index of attack effect have slight changes. We
notice that when the number of steps is too small (e.g., 20k),
the attack fails because it reaches 0% ASR and 0% A-Precc.
However, in just 50k steps, the attack manages to achieve
77.5% ASR and 78.75% attack accuracy, indicating that the
proposed method can easily attack the diffusion model. As the
number of steps increases, the attack effect becomes slightly
better and gradually converges.

Model | FID | Prec | Recall | MSE
DDIM | 4.66 | 77.50 | 54.27 | 8.59E-06
DDPM | 4.22 | 81.45 | 51.25 | 1.79E-04

TABLE III: Our attack method without fixed image attacks
the performance of DDIM and DDPM. MSE represents the
Mean Square Error between the generated image and the target
image.

3) When the target distribution is one picture: We also
tested the case where the target was an image. Because it is
more challenging to map a non-standard Gaussian distribution
to another distribution rather than a specific image, we perform
the without fixed image attack on the CIFAR10 dataset only
for illustration. As shown in Table III, we can maintain a good
benign diffusion process in the case of successful attacks (the
MSE between the generated image and the target image is
small enough).

V. CONCLUSION

In this paper, we propose InvisibleDiffusion, a novel back-
door attack framework specifically designed for diffusion
models integrated into consumer devices, powered by Edge Al.
Unlike previous backdoor attacks that rely on obvious triggers,
InvisibleDiffusion utilizes a non-standard Gaussian distribution,
making the backdoor triggers invisible and significantly more
difficult to detect. By employing this innovative approach, we
successfully demonstrated how backdoor vulnerabilities could
be exploited in consumer devices that leverage diffusion models
for real-time data processing and personalized experiences.

Through extensive experiments on two visual benchmark
datasets, CIFAR-10 and CelebA, we validated the effectiveness
and stealthiness of the proposed attack framework. The
results showed that InvisibleDiffusion achieved high attack
success rates while maintaining the integrity of the original
model’s performance in benign scenarios. Our work not only
demonstrates a novel attack vector but also emphasizes the
importance of developing robust defense strategies to protect
consumer devices from such stealthy backdoor attacks. Our
research contributes to this ongoing effort by highlighting
potential vulnerabilities and proposing new avenues for securing
Al-powered consumer devices.
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