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Abstract

Georgios Xystouris

Creation and distribution of cold plasma in gas giants’ magnetospheres

through in situ and remote observations.

This thesis focused on studying the production and distribution of neutrals and plasma

in the magnetospheres of Saturn and Uranus, using data from several instruments that pro-

vided both in-situ and remote observations. These specific planets were selected because

they are expected to have similarly cold and water-like plasma: Saturn has Enceladus as

the main neutral provider, and Uranus has its 5 biggest moons: Ariel, Umbriel, Titania,

Oberon and Miranda. While the existence of a water-group plasma is studied thoroughly

for Saturn with the Cassini Mission, it is still a topic of debate for Uranus, as no heavy

ion plasma was observed during Voyager 2 flyby.

For Uranus I searched for the existence of a water neutral torus using observations from

Herschel/HIFI. Although models predict such a torus, the data were inconclusive: there

was a feature on the data hinting at the existence of a torus, but it was not potent enough

to confirm without further study.

For Saturn I focused on the factors affecting the cold plasma measurements, particularly

the photoelectrons, as they have the same properties as the cold electron plasma. I studied

how data from the Cassini/LP and CAPS evolve when Cassini goes into Saturn’s shadow,

where the photoelectron generation stops, and I found that data from both instruments

exhibited clear changes. Moreover, I calculated the transparency of the main rings based

on photoelectrons variations when Cassini was in the rings’ shadow.

Lastly, as the sunlight or the plasma flow can be important to an instruments’ mea-

surements, I developed algorithms that use a spacecraft 3D model to: (i) calculate the

field-of-view of an instrument mounted on a spacecraft, and (ii) search for any intersections

of a vector with any part of a spacecraft. This work can be adapted to any spacecraft.
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Chapter 1: Introduction

1. Introduction

“Space is big. You just won’t believe how vastly, hugely, mind-

bogglingly big it is.”

— Douglas Adams, The Hitchhiker’s Guide to the Galaxy

1.1. Overview

In this thesis I will present my studies on plasma creation and distribution in the gas giants’

magnetospheres, focusing on Saturn and Uranus. It is mostly a data analysis work, where

I also focused on instrumentation and parameters that affected the measurements made

by instruments. Chapter 1 gives an introduction of the studies to follow, along with some

required basic plasma physics elements. Chapter 2 gives an overview of the instruments

whose data were used in this thesis. Chapter 3 presents the work done focusing on Uranus,

chapter 4 respectively is focused on Saturn. Chapter 5 shows the work on how the field of

view (FOV) on an instrument can be calculated and how to assert whether a vector ‘hits’

the spacecraft. Lastly, chapter 6 presents the conclusions of this thesis, along with ideas

for future work on the projects discussed.

Two publications came out of this thesis. The first publication is an interdisciplinary

study of how I calculated the transparency of Saturn’s rings while studying the parameters

affecting plasma measurements [Xystouris et al., 2023a] and it is part of chapter 4. The

second publication is a technical paper based on chapter 5 [Xystouris et al., 2024].

All the scalar variables in this thesis are noted in italic and the vectors in bold italic.

Also, some symbols are used for different things in different chapters, e.g. α is used to

define the pitch angle in chapter 1 and the attack angle in chapter 3. Therefore each

symbol will always be defined in advance in each chapter, and no two quantities using the

same symbol will be used together throughout the thesis.

In this chapter all the elements in sections 1.2, 1.3, 1.4, 1.5, 1.6, and 1.7 are from

Baumjohann and Treumann [2022], unless otherwise stated.
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1.2. Plasma definition

Plasma is a gas consisting of equal numbers of free ions and electrons. If the ions are the

same number as the electrons in the same volume element it makes the plasma quasineutral.

Such a volume element must be large enough to contain a sufficient number of particles,

and small enough compared to the variations of macroscopic parameters, e.g. density and

temperature. On average the plasma macroscopically is neutral, as the randomness in the

particle distribution cancels their individual electric charge, but also each particle is not

affected by other charges in the plasma (Debye shielding - to be discussed in the next

section). A particle is free when its motion is free from the influence of its neighbouring

particles, i.e. has no direct collisions with them. For this to happen its potential energy

due to its nearest neighbour must be less than its random thermal (kinetic) energy.

Over 99% of all the known ordinary matter is in plasma state, and in space it can be

found in a range of energies: from very cold, e.g. the interstellar medium has a temperature

of O
(
10−2eV

)
[Gibbon, 2020], to very hot, e.g. the hottest star has a temperature of

∼ 5 · 104eV [Brands et al., 2022].

1.3. Debye shielding, Debye length, L-shells, & plasma parameters

The Coulomb potential field of every point charge, q, is defined as:

ΦC =
q

4πϵ0r
(1.1)

where ϵ0 is the electric permittivity in vacuum and r is the distance from the particle

(assuming that the particle is a point in space). If there are no other charges in space the

particle’s field will drop to zero at infinity. In the case of plasma though, where there are

other charges around, those charges will move around to ‘shield’ a ‘naked’ potential (i.e.

the potential of a single charge). This movement of charges to shield the naked potential

is called Debye shielding. It will cause the attenuation of the Coulomb potential of the

‘naked’ charge, and the total potential of the charge will drop much faster than if it was

naked. The distance where the naked potential is shielded is controlled by the Debye length,

λD, which depends on the temperature and density of the particles. The Debye length

can also be defined as the characteristic length where a balance is obtained between the
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thermal energy of the particles and the electrostatic potential energy. The thermal energy

is responsible for perturbing the electrical neutrality of the plasma, while the electrostatic

potential energy tends to restore the charge neutrality. The hotter the plasma particles,

the faster they move, and the less efficient they are at shielding the potential. Also, a

lower density population will also be less effective at shielding the potential due to their

small number.

The Debye potential is in the form of

ΦC =
q

4πϵ0r
exp

[
− r

λD

]
(1.2)

The exponent cuts off the potential at distances where r > λD. For the plasma to be

quasineutral, the physical dimension of the system, D, must be much larger than the

Debye length

D ≫ λD (1.3)

otherwise there will not be enough space for the shielding of each particle to occur, and

the system will simply be a neutral gas with some ionised particles. This requirement is

called the first plasma criterion.

Assuming that the temperature between electrons and ions are approximately equal,

Te ≃ Ti, as is their number density (assuming singly charged ions), ne ≃ ni, the Debye

length is given as

λD =

(
ϵ0kBTe
nee2

)1/2

(1.4)

where kB is the Boltzmann constant and e is the electron charge. We can also find the

number of particles, N , inside a Debye sphere, i.e. a sphere of radius λD

Ne,Debye sphere =
4π

3
neλ

3
D (1.5)

In a dipolar magnetosphere the L-shell parameter, or L value, can be defined as

L =
req
Rpl

(1.6)

where Rpl is the planetary radius and req is the distance at the magnetic equator. This

parameter is particularly important because a planet’s magnetic dipole is not necessarily
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aligned with its rotation axis. Since plasma follows magnetic field lines, the L-shell (or L

value) indicates the specific magnetic field line along which a particle is located. Calculat-

ing the L in simpler, dipole-like magnetospheres, such as Saturn’s, is straight-forward by

simply following eq. 1.6, where the locus of constant L creates a shell around the planet. In

more complex magnetospheres with more poles and a complicated configuration, such as

Uranus’, an L can still be defined, provided that the magnetosphere can be approximated

as a dipole at larger distances. Once the L values for these shells are calculated, they can

be extrapolated to smaller distances. However, unlike at larger distances, the L at closer

distances will not for a shell but will instead represent regions of constant magnetic field

strength, similar to contour maps.

Fig. 1.1 shows the Coulomb and Debye potentials for the Kronian plasma in two regions:

close to Enceladus orbital distance, at L ≈ 4, and away from it, at L ≈ 7. The x-axis of

the figure show the distance between the particles, while the y-axis shows the potential

of the particles. For L = 4 a density of ne ≈ 50cm−3 and temperature of T ≈ 10eV

were used, while for L = 7 those values were ne ≈ 20cm−3 and T ≈ 5eV respectively

(values from Xystouris [2016] and Persoon et al. [2020]). As Enceladus is the main plasma

source for the Kronian magnetosphere, these distances show typical Debye lengths for a

hotter, denser plasma, right at the source, and a more tenuous, colder plasma, away from

any sources. The figure shows clearly the faster drop of the Debye potential than the

Coulomb potential. Also, comparing the density and temperature, the denser the plasma,

the shorter the λD, and the faster the Debye potential drops. As those two values can be

considered two extreme values for the plasma, dense and hot versus tenuous and cold, we

see that the Debye length for Saturn’s inner magnetospheric plasma is ∼ 3.5m.

The term neλ
3
D is called plasma parameter, Λ, and it shows (approximately) the number

of charges inside a sphere. The second criterion of plasma says:

Λ = neλ
3
D ≫ 1 (1.7)

meaning that the plasma must be densely populated inside the Debye sphere. Combining

eq. 1.4 and 1.7 we get:

kBTe ≫
n
1/3
e e2

ϵ0
(1.8)
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Figure 1.1: Coulomb and Debye potentials for the Kronian magnetospheric plasma. The

Debye length for the Kronian plasma is ∼ 3.5m.

which implies that a particle’s mean potential energy due to its nearest neighbour must be

much smaller than its mean thermal energy. Hence some combination of high temperature

and low density is expected.

Fig. 1.2 shows examples of various plasmas’ temperature and energy. The Debye length

and particles in the Debye sphere are also presented on the plot with the dashed and

solid line respectively. For planetary magnetospheres the Debye lengths can be from less

than 1m to hundreds of meters, while a Debye sphere contains from ∼ 107 to over ∼ 1015

particles. For comparison, the plasma density and temperature for Saturn and Uranus,

as both are studied in this work, are added on the plot. The orange circle is the plasma

conditions range for Saturn: Persoon et al. [2020] calculated the water group ion density

close to Enceladus to be ∼ 1 − 50cm−3 with a temperature of ∼ 0.4 − 80eV, while the

hydrogen ion density is ∼ 1− 10cm−3 with a temperature of ∼ 5− 45eV. Xystouris [2016]

showed that the electrons follow the same parameters as the water group, with slightly

lower temperatures, ∼ 10eV. These conditions give Debye lengths of ∼ 1 − 10m, with

∼ 1010 particles inside a Debye sphere. The blue circle is the plasma conditions reported

in Uranus: McNutt et al. [1987] calculated the cold hydrogen ion density is ∼ 0.5−2cm−3

with a core temperature of ∼ 5 − 10eV, but they also reported a hot component with

density and of ∼ 0.1− 0.8cm−3 and a temperature of ∼ 400− 6000eV. Sittler et al. [1987]
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calculated electron parameters similar to the cold hydrogen: density ∼ 0.02− 1cm−3, and

temperatures ∼ 50− 5eV respectively. Therefore, the Uranian magnetospheric has Debye

lengths ∼ 10 − 100m, with ∼ 107 − 1015 particles inside each Debye sphere.

Adapted from Kivelson & Russell (1995)

Uranus
Earth

Saturn

(rad. belts)

Earth's Ionosphere

Figure 1.2: Example of various plasmas temperature and energy. The Debye length

(dashed line), and charges in a Debye sphere (solid line) are also shown. For

comparison the Uranian and Kronian plasma, that this work uses, and the

Earth Van Allen radiation plasma are marked with the blue, orange, and green

circles respectively. Figure adapted from Kivelson and Russell [1995]

While it looks that the two magnetospheres are not fully within the textbook region

of a magnetospheric plasma parameters, each planet has its unique configuration of mag-

netospheric plasma density and temperature. As an example of showing how diverse

magnetospheric plasma environments can be the green circle shows the plasma environ-

ment of the Earth’s Van Allen radiation belts [Li and Hudson, 2019], where the plasma

has higher density (∼ 10 − 100cm−3) and temperature (∼ 103 − 104eV) than Saturn and

Uranus.
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1.4. Plasma beta

The plasma beta, β, can be defined as the ratio of the thermal pressure to the magnetic

pressure of a plasma:

β =
nkBT

B2/2µ0
(1.9)

where n is the particle number density, T is their temperature, kB is the Boltzmann

constant, B is the magnetic field strength, and µ0 is the magnetic permeability in vacuum.

β is an indicator of whether the particles are being driven by the magnetic field (low β),

or whether they drag the magnetic field due to their thermal energy (high β).

A cold (i.e. low energy) plasma has β ≪ 1, while a warm (i.e. high energy) plasma has

β ≥ 1 [Kivelson and Russell, 1995]. Examples of plasma β: the solar interior has β ≫ 1,

the solar corona has β ≪ 1, and the solar wind at the earth’s neighbourhood has β ∼ 1.

The magnetospheres of the outer planets can have a wide range of values, depending on the

combination of the local plasma conditions. For example, Kanani et al. [2010] presented

modelling indicating that β can vary from 10−4 to 103 in Saturn’s magnetosheath (fig. 5d

in their work).

1.5. Stationary dipole magnetospheres

The internal magnetic field of gas giants are mostly dipoles, but also have moments of

higher order. Those can be minimal, such as Saturn’s case [Smith et al., 1980], weak,

such as Jupiter’s case [Connerney et al., 1987], or stronger, such as Uranus and Neptunes’

moments [Connerney et al., 1991, Connerney, 1993]. Despite these higher order moments,

the fields are approximately dipolar within a few planetary radii of the surface. Beyond

this, they are radially stretched into a magnetodisk configuration (e.g. Achilleos et al.

[2021]).

The dipole strength at a specific location, r, can be calculated using the equation

B =
µ0
4π

Mpl

r3
(
1 + 3 sin2 λ

)1/2
(1.10)

where Mpl is the planetary dipole moment, and λ is the magnetic latitude.
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The dipole magnetic field lines equation is

r = req cos2 λ (1.11)

For any point on the equator, λ = 0 ⇒ r = req; this is also the greatest distance of the

line.

By combining eq. 1.6 and eq. 1.11, and setting the distance on the surface of the planet,

r = Rpl, we can find the intersection latitude on the planet, λpl, of a line with an L-shell

value:

cos2 λpl = L−1 (1.12)

Eq. 1.10 can be parametrised to the L-shell value and λ using eq. 1.11 and eq. 1.6:

B (λ, L) =
Bpl

L3

(
1 + 3 sin2 λ

)1
/2

cos6 λ
(1.13)

where Bpl is the planetary equatorial magnetic field strength on the planet’s surface, given

by the equation

Bpl =
µ0 ∗Mpl

4πR3
pl

(1.14)

1.6. Trapped charged particle motions

Assuming that the plasma particles created in the processes described in section 1.7 are

in an empty space, each particle that is at rest creates an electrostatic field, E. The force

each particle feels due to the electrostatic field of another particle is the Coulomb force

FC = qE (1.15)

If a particle moves through a magnetic field B with a velocity u it experiences a force,

called Lorentz force

FL = q (u×B) (1.16)

While the plasma is in an environment with a magnetic field, such as a planetary

magnetosphere, the charged particles will be accelerated by the electric and magnetic field

in the magnetosphere, leading to a number of fundamental motions. If the magnetic field

Georgios Xystouris 8 PhD thesis



Chapter 1: Introduction

has the shape of a dipole, the particles will be subjected into three major motions: (i)

the gyration around a magnetic line, (ii) the curvature drift along the magnetic line and

eventually the magnetic mirroring (i.e. the bounce between the two poles of the dipole),

and (iii) the drift around the equator of the dipole.

1.6.1. Gyration

The equation of motion (Newton’s second law) for a particle can be written as

F = m
du

dt
(1.17)

where m is the particle mass and u its velocity. If that particle is charged with a charge

q, the forces applied on it are the Coulomb and Lorentz forces. Hence using eq. 1.15,

eq. 1.16, and eq. 1.17 we have

m
du

dt
= q (E + u×B) (1.18)

In a planetary magnetosphere though we can assume (for now) that there are solely mag-

netic lines, without electric fields. Therefore essentially we only have the Lorentz force

applied to the particle. Eq. 1.18 becomes

m
du

dt
= q (u×B) (1.19)

Taking the dot product of eq. 1.19 with u, and using the property u · (u×B) = 0, we

get

m
du

dt
· u =

d

dt

(
mu2

2

)
= 0 (1.20)

which shows that the kinetic energy and the magnitude of the velocity of a particle that

moves in a static magnetic field are constant.

Placing the magnetic field direction on the z-axis, B = Bêz, and at this point assuming

that and uz = u∥ = 0, we get from eq. 1.19

mu̇x = qBuy

mu̇y = −qBux

mu̇z = 0

(1.21)
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which shows that the motion of the particle takes place only the XY plane, that is per-

pendicularly to the magnetic field direction. In other words u⊥ ̸= 0. As the perpendicular

motion is largely circular the centre where the particle orbits around is called guiding

centre.

Taking the second derivative of eq. 1.21 we have

müx = −
(
qB

m

)2

ux

müy = −
(
qB

m

)2

uy

(1.22)

which look like the equations of a harmonic oscillator

ui = u0 cos (ωt) ⇒ üi = −u0ω2 cos (ωt) (1.23)

The coefficient ω is the frequency of oscillation, or gyrofrequency and it stays constant

over time. Combining 1.22 and 1.23 we get

ωg =
qB

m
(1.24)

which is the gyrofrequency of a particle rotating around a magnetic line.

Since the rotation of the particle is circular, we can express its displacement from the

guiding centre, (x0, y0) as follows:

x− x0 = A sin (ωgt)

y − y0 = A cos (ωgt)
(1.25)

where A is the amplitude of the displacement from the equilibrium position (i.e. the

guiding centre), which is essentially the radius of the orbit, i.e. the gyroradius. Deriving

and squaring eq. 1.25, and combining with eq. 1.24 we get

r2g =
u2x + u2y
ω2
g

⇒ rg =
u⊥
|ωg|

=
mu⊥
|q|B

(1.26)

While the gyroradius is independent of the particle charge sign, it is included in the

gyrofrequency solely for showing the direction of rotation.

This motion is very fast compared to the rest of the motions that will be discussed, as an

electron completes an orbit around a magnetospheric magnetic line in times of O
(
10−6

)
s.
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1.6.2. Curvature drift & magnetic mirroring

If the moving particle has a z-component, i.e. u∥ ̸= 0, this will allow the particle to move

parallel to the magnetic lines. As the magnetic lines of the dipole are curved, the particle

will also be subjected to a curvature drift, that is described below.

The pitch angle, α, of a particle can be defined as

α = arctan

(
u⊥
u∥

)
(1.27)

which can be used to show which component, parallel or perpendicular, contributes more

to the movement. From eq. 1.27 we can also get the following equations for each of the

individual components

u⊥ = sinα

u∥ = cosα
(1.28)

As u∥ ̸= 0, the particles will also experience a centrifugal force, FR

FR = mu2∥
Rc

R2
c

(1.29)

where Rc is the vector of the local radius of curvature.

If the gyroradius of a particle varies over a gyration, then a rotational drift starts

developing, with a drift force F . The general equation for the guiding centre drift velocity

is

uF =
1

ωg

(
F

m
× B

B

)
(1.30)

Plugging eq. 1.30 to eq. 1.29, we get the curvature drift velocity:

uR =
mu2∥

q

(
Rc ×B

R2
cB

2

)
(1.31)

From eq. 1.31 we see that the curvature drift is perpendicular to both the magnetic field

and its curvature. Also the drift is proportional to the parallel energy of the particle,

W∥ = (1/2)mu2∥.

The magnetic moment of a particle that moves along a magnetic field is expressed as

µ =
mu2⊥
2B

(1.32)
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and it is connected with the gyration of the particle around the magnetic field. When the

particle moves to a stronger or weaker magnetic field, its gyroradius and gyrofrequency

change, but its magnetic moment is not affected by their changes - given the changes are

small - hence the magnetic moment can be considered invariant.

Combining eq. 1.32 and eq. 1.28 we get the relationship between the magnetic moment

and pitch angle

µ =
m sin2 α

2B
(1.33)

The only parameters that are changing in the equation are the pitch angle of the particle

and the magnetic field strength of the region it currently is at. As the magnetic moment

is adiabatic we can connect the parameters of two regions, e.g. region 1 and region 2, as

eq. 1.28

sin2 α2

sin2 α1
=
B2

B1
(1.34)

The magnetic field of a dipole though is becoming stronger towards the pole. Therefore,

as a particle moves towards the poles there will be a point, Bm, where the magnetic field

will be strong enough that its pitch angle will reach α = 90◦, which will stop it from

continuing travelling, and eventually it will be reflected. This point is the mirror point.

At the mirror point the particle’s energy shift solely to its perpendicular component,

u⊥ ⇒ u∥ = 0, and, due to the parallel component of the gradient force

F∇∥ = −µ∇∥B (1.35)

it is pushed backwards. This force is called mirror force.

Seeing the dipole from afar, if no more forces are applied to the particle, the particle will

eventually become trapped in a bouncing motion from pole to pole, as the same process

will be repeated on the other pole of the dipole. In this case its pitch angle at a specific

location can be found using the equation

sinα =

(
B

Bm

)1/2

(1.36)

The minimum strength of a magnetic field is on the equatorial plane, and can be calcu-

lated as

Beq =
Bpl

L3
(1.37)

Georgios Xystouris 12 PhD thesis



Chapter 1: Introduction

Combining eq. 1.13 and eq. 1.36 an equatorial pitch angle, αeq can be defined as

sin2 αeq =
Beq

Bm
=

cos6 λm(
1 + 3 sin2 λm

)1/2 (1.38)

where λm is the magnetic latitude of the particle’s mirror point. This equation shows that

the αeq depends solely of the magnetic latitude of its mirroring point, and not at all from

its L-shell value.

The bounce period of a particle is calculated as

τb ≈
LRpl

(W/m)1/2
(3.7 − 1.6 sinαeq) (1.39)

where W is the particle’s energy. The period of this motion is in the hours range. For

Earth the bounce period of a proton with energy 1eV ranges from ∼ 1.5h to ∼ 10h,

depending on its L-shell value, while for an electron with the same energy the period is

∼ 5s to ∼ 10s. Vogt et al. [2014], using simulations, calculated that on Jupiter, the bounce

period for a heavy ion with mass of 20 proton masses, for energies 100eV to 50keV, and

for αeq between 20◦ and 80◦, is from ∼ 1h to ∼ 10h.

1.6.3. Equatorial drift

There are three sources of equatorial drift for the magnetospheric particles: the planetary

magnetic field, the corotational electric field, and the solar-wind-generated electric field.

This drift is perpendicular to the planetary equatorial magnetic field lines, forcing the

particles to drift along the equator. Here are presented some major processes resulting to

an equatorial drift.

Corotation electric field & E ×B drift

As a planet rotates with an angular velocity Ωpl, the particles, following the magnetic

lines, will corotate. This corotation of particles will create a corotating electric field:

Ecr = − (Ωpl × r) ×B (1.40)

Combining eq. 1.40 with eq. 1.13, the strength of the corotating electric field on the equator

is

Ecr =
ΩplBplRpl

L2
(1.41)
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which shows that the electric field strength decreases with the square of the L value.

This corotating current will also affect the particles. Taking eq. 1.18, and this time

including the electric field, we can separate it to parallel and perpendicular components.

The parallel component describes an electric field along the magnetic field

mü∥ = qE∥ (1.42)

which though cannot be sustained due to the high mobility of electrons, that create an

counter-acting electric field, and the plasma quasi-neutrality, that forces the plasma to

maintain a quasi-neutral state.

The perpendicular component, assuming that the perpendicular electric field is parallel

to the x-axis, E∥ = Exêx gives the following velocity components for a particle

u̇x = ωguy +
q

m
Ex

u̇y = −ωgux

u̇z = 0

(1.43)

Taking the second derivative we have

üx = −ω2
gux

üy = −ω2
g

(
uy +

Ex

B

) (1.44)

Which, similarly to section 1.6.1, eq. 1.44 describes a gyration around a guiding centre

with an extra drifting term that forces the guiding centre to drift to the -y direction.

The general form of the E ×B drift is

uE =
E ×B

B2
(1.45)

This drift is independent of the particles sign, hence both electrons and ions move towards

the same direction. The path they will follow will be a helical movement: an ion /

electron is accelerate towards / away from the direction of the electric field, increasing its

gyroradius. But during its second half of its orbit it is decelerated, hence its gyroradius is

decreased. This increase and decrease of the gyroradius shift the position of the guiding

centre, causing the drift.
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General force drift

By combining eq. 1.15, eq. 1.45, and eq. 1.24 we get the equation

uF =
1

ωg

(
F ×B

mB

)
(1.46)

where applies for any force acting on a particle in a magnetic field: Coulomb, polarisation,

gradient, and gravitational. As the ωg carries the particles sign, for any force other than

Coulomb force, the particles will drift to opposite directions. For Coulomb force, since it

also carries the particles sign, those will cancel each other out, showing that the particles

are moving towards the same direction.

Magnetic gradient drift

Any inhomogeneity of a magnetic field, such as the multipolar nature of a planetary

magnetic field, the magnetospheric plasma movement, the planetary rotation etc., will

lead to a magnetic drift of the particles. In a quasi-dipolar magnetosphere a primary

inhomogeneity is the gradient in the magnetic field, in both the radial and latitudinal

directions. Any strong variations of the magnetic field will create an electric field (based

on the Faraday law, ∇ × E = −dB/dt) causing the E × B drift that was discussed

previously. Any weak variations though will limit the effects of the E × B drift, but

creating a drift solely due to the magnetic field. The gradient drift of the guiding centre

is

u∇ =
mu2⊥
2qB3

(B ×∇B) (1.47)

and the motion is perpendicular to both the magnetic field and its gradient. Also, since

the gradient drift depends on the charge of the particle, ions and electrons will drift in

different directions.

As the gyration and bounce motions are much faster than the drift motion, in order

to accurately calculate the drift period one must first integrate over the first two, and

then focus on the drift motion. By ignoring any contribution of drifts due to the electric

field, the particle will experience a perfect and purely azimuthal magnetic drift, ud. The

velocity of the drift can be found by dividing the angular drift that occurs during one

bounce cycle, ∆ψ, by the bounce period, τb.
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The angular drift, ∆ψ, is calculated by integrating ud/r cosλ over one bounce cycle.

Also, we have dt = ds/u∥. Hence the angular drift is calculated as

∆ψ = 4

∫ λm

0

ud
r cosλ

ds

u∥
(1.48)

The angular drift velocity, 2π⟨Ωd⟩, over a cycle with a drift period, τd, is given as

2π⟨Ωd⟩ =
∆ψ

τb
(1.49)

where the τb is the bounce period, as shown in eq. 1.39. The right side of eq. 1.49 is

essentially the bounce frequency, fb.

The average drift period, ⟨τd⟩ = ⟨Ωd⟩−1 for a particle in a dipole magnetic field is given

by the equation

⟨τd⟩ ≈
πqBplR

2
pl

3LW
(0.35 + 0.15 sinαeq)

−1 (1.50)

The numerical values in the parenthesis are a result of an approximation for the integral

of ∆ψ, which while it can be solved numerically, the approximation is adequate for the

purposes of this section. As the average drift velocity is

⟨ud⟩ =
2πLRpl

⟨τd⟩
(1.51)

combining eq. 1.50 and eq. 1.51 we get the average magnetic drift velocity

⟨ud⟩ =
2πLRpl

τd
≈ 6L2W

qBplRpl
(0.35 + 0.15 sinαeq)

1/2 (1.52)

As the drift velocity depends on the charge of the particle, electrons and ions will move to

different directions. For Saturn, as the north magnetic pole is parallel to the north rotating

pole, the ions will drift eastwards and the electrons westwards. This is the opposite to

what happens on Earth, as the antiparallel direction between the magnetic and rotation

axes force the ions to drift westwards and the electrons eastwards. This movement of the

plasma creates the ring current around a planet. Both the average magnetic drift period

and velocity are independent of the particle mass, hence ions and electrons with the same

energy have the same drift period. An interesting feature is that since the velocity scales

with L2, a particle’s velocity increases with distance, which is opposite to a Keplerian

motion where its velocity decreases with distance.
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Mauk et al. [1999] mentions that due to magnetic drifts the high-energy electrons lag

behind the lower-energy electrons, but for ions this picture is reversed, as the high-energy

ions drift faster than the lower-energy ions.

This is the slowest of all the drift motions. As an example, Gray [2018], based on the

works of Lew [1961], Hamlin et al. [1961], Mauk et al. [1999], calculated that for particles

in the Jovian magnetosphere with energy 10− 1000eV, L = 10− 20, and αeq = 10◦ − 90◦,

the period for a full rotation around the planet due to the equatorial magnetic drift is

∼ 9.5 to ∼ 1700 Jovian days (a drift rate of 0.02◦ − 3.82◦/h).

Fig. 1.3 shows all the drift motions of a charged particle that were discussed above.

The top row shows the case of a particle in a magnetic field outwards of the page, where

it simply gyrates around a magnetic line, while the next three rows show a different

disturbance acting on the particle simultaneously with the magnetic field: a homogenous

electric field (second row), a force (third row), and a gradient of the magnetic field (fourth

row). The figure shows the drift for both ions (left column, in blue) and electrons (right

column, in red). As seen from the figure, the simultaneous existence of a magnetic field

and an electric field, i.e. E × B, creates a drift, forcing the ions and electrons to drift

towards the same direction. The force and magnetic gradient though force them to drift

to opposite directions.

Curvature drift

As the magnetic lines of a dipole are curved, they are introducing the curvature drift. As

the particles have a parallel velocity, u∥, they will experience a centrifugal force around

the local curvature radius, RC , given in 1.29. Combining eq. 1.46 and eq. 1.29 we get the

curvature drift

uR =
mu2∥

q

(
RC ×B

R2
CB

2

)
(1.53)

The curvature drift is proportional to the parallel particle energy, W∥ = (1/2)mu2∥ and

perpendicular to the magnetic field and its curvature.
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electric field
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Figure 1.3: Charged particle drifts, under different disturbances. Top row : case of a par-

ticle in a magnetic field outwards of the page, with no additional disturbances.

Second raw : a homogenous electric field acts on the particles as an additional

disturbance, simultaneously with the magnetic field. Third row : same as sec-

ond raw, with a general case of a force (e.g. gravity). Fourth row : same as the

second row, with a gradient of the magnetic field. The direction of each dis-

turbance is marked with the arrow, and the drift of each particle (left column,

in blue, for ions and right column, in red, for electrons) is marked with the

black arrow. The E ×B forces the particles in drifting in the same direction,

while the other disturbances force them to drift in opposite directions.
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Solar wind induced electric drift

The solar wind generates an electric field inside a magnetosphere (for example, at Jupiter

this field is directed from dusk to dawn along the equatorial plane). Hence, all the charged

particles are subject to a E×B drift, which will draw them towards the Sun. The equatorial

drift velocity of a particle due to the electric drift is

uE =
Eeq

Beq
=
EeqL

3

Bpl
(1.54)

This drift does not depend on the charge of the particle, hence all the particles will be

drawn towards the Sun.

So far all the drifts that a charged particle can be subjected to have been presented.

For the cold plasma case though, due to the particles low energy the magnetic gradient

drift and the curvature drift are weak compared to the gyration, the magnetic mirroring,

and the E ×B drift.

1.7. Plasma creation & loss

Fig. 1.4 shows the processes of how the inner magnetospheric plasma is being created,

from the sources to the plasma torus. The neutral sources are usually the planets, the

moons surface or interior, and special structures like planetary rings.

Neutrals can be extracted/expelled from a surface via photosputtering (e.g. Harrison

and Schoen [1967]), sputtering from charged particles, corotating ions, or energetic par-

ticles (e.g. [Bar-Nun et al., 1985, Shi et al., 1995]), impact of micrometeorites [Haff and

Eviatar, 1986], geological activities (e.g [Morabito et al., 1979, Hansen et al., 2006]), or

simply due to overcoming the gravitational pull of a planet or a moon. These processes cre-

ates a neutral torus on the orbital path of the body. The torus then gets ionised through

solar UV ionisation, electron impact, charge exchange with protons, or even CRAND

(cosmic-ray albedo neutral decay) energetic particles [Cheng, 1984], creating the plasma

torus.

The neutral torus is formed on the orbital plane of the body and it is subjected to the

gravitational forces, i.e. it follows Keplerian orbits. The plasma torus though, while it is

still formed on the orbital plane of the body, it will eventually follow the magnetic fields
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Figure 1.4: Creation processes of the inner magnetospheric plasma, from the neutral

sources to the plasma torus.

of the region.

The planetary plasma composition is associated with the composition of the source: the

Jovian plasma, due to the volcanic activity of Io, consists mainly of sulphur and oxygen,

while the Kronian plasma, due to deposition of water from Enceladus, consists mainly of

water-products [Achilleos et al., 2021]. For Uranus the consistency of the plasma is still

under investigation: while a water-product, Saturn-like, environment was expected, due to
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the water in the higher atmosphere of the planet (e.g. Teanby et al. [2022]), but also its icy

moons (e.g. Cheng et al. [1986]), Voyager 2 observations found a pure hydrogen plasma,

with no traces of water-products (Bridge et al. [1986], McNutt et al. [1987]). For Neptune,

if a planetary plasma environment exists, we expect it to have hydrogen and helium, from

the planet’s higher atmosphere (e.g. Lindal et al. [1990]), and nitrogen, water, methane

and carbon dioxide from Triton [McKinnon and Kirk, 2014].

A main ion sink is the ring current. There, the ions (e.g. A+) interact with neutral

molecules and atoms (e.g. B). The latter take the charge from the ion, leaving it neutral;

this is the charge exchange process

A+ +B → A+B+ (1.55)

Even if the ring current density is too low to allow a significant number of direct collisions

between ions and neutrals, a charge exchange will take place due to some resonance effect

if there is enough energy difference between the two (e.g. cold a atom meeting a hot ring

current ion). The produced neutral will keep the original high energy of the ion, becoming

an energetic neutral atom (ENA), and it will eventually escape the magnetosphere, as, in

these conditions, it is moving faster than the planetary escape speed.

There are also processes that can accelerate the particles along the field lines, moving

their magnetic mirror point inside the planet’s atmosphere. The magnetospheric particles

will then interact with the atmospheric particles, and the particles scattering can pro-

duce planetary aurora. As those variations are altering the particles’ pitch angles, it is

called pitch angle scattering. The field-aligned acceleration can be caused by shear Alfvén

waves, (i.e. a type of a wave - or, equally, electromagnetic oscillation - that propagates

perpendicularly to both the direction of the magnetic field and the direction of the wave

propagation), or field-aligned potential drops. Fig. 1.5 shows an example of this process:

the main auroral oval.

Fig. 1.5 also shows another exciting auroral feature associated with a moon: the auroral

footprints of a Io, Ganymede, and Europa. They appear as bright spots close to the

magnetic poles, each with a small trailing tail. The auroral footprint is produced by more

complicated interactions of a moon with the magnetic field, such as the Alfvén wings: an

interaction between a sub-Alfvénic plasma flow (i.e. flow velocity lower than the local
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Alfvén speed) and a conducting obstacle. As the plasma flows towards the object, it is

slowed down and diverted around it, creating Alfvén waves that propagate away from

the obstacle, along the magnetic field lines. The field-aligned currents generated by these

waves close through perpendicular currents near the obstacle. This process essentially

forces the field lines to bend back, creating a loop. The region which this process is taking

place is called Alfvén wings [Jia et al., 2010]. This is presented schematically in fig. 1.6.

Credits: NASA and the Hubble Heritage Team (STScI/AURA)

Acknowledgement: NASA/ESA, John Clarke (University of Michigan)

Io

Europa
Ganymede

Figure 1.5: Main emission and auroral footprints of Io, Ganymede, and Europa on Jupiter’s

north pole. The main emission is a result of the magnetic mirroring point of a

trapped magnetospheric particle moving inside the atmosphere of the planet,

where it causes the particle to interact with atmospheric particles and produce

aurora. This movement is due to acceleration of the particles along the field

lines. Image credits: NASA/ESA and Hubble Heritage Team (STScI/AURA)

and Clarke J. (University of Michigan) [2001]

We can calculate the pitch angles of the particles that will be lost due to interaction with

the atmosphere by using the equatorial pitch angle (eq. 1.38) and setting the magnetic

field of the mirroring point to be the magnetic strength of the planetary dipole, Bm → Bpl.
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Jia et al. (2010); Adaptation of figure in Kivelson et al. (2004)

Figure 1.6: Schematic of an Alfvén wing, formed by the interaction between a sub-Alfvénic

plasma flow and a conducting obstacle, such a magnetospheric moon. Left : a

view of the system in the XZ plane, where +X is the plasma flow direction

(with velocity u) and -Z is the direction of the magnetic field, B, which is

perpendicular to X. As the plasma flows past the moon, the moon acts as an

obstacle, causing the magnetic lines to stretch around and beyond it. This

stretch creates currents (depicted by solid and dashed lines in the +Y and -Y

directions), which, as they are forced to close near the moon, they form a loop.

The region where this process takes place is the Alfvén wing, marked in bold

black lines. Flux tubes are shown as grey bold lines. Right : the same process

shown in the YZ plane, i.e. viewed from the plasma flow direction, with the

currents labelled as J . Fig. from Jia et al. [2010], adapted from Kivelson

et al. [2004].

So we have

sin2 αl =
Beq

Bpl
=

cos6 λpl(
1 + 3 sin2 λpl

)1
/2

(1.56)
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All the particles with α < αl will be lost in the atmosphere. Also, due to the symmetric

bounce motion, particles with α > 180 − αl will be also lost on the atmosphere in the

other hemisphere.

Combining eq. 1.56 with eq. 1.37 we get

sin2 αl =
(
4L6 − 3L5

)1/2
(1.57)

which shows that the pitch angle depends only on the field line radius.

In reality αl is the loss angle around a magnetic line, hence in three dimensions this will

be a cone with an opening angle of αl, which is called loss cone.

1.8. Magnetospheres & solar wind

As plasma particles and magnetic field co-exist in a region, under the right they can convect

together. In a convection dominated plasma the magnetic field is frozen-in amongst the

particles, resulting the two to move as one body. In a frozen-in plasma, the parameter

β (defined and discussed in section 1.4) is important, as it shows whether the plasma

particles drag the frozen-in magnetic field (high plasma pressure - high β), or whether the

field confines the frozen-in plasma (high magnetic pressure - low β).

Both the magnetospheric plasma and the solar wind contain frozen-in plasma, but as

the conditions in each region is different (β, magnetic field orientation, particles energy

and density etc.) it is very hard for convected plasmas to mix. Therefore a planetary

magnetosphere can be consider an obstacle in the path of the solar wind, where the solar

wind will slow down and flow around the magnetosphere. This interaction will compress

the front of the magnetosphere, and stretch the back, creating the magnetotail. The

locus where the magnetospheric pressure is equal to the solar wind pressure is called

magnetopause. Outside the magnetopause, as a result of the solar wind deceleration, a

region of slow, heated, and dense solar wind is created, which is called magnetosheath.

Fig. 1.7 shows schematically the above.

The connection of the magnetosphere with the solar wind magnetic field is also visible

on this figure. This interaction is one of the basic features of a rotating magnetosphere,

as it will be discussed in section 1.9.
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Image credits: Fran Bagenal & Steve Bartlett

Figure 1.7: Example of the interaction of the solar wind with a magnetosphere of a gas

giant - in the specific example with Jupiter. The red arrows are the solar wind

flow, while the black arrows are the magnetic lines orientation. Image credits:

Bagenal and Bartlett

If the solar wind hits the magnetosphere in an angle, i.e. for an angle between the

magnetic dipole axis and the solar wind flow (which is the attack angle, as it will be

further discussed in section 3.2) different than 90◦, besides compressing the sunward part

of the magnetosphere it can also distort it. Such an example is presented in fig. 1.8 (from

Arridge et al. [2008]), where it shows the solar wind hitting the Kronian magnetosphere

from below the Kronian equatorial plane. The left panel shows the distorted magnetic

lines and plasma/current sheet, and the right panel shows the same effect in 3D, which,

in this case, the magnetosphere took a bowl-shape plasma/current sheet.

1.9. Rotational magnetospheres

As the planet rotates, the magnetic lines are stretched outwards due to centrifugal force

and plasma pressure gradient forces. This effect is more potent at the equator though, as

the force is largest there. This creates a disk-like structure of stretched magnetic lines,
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a) b)

Arridge et al. (2008)

Figure 1.8: Example of the distortion of a magnetosphere when the solar wind is not par-

allel to the planetary equatorial plane. Left : the distorted magnetic lines and

plasma/current sheet. Right : same, for 3D. In these conditions the magneto-

sphere takes a bowl-shape. Fig. from Arridge et al. [2008]

often referred to as magnetodisk, (e.g. Gledhill [1967], Kivelson [2015]). The magnetic

lines though also carry plasma, hence, the region can also be called the plasma disk. This

section is based on Achilleos et al. [2021], unless otherwise noted.

The magnetodisk affects the global morphology of the planetary magnetosphere, as, in

the outer equatorial magnetosphere the total magnetic field strength will be a sum of the

dipole magnetic field on that point plus the field from the magnetodisk current, caused

by the moving plasma. The carried plasma is usually hot plasma and its β can reach

high values, well above 1. For example, ions in the Jovian magnetosphere with energies

over 20keV can reach values ∼ 50 [Mauk et al., 2004] (where these populations carry so

much energy that are not strongly affected by centrifugal forces), while ions in the Kronian

magnetosphere with energies over 3keV can reach values ∼ 10 [Sergis et al., 2009]. This hot

plasma also expands the magnetopause distance; for Jupiter, for example, it can stretch

the magnetopause from 42 Jupiter radii to 65− 90 Jupiter radii [Joy et al., 2002, Bagenal

and Delamere, 2011]

Additionally, this rotation can create phenomena on the interface between the magne-

tosphere and solar wind. On Earth, the Kelvin-Helmholtz instability can be observed as

the ocean waves: fast air, that can be considered liquid, blows over slow water, creating

the waves. Such instabilities can occur in a rotating magnetosphere, in regions where the
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magnetosphere and the flow of the solar wind are moving in opposite directions. Kelvin-

Helmholtz instabilities have been observed in the dawn-side of Earth’s magnetosphere (e.g.

Rice et al. [2022]), and in dawn-side of Saturn’s [Masters et al., 2010]. While on Earth

the length of those structures can be couple of tens of meters high, the structure size that

was observe at Saturn was over 33, 000km long. This is an impressive demonstration of

scaling of physics, as the same mechanism can create structures that are scaled over more

than three orders of magnitude.

1.9.1. Vasyliūnas cycle

The gas giants’ magnetospheres have some differences on how they interact with the solar

wind versus to the rocky planets. The Earth is a slow rotator, so the magnetic field is

controlled by the solar wind. This makes corotational electric field dominant only very

close to Earth. The interaction between the solar wind and the terrestrial magnetosphere is

described by the Dungey cycle [Dungey, 1961]: on the dayside magnetopause the planetary

magnetic lines (re)connect with the interplanetary magnetic field (IMF), creating a series

of open magnetic lines coming from the ionosphere and extending to the flowing solar

wind. The magnetospheric end of those lines is rotating with the planet, while the open

end is being swept and stretched towards the magnetotail with the solar wind, where they

eventually close there. As they close, due to being stretched and under tension, they will

contract back towards the Earth. Meanwhile, the disconnected part of the magnetotail

(where the magnetic line closed, away from the Earth) will accelerate away from the Earth,

taking some of the magnetodisk plasma with it.

On the other hand on a magnetosphere much stronger and much faster rotating than

the Earth’s, the internal processes dominate while the solar wind interaction, i.e. the

Dungey cycle, is marginally important. Such an example is Jupiter, where the corota-

tional electric field is much stronger than the solar wind electric field. Additionally, Io

loads heavily the system with plasma. This combination of the strong magnetic field with

high density plasma makes the magnetic field and the plasma to move as one body. As

the planet rotates, the magnetic lines are stretched beyond the corotation distance, where,

in those distances the magnetic line will continue moving until something stops it. The
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obstacle on the dayside is the magnetopause, where it will force the lines to move along

the magnetopause boundary in a corotation motion. On the nightside though the plasma

will move towards the (low-pressure) magnetotail, creating a situation where on one end

the magnetic lines are attached to the ionosphere, while on the other end are constantly

stretched towards the magnetotail. Eventually there will be a reconnection on the mag-

netotail, that will cause the planetary side of the loop to pull towards the planet, and the

far side to move towards the magnetotail. Due to centrifugal force the plasma on this line

will be concentrated in the very far end of the magnetic line, and with the reconnection it

will be released moving away from the planet; this is a plasmoid. The described process

is the Vasyliūnas cycle [Vasyliūnas, 1983].

Fig. 1.9 shows a sketch of the Vasyliūnas cycle. The left panel shows the equatorial

plasma movement, while the right panel shows the process of a plasmoid creation in 4

snapshots on specific areas on the magnetosphere. The white arrows show the plasma

movement, and the black lines on the right show the local magnetic field. The × on the

left panel is where the magnetic reconnection happens, and the ⃝ is the centre of the

disconnected plasmoid.

While Jupiter is the best example of Vasilyūnas cycle, not all gas giants have the same

characteristics. Saturn, for example, while is a fast rotator, it has a magnetic field strength

comparable to the Earth’s, and the mass loading of the system due to Enceladus is not as

prominent as is at Jupiter. This creates a unique situation where both the Dungey and

Vasilyūnas cycles exist simultaneously: the corotation electric field is dominant closer to

the planet, hence following the Vasyliūnas cycle, while on the magnetopause distances it

is following the Dungey cycle [Achilleos et al., 2021].

1.10. Brief history of missions to the gas giants

The first in-situ data from the outer planets of our solar system came in the 1970s from

Pioneer 10 and 11, and Voyager 1 and 2. While those missions yielded a plethora of

discoveries, such as Saturn’s faint F-ring [Simpson et al., 1980], Uranus’ black rings [Curtis

and Ness, 1985], Jupiter’s magnetic dipole tilt [Smith et al., 1974], and Neptune’s dramatic

magnetic axis tilt [Krimigis, 1992], they were only designed for a single fly-by of each
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Vasyli nas (1983)

Figure 1.9: Example of the Vasyliūnas cycle. Left : plasma movement due to Vasyliūnas

cycle (arrows). Right : magnetic lines in 4 snapshots on specific areas on the

magnetosphere, showing the creation of a plasmoid. Fig. from Vasyliūnas

[1983]

planet. So, in practice, the entire scientific community was trying to extract results from

a handful of data.

The first orbiter to an outer planet was launched 20 years later, where Galileo started its

journey around Jupiter in 1995 and stayed in orbit for almost 8 years studying the Jovian

system [Johnson et al., 1992]. For Saturn, the first orbiter to Saturn arrived more than 20

years after the last contact with the planet by Voyager 2. Cassini–Huygens arrived to the

planet in July 2004, and stayed in orbit for 13 years studying in depth the Kronian system

[Lebreton and Matson, 1992]. To this date no orbiters have been sent to the Ice Giants, but

the NASA Planetary Decadal Survey [National Academies of Sciences, Engineering, and

Medicine, 2023] and ESA Voyage 2050 [Tacconi et al., 2001] reports set the exploration

of Uranus as a high priority. This has also been suggested to the NASA Heliophysical

Decadal Survey with a whitepaper that I participated [Arridge, Xystouris et al. 2023].

Georgios Xystouris 29 PhD thesis



Chapter 2: Instrumentation

2. Instrumentation

“Matter and energy had ended and with it space and time. Even

A[utomatic]C[omputer] existed only for the sake of the one last ques-

tion that it had never answered. [...] The consciousness of AC encom-

passed all of what had once been a Universe and brooded over what

was now Chaos. Step by step, it must be done.

And AC said, ‘LET THERE BE LIGHT’

And there was light –”

— Isaac Asimov, The Last Question

2.1. Instruments overview

For this work I used data from the Langmuir probe and Cassini Plasma Spectrometer

onboard the Cassini orbiter, as well as from the Heterodyne Instrument for Far Infrared on

the Herschel space observatory. In this chapter, I will give a description of the instruments

and their operation.

2.2. Cassini–Huygens mission

Cassini-Huygens Mission was a two-module spacecraft that was sent to study the Kronian

system in a joint collaboration of the National Aeronautics and Space Administration

(NASA), the European Space Agency (ESA) and the Italian Space Agency (ASI). It

was composed of the Cassini orbiter, designed to study Saturn’s system, and the Huygens

probe, designed to study Titan’s atmosphere and surface through its landing on the moon.

It was launched on 15 October 1997, from Cape Canaveral, USA, and was captured by

Saturn’s gravitational pull (i.e. Saturn’s sphere of influence) on 18 May 2004. A couple

of months later on 1 July 2004 it conducted Saturn Insertion Orbit (SOI), and it stayed

in Saturn’s system until 15 September 2017, where it dived into Saturn after 294 orbits

around it. [NASA’s Jet Propulsion Laboratory (JPL), 2023]

The mission’s objectives were the planet itself (study of the clouds, atmospheric com-

position, temperatures, internal structure, rotation etc.), the ring system (structure, com-
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position, dynamical processes etc.), the icy satellites (characteristics, geological histories,

surface composition, internal structure etc.), the planet’s magnetosphere (composition,

particles sources and sinks, electric currents, dynamics, interaction with solar wind etc.),

and Titan (distribution of gases and aerosols, winds, temperatures etc.)[Matson et al.,

2002]. Overall it carried 12 instruments: imagers, microwave remote sensors, and instru-

ments focused on fields, particles, and waves. For this work two of the instruments were

used: the Cassini Radio and Plasma Wave Investigation [Gurnett et al., 2004] Langmuir

Probe and the Cassini Plasma Spectrometer [Young et al., 2004].

2.2.1. Cassini Langmuir Probe (LP)

A Langmuir probe is an ideal instrument for measuring and characterising the properties

of a low pressure, low energy ionised gas, such as the magnetospheric plasma. Its operation

is quite straight forward: when a collector (probe) submerged in an ionised gas (plasma)

is charged, the same-charge particles around it are repelled while the opposite-charge

particles are attracted. A space will therefore be created around the probe, containing

only the opposite-charge particles; this is referred to a sheath. The attracted particles are

accelerated towards the probe, and by hitting it they generate a current, which provides

these particles’ properties (mass, temperature, density). To avoid disturbances from the

spacecraft, the Debye length of the plasma must be smaller than the distance of the probe

from the spacecraft. The LP onboard Cassini was spherical. The left panel of fig. 2.1

shows all the possible interactions between a LP and an electron, an ion, and the sunlight,

and the right panel shows an example of a the LP under a positive bias. The sunlight

impact will be discussed later in the study.

This was first described in Mott-Smith and Langmuir [1926], for an orbital motion

limiting (OML) case, i.e. the gas pressure is sufficiently low so there are no collisions

between the particles, hence the particles motion is purely described by their orbit. In

reality though there are always collisions; the number of collisions though is sufficiently

small to be considered that it is negligible. Also the assumption was made that there are

no same-charge particles reaching the probe, which could be challenged if the particles

are energetic enough; again though their number is negligible compared to the bulk of
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Figure 2.1: Left : The possible interaction between a charged probe and particles/light.

Right : an example of the LP being under positive bias.

the opposite-charge particles reaching the probe. In addition no reflections are assumed

on the probe: all particles reaching the probe are depositing their charge on it. Lastly, a

sharp transition is assumed at the edge of the sheath. This is unnatural as there is a drop

of potential region, which, though, is small compared to the region of steady potential,

and therefore the assumption is valid.

Let a particle velocity in spherical coordinates u = (ur, uϕ, uθ) (where r the radial, ϕ

the azimuthal, and θ the polar components), r the probe radius, and a the sheath radius.

Due to the spherical shape of the probe, hence spherical symmetry of the problem, the

only velocity components that are relevant to the problem is the radial component, ur,

and the tangential to the surface of the sphere, u∥, that lies on the uϕuθ plane. We define

u2∥ = u2ϕ + u2θ, and an angle ψ normal to the radial direction so that uθ = u∥ sinψ and

uϕ = u∥ cosψ.

We can get a velocity distribution function in any coordinates:

f (ur, uϕ, uθ) = f
(
u∥, u∥ sinψ, u∥ cosψ

)
(2.1)

which we can then integrate to find the velocity distribution in 2D:

g
(
ur, u∥

)
=

∫ 2π

0
f
(
u∥, u∥ sinψ, u∥ cosψ

)
dψ (2.2)
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We then need to know how the variables
(
ur, u∥

)
relate at the end of the sheath and the

probe, and hence integrate the velocity distribution and calculate the current. For this

we are conserving the angular momentum and the kinetic energy from the probe radius,

r, to the sheath radius a:

1

2
m
(
u2r,r + u2∥,r

)
=

1

2
m
(
u2r,a + u2∥,a

)
+ qV (2.3)

ru∥,r = au∥,a (2.4)

where
(
ur,r, u∥,r

)
and

(
ur,a, u∥,a

)
are the velocity components at the probe and sheath

respectively, q is the particle charge and V is the potential. Solving for ur,r and u∥,r:

u2r,r = u2r,a −
(
a2

r2
− 1

)
u2∥,r +

2qV

m
(2.5)

u∥,r =
a

r
u∥,a (2.6)

Only if u2r,r ≥ 0 a physical solution exists, hence we are only looking for combination of

ur,a, u∥,a, a/r, q/m and V that satisfy the condition. This can be seen schematically in

fig. 2.2 (figure adapted from Mott-Smith and Langmuir [1926]). The plot on the left is for

potential greater or equal to zero, and the one on the right is for potential less than zero.

For both plots solutions exist only in the shaded area. The solutions for potential equal

or greater than zero are between ±u∥,1 where

u∥,1 =

(
2qV/m

(a2/r2) − 1

)1/2

(2.7)

where the solutions for negative potential are

ur,1 ≥ −2qV

m
(2.8)

At the boundary r = a where u∥,a = 0 we get:

u2r,r = u2r,a +
2qV

m
⇔ u2r,a = u2r,r −

2qV

m
(2.9)

We can only have a solution if ur,a > 0, so we can define the limit as ur,lim, and we have

solutions for:

u2r,lim ≥ u2r,r −
2qV

m
(2.10)
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Figure 2.2: Solution regions (in grey) of a spherical collector for moving particles, for

negative (left) and positive (right) applied potential. The combination of ur,a,

u∥,a, a/r, q/m and V must lay inside the grey areas. Figure adapted from

Mott-Smith and Langmuir [1926] (©American Physical Society)

To calculate the current generated by the incident particles at the probe we integrate

the distribution function of eq. 2.1. The number of particles crossing a unit area in unit

time is the number flux:

N = v⃗f (v⃗) d3v⃗ (2.11)

By integrating the number flux over the entire space and multiplying with the charge, q,

of the particles we get the current density, i.e. the charge crossing a unit area in unit time:

j =

∫
qv⃗f (v⃗) d3v⃗ (2.12)

Lastly we get the current by multiplying the current density with the area of the detector:

I = Aj ⇔ I = Aq

∫
v⃗f (v⃗) d3v⃗ (2.13)

The area in our case, of the sheath distance is A = 4πa2.
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Combining eq. 2.2 2.13 and integrating for the entire space we can find the current

reaching a spherical detector

for V > 0 : I = 4πa2qN

∫ ∞

0

∫ u∥,1

0
ur,au∥,ag

(
ur,au∥,a

)
dur,adu∥,a (2.14)

for V < 0 : I = 4πa2qN

∫ ∞

ur,1

∫ u∥,1

0
ur,au∥,ag

(
ur,au∥,a

)
dur,adu∥,a (2.15)

Lastly we are substituting with the distribution function of the gas. Although space

plasmas are rarely Maxwellian (e.g. Hoegy and Brace [1999]) we can express these in

terms of the properties of a Maxwellian distribution

f (ur, uθ, uϕ) =

(
m

2πkBT

)3/2

exp

−m
(
u2r + u2θ + u2ϕ

)
2kBT

 (2.16)

Eq. 2.16 can also be expressed a specific 2D space as the example in eq. 2.2:

g
(
ur, u∥

)
=

1√
2π

(
m

kBT

)3/2

exp

−m
(
u2r + u2∥

)
2kBT

 (2.17)

and substituting in eq. 2.15 we get the current on the LP surface:

for η > 0 : I = 4πa2A

(
1 − a2 − r2

a2
exp

[
−η a2

a2 − r2

])
(2.18)

for η < 0 : I = 4πr2A exp [−η] (2.19)

where

A = Nq

√
kBT

2πm
and η =

qV

kBT
(2.20)

Cassini’s LP (fig. 2.3) had a diameter of 5cm and it was made of titanium with a titanium

nitride coating. It was located on the edge of a 0.8m boom, that when extended as part of

the launch sequence it placed the probe 1.5m away from the body of the spacecraft. The

last 10.9cm of the mountain boom, called the stub, were very thin (6.35cm in diameter),

kept in the same potential as the LP, and coated with the same titanium nitride as the

probe [Jacobsen et al., 2009]. This was done to minimise the impact of the photoelectrons

that are coming from the stub. The upper energetic threshold of particles the LP could

detect is 10eV [Gustafsson and Wahlund, 2010], and the noise floor is 100pA. This noise,

was mostly coming from the electronics of the instrument, and it is often called thermal
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noise, electronic noise, or Johnson-Nyquist noise. Essentially it is disturbances or noise in

a signal, coming from the thermal agitation of the electrons inside the devices’ electronics

[Motchenbacher and Connelly, 1993]

Gurnett et al. (2004)

Figure 2.3: The LP onboard Cassini, as photographed pre-flight. Image from Gurnett

et al. [2004].

A bias voltage from −32V to +32V was applied over 256 points, each done twice to

allow the bias potential to settle and currents to readjust, producing 512 points. This is

called a sweep, and its product is a current-voltage (I-V) curve. This is done rapidly over

the course of 0.5 seconds and carried out periodically to provide a sampling of the plasma

at different locations. The typical period is around 10 minutes, but it can vary for some

special orbits, e.g. for targeted moon flybys the sweep frequency drops down to 10 seconds

and the bias voltage is reduced from −5V to +5V. Due to the electrons moving faster

than the ions the produced currents are usually largest under positive bias. Also in some

few cases the bias voltage was applied 3 times, aiming to study any possible delays on the

settling of the surrounding plasma.

Due to the plasma charge neutrality a quasineutrality between electrons and ions is

assumed for the inner Kronian magnetosphere. The spacecraft though is being charged

due to the rapid movement of the electrons compared to the ions, hence, in dense plasma

regions, more electrons are hitting the spacecraft charging it negatively, which is the

potential relative to the surrounding plasma. The LP, as it is close and connected to

the spacecraft, will be under the floating potential, Ufl, i.e. a potential to maintain zero

current. Hence, as long as no bias voltage is applied to the LP, its the Ufl will vary to
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whatever potential is necessary for the LP to maintain zero net current [Merlino, 2007].

In the area of our study, i.e. the inner Kronian magnetosphere, the spacecraft potential is

typically negative. However at very low and very high altitudes, and when the spacecraft

is in sunlight the photoemission may dominate over the rate which electrons are hitting

the spacecraft, resulting to a positive spacecraft potential [Fahleson, 1967].

When the LP is charged, the total potential that it is under is sum of the floating

potential plus the applied bias voltage, Ub:

Utotal = Ub + Ufl (2.21)

When the applied Ub is equal to the −Ufl, the total voltage the LP is under is equal to 0;

this is the ‘changing’ point for the attracted particles species. The LP is negatively charged

in the interval −32V to −Ufl attracting ions, hence this can be called the ion current

and symbolise it as I−, and positively charged in the interval −Ufl to +32V attracting

electrons, with this being the electron current, symbolised as I+. It must also be noted that

when Cassini is in sunlight there is always a photoelectron current from the LP, regardless

of the probe charge – the probe charge though changes whether the photoelectrons return

to the probe or not. As the photoemission removes negative charges from the LP, it is

equivalent as adding positive charges to it, and therefore the photocurrent, Iph, will be

mapped in the ion current.

While in dense plasma regions (∼ 107m−3) the I-V curve can be modelled with currents,

giving estimates of the surrounding plasma properties (as shown in e.g. Gustafsson and

Wahlund [2010], Holmberg et al. [2012]). This method though is reliable only if the Debye

length of the surrounding plasma is large compared with the probe radius [Laframboise,

1966], which is valid in our case as the median of the Debye length of the measurements

is ∼ 2.5m. Fig. 2.4 shows an example of an I-V curve for the sweep between 2005-05-02

23:28:48.093 - 23:28:48.604UT. The top panel shows the I-V curve in linear scale, the

middle panel shows the same curve in logarithmic scale, and the bottom panel shows the

current gradient with respect to the applied bias voltage. The blue and red bars on the top

are a visual aid to make clearer when the applied bias voltage is negative or positive. Also

the LP floating potential, Ufl is marked with the yellow dashed line on the bottom panel.

Here follows the methodology for calculating the ion and electron plasma parameters.
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- BIAS + BIAS

Cassini LP sweep 2005-05-02 23:28:48.093 - 23:28:48.604 UT

Figure 2.4: Example of an LP sweep. The I-V curve is shown in linear (top panel) and

logarithmic (middle panel) scale. The bottom panel shows the current gradient

with respect to the applied bias voltage. The blue and red bars on the top are

a visual aid to make clear when the applied bias voltage is negative or positive.

2.2.2. Ion parameters

For the ion parameters the Fahleson [1967] approximation is used. The ion current can

be expresses as

Ii = Ii,0

(
1 −

qi (Ufl + Ub)
miu2

i
2 + kBTi

)
(2.22)

where

Ii,0 ≈ −ALPniqi

(
u2i
16

+
kBTi
2πmi

)1/2

(2.23)

and qi / mi / Ti / ui are the ion charge / mass / temperature / bulk ion speed, ALP is

the surface area of the LP, kB is the Boltzmann constant, Ub is the applied bias voltage,

and Ufl is the floating potential of the probe. Introducing the photoelectron current, Iph
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to eq. 2.22 and replacing with

m = Ii,0

(
1 −

qiUfl

miu2
i

2 + kbTi

)
+ Iph, b =

Ii,0qi
miu2

i
2 + kbTi

(2.24)

we get the linear equation

Ii = bUb +m (2.25)

As the region from about −5V to −Ufl is not linear (due to additional current sources, such

as secondary electrons and energetic electrons that can overcome the negative potential

and interact with the probe) we apply the eq. 2.25 to the −32V to −5V region. We will

also further discuss the photoelectrons and photocurrent in section 2.2.5.

2.2.3. Electron parameters

For the electron parameters a multiple-electron-population model is used, as described in

Gustafsson and Wahlund [2010]: the electron density can be described by a superposition

of multiple electron populations, each one following a Maxwellian distribution. There can

be up to three populations, and the total electron density is the sum of each of the lateral

densities:

ne,tot =
∑

ne,j , j ∈ 1, 2, 3 (2.26)

The number of the populations that must be used for the analysis of the I-V curve is given

from the shape of the gradient of the current with respect to the voltage (bottom panel

of 2.4). Each of the ‘knees’/‘break’, i.e. where the current changes gradient non-smoothly

at Ufl. and around 10V and 22V, correspond to a population; in the given example the

analysis must be done with 3 electron populations. If the LP is sunlit photoelectrons will

be produced due to the photoelectric effect. Earlier works often assumed that the first

population corresponded to photoemission, but this assumption collapses when the best

fit gives us an one-population model, as the LP measures both the magnetospheric plasma

and the photoelectrons.
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2.2.4. Cassini Plasma Spectrometer (CAPS)

CAPS was an instrument designed to make a full 3D map of the Kronian plasma, in order

to understand deeper the sources of ionisation, and the means which is accelerated, trans-

ported, and lost [Young et al., 2004, Blanc et al., 2002]. It had three sensors: the Electron

Spectrometer (ELS), the Ion Beam Spectrometer (IBS), and the Ion Mass Spectrometer

(IMS). Fig. 2.5 shows a photograph of the complete instrument, and the arrangement of

the three sensor heads.

©1996-2024 Southwest Research Ins�tute® Young et. al (2004)

Figure 2.5: Left : CAPS as photographed pre-flight (Image credits Soutwest Research In-

stitute (SwRI), ©1996-2024 Southwest Research Institute®). Right : Config-

uration of the detectors on CAPS. More information on each acronym and

further details on the instrument can be found in Young et al. [2004], where

this image is also taken from.

The energy per charge (E/q) range for ELS was from 0.6eV to 28.25keV, the IBS could

measure the velocity distribution of ions with E/q from 1eV to 49.8keV, and lastly the

IMS could measure the composition of hot plasmas and ion species with E/q from 1eV

to 50.28keV. Also as a mass spectrometer IMS was capable to separate atomic species

and to identify isobaric molecular species, e.g. CH+
4 , NH+

2 , O+
2 , all with mass to charge

ratio of 16. In general assumptions must be made about the charge of the detected ions
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in order to define the species, but for the electrons it can simply be assumed that all the

measurements are coming purely from electrons, and not negative ions. This is almost

always true, but one must still be careful when Cassini is in dusty regions (as the dust is

negatively charged), or in regions with negative ions.

IMS had 8 pixels (anodes), vertically aligned, each having 8.3◦×20◦ resolution (azimuth

by elevation), giving the sensor a total Instantaneous field of view (IFOV) of 8.3◦ × 160◦.

Similarly ELS had 8 pixels with 5.2◦ × 20◦ resolution and an IFOV of 5.2◦ × 160◦, and

IBS had 3 pixels, where due to their placement they created an IFOV of 1.4◦ × 150◦

with a resolution of 1.4◦ × 1.5◦. The detectors are mounted on a motor–driven actuator

that rotates from −80◦ to +104◦ azimuthal angle every 3 minutes. This movement also

increases each sensor’s total FOV: for IMS it creates a FOV of ∼ 184◦ × 160◦, for ELS

∼ 184◦× ∼ 160◦ and for IBS ∼ 184◦× ∼ 150◦. More details on CAPS can be found in

Young et al. [2004].

In my work I used data from the ELS, which is a hemispherical top-hat electrostatic

analyser (similar to the descriptions of Carlson et al. [1982] and Johnstone et al. [1997]).

Fig. 2.6 shows a cut-through of a top-hat hemispherical analyser, such as ELS (top part

of the schematic of fig. 2.5). Two hemispherical shells are placed within each other with

a small gap between them. One of the shells can be charged with a voltage, V , creating

an electric field

E = −∇V (2.27)

and since we have a constant distance, d, between the shells, we can reduce the equation

to 1 dimension:

E = −V
d

(2.28)

The incident particles, with mass m and charge q, are experiencing a Lorentz force due to

the electric field of strength E:

FL = qE (2.29)

Since the electric field changes direction, following the curvature of the sphere (with a
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Figure 2.6: Schematic of the operation of ELS. Diagram provided by Arridge

radius r), the force can be considered to be centripetal acceleration:

Fc =
mu2

r
(2.30)

Combining eq. 2.28, 2.29 and 2.30 we can get the speed the particles should have in order

to reach the detector:

mu2

r
= q

V

d
(2.31)

Taking into consideration that a moving particle has kinetic energy

E =
1

2
mu2 (2.32)

and combining eq. 2.31 and 2.32 we get:

E

q
=
V r

2d
(2.33)

The quantity r/2d = k is a dimensionless constant called the analyser constant and it

connects the potential between the shells with the incoming particles, e.g. if there is a

potential drop of 5V between the plates, only the particles with energy per charge, E/q,
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equal to 5k will pass through. The process of the instrument going through all the energies

(0.6eV to 28.25keV) is called a scan, and it lasts for 2 seconds.

It must be noted that E/q has units of volts, since eV/e equals to V; however, in the

literature the units of ‘energy’ on a spectrogram are described as volts.

2.2.5. Photoelectrons and photocurrents

A major process affecting measurements of low energy plasmas is photoemission, i.e.,

the emission of electrons from spacecraft and instrument surfaces, due to sunlight. The

sunlight has enough energy to surpass the work function, i.e. the energy required to

remove an electron from a the surface of a solid, of either the spacecraft or the instrument

surfaces, freeing electrons from the surface. This is a process that happens in every sunlit

surface on a spacecraft. The photocurrent appears in the EUV region of the spectrum,

from 10 − 120nm (e.g. Whipple [1981], and references therein).

This current though varies, depending on the surface material and how the surface

was processed (e.g. quenching, tempering, heat treating etc.), the intensity and spectral

distribution of sunlight, and the angle and polarisation of the incident sunlight (examples

in Grard [1973], Diaz-Aguado et al. [2018]).

The photoemission process impacts plasma measurements in two ways:

1. It changes the spacecraft potential. As said earlier the spacecraft is being charged

due to the surrounding electrons impact, resulting to a negatively charged spacecraft.

The photoemission removes negative charge from the spacecraft. Eventually the

electrons impact current and the photoemission current will bring the spacecraft to

a charge balance, i.e. the spacecraft potential Us/c. If the spacecraft is in a region

of thin plasma, the photoemission may dominate over the electrons impact current,

resulting to a spacecraft positively charged.

2. It can contaminate the electron plasma measurements. The photoelectrons have

temperatures around 2eV (e.g. Hinteregger et al. [1959], Grard [1973], Gustafsson

and Wahlund [2010]). While their energy can be affected by the material of which

they were generated from, it will only be by a handful of eV. Hence their temperature

Georgios Xystouris 43 PhD thesis



Chapter 2: Instrumentation

are similar to that of the cold energy plasma, it makes very difficult, if not impossible,

to differentiate the two.

While Cassini is in an eclipse, i.e. in the shadow of Saturn, the rings, or a moon, the

photoelectron production drops drastically due to the lack of sunlight. The spacecraft, due

to the lack of electrons removal becomes more negatively charged, which can repulse cold

plasma electrons, but also affect some instruments. Also, the position of an instrument

can be such that the spacecraft itself can shadow it while in specific orientations, stopping

any photocurrent from that instrument.

Unfortunately, while the instruments can be well-calibrated on Earth, it was impossible

to recreate the conditions it met at Saturn (e.g. the placement of an instrument on

the spacecraft, the geometry of the spacecraft, the photoelectrons impact etc.). As a

result, some parameters that can affect any instrument’s measurements are impossible to

be calculated, or even predicted, hence a fuller understanding of their operation during

the mission is needed. Both Cassini instruments that were described are affected by the

photoelectrons in the lower energy plasma measurements, each one in a different way.

Impact on LP

The LP is generating photoelectrons from its entire surface, as it is made of metal. If it

is negatively charged, the photoelectron cloud around the probe will be repelled, creating

a current away from the probe, while if the probe is positively charged, it will attract

a fraction of those electrons back to the probe as a photoelectron current. Grard [1973]

showed that if the probe is small compared to the plasma Debye length the photoelectrons

have a Maxwellian distribution and the photocurrent from the probe can be expressed as:

I =


I0 for ϕ ≥ 0

I0

(
1 − eϕ

kT exp [eϕ/kT ]
)

for ϕ ≤ 0

(2.34)

where I0 is a constant determined by the measurements, and ϕ is the potential difference

between the plasma potential and the applied bias voltage on the probe:

ϕ = Uplasma − Ubias (2.35)
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However, the constant I0 cannot be calculated that easily on Cassini’s LP due to addi-

tional parameters affecting the generation of photoelectrons. One of them is the stub,

which when sunlit can be a source of photoelectrons itself (red trapezium in fig. 2.7).

A current variability due to an LP - rod connection of potential was studied and con-

firmed when Cassini was in the solar wind close to Saturn (see fig. 2 in Jacobsen et al.

[2009]). The extreme thinness of the stub minimises the photoelectrons contribution from

it. When Cassini is in shadow the initial balance between Us/c and Ufl is thrown off. This

Figure 2.7: Sketch of the connection between the LP boom and the LP. Besides the LP

generating photoelectrons, the rod connecting the LP boom and the LP also

generates photoelectrons (red trapezium). Figure adapted from Jacobsen et al.

[2009].

shift towards an even more negative potential combined with the disappearance of the

photocurrent from the LP affects both the ions and electrons measurements: much less

ion current is registered and fewer electrons are measured.

The LP can also be affected by being in the shadow of the spacecraft, where the pho-

toemission only from the instrument will stop. This, again, will result in registering less

ion current and counting fewer electrons. The main difference though between the LP

photoemission stopping due to the instrument being in the spacecraft’s shadow, and due

to the spacecraft being in the shadow of a body is that in the first case the Us/c does not

change at all, hence the balance between Us/c and Ufl does not change as dramatically as

in the latter case. Therefore, any variation in the LP electron density measurements are

tied to the change of the number of photoelectrons coming from the instrument.

Georgios Xystouris 45 PhD thesis



Chapter 2: Instrumentation

Impact on CAPS

For CAPS the measured photoelectrons will appear as a higher measured electron density

on the ELS measurements. The source of the photoelectrons are solely the spacecraft, as

the hemispherical design of ELS does not allow sunlight to hit the detector directly, which

would produce photoelectrons inside the instrument. When the spacecraft goes into an

eclipse the low energy electrons measurements are expected to drop.

As it will be shown in chapter 4 I attempted to study the effect of the photoelectrons on

both the LP and CAPS measurements, and I also used the variation of the measurements

to calculate Saturns’ main rings opacity. Also in chapter 5 I will show how an instru-

ment’s field of view can be calculated, but also how to look for any intersection between

a spacecraft and a vector, e.g. the sunlight.

2.2.6. Plasma wake

Another factor that could potentially affect the plasmas measurements is any wakes that

are introduced by the spacecraft, i.e. the orientation of the spacecraft is such that it

blocks the plasma flow towards the instrument. For studying any wakes effects I created

a methodology where one can check whether a vector (such as the plasma flow, or the

sunlight) intersects any part of a given 3D model of a spacecraft. This work is published

at the RAS Techniques and Instruments journal [Xystouris et al., 2024]. The full work is

presented in chapter 5.

2.3. Herschel Space Observatory

The Herschel Space Observatory [Pilbratt et al., 2010] (fig. 2.8) was an ESA space obser-

vatory with science instruments provided by European-led Principal Investigator consortia

and with important participation from NASA. It was designed, built, tested, and launched

under a contract to ESA managed by the Herschel/Planck Project team by an industrial

consortium under the overall responsibility of the prime contractor Thales Alenia Space

(Cannes), and including Astrium (Friedrichshafen) responsible for the payload module

and for system testing at spacecraft level, Thales Alenia Space (Turin) responsible for the

service module, and Astrium (Toulouse) responsible for the telescope, with in excess of a
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hundred subcontractors [ESA].

Herschel was operating in the infrared part of the spectrum. It was launched on 14

May 2009 and was operating until 29 April 2013, when the liquid helium coolant, needed

for the cooling of the instruments, boiled off. It was located on the Lagrangian point

L2. Its primary mirror had a diameter of 3.5m and there were three different instruments

on-board: the Heterodyne Instrument for Far Infrared (HIFI) [de Graauw et al., 2010],

the Photodetector Array Camera and Spectrometer (PACS) [Poglitsch et al., 2010], and

the Spectral and Photometric Imaging Receiver (SPIRE) [Griffin et al., 2010], seen on the

right panel of fig. 2.8; combined they covered a big part of the infrared and far-infrared

domains: from ∼ 60µm to ∼ 672µm. Everything presented here is from Teyssier et al.

[2017] unless otherwise stated.

esa.intEncyclopædia Britannica

Figure 2.8: Left : Herschel in the assembly phase. (Image credits Encyclopædia Brittanica

[2019]) Right : Configuration of the three instruments on Herschel. (Image

credits ESA [2007a], ©ESA)

2.3.1. Herschel Interactive Processing Environment (HIPE)

Herschel engineers developed the software Herschel Interactive Processing Environment

(HIPE) [Ott, 2010] in order to easily obtain Herschel observations, focus on them in any

data level, and apply functions and filters, such as removing standing waves, calculating

the background noise etc. This way all the required constants and parameters are applied
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automatically, and all the known issues are addressed, without the need of a manual input

by the user.

2.3.2. Herschel Heterodyne Instrument for the Far Infrared (HIFI)

For this work I used data from HIFI, which was a high-to-very-high resolution spectrome-

ter, operating in ranges of approximately 480−1250GHz and 1490−1910GHz (625−240µm

and 208− 157µm respectively). The detector was a bolometer, i.e. a sensor measuring ra-

diant heat, as it is the ideal detector for that range. The temperature was then translated

to integrated intensity.

esa.int esa.int

Figure 2.9: Left : the HIFI before it was placed on the telescope, viewed from its focal

plane. (Image credits SRON Netherlands Institute for Space Research [2007];

©SRON - Netherlands Institute for Space Research) Right : A sketch of the

beam path inside HIFI. Details for each of the numbered parts can be found in

the text or in the HIFI Handbook [Teyssier et al., 2017]. (Image credits ESA

[2007b])

HIFI was using the heterodyne technique: the signal is mixed with an additional fre-

quency, which is very close to the frequency of interest, resulting to the signal shifting to

a lower or higher frequency but keeping the original spectral resolution, amplitude, and

phase. HIFI, using a Local Oscillator (LO) frequency, was operating as Double Sideband

(DSB), i.e. it was mixing two frequencies: one higher (the upper sideband – USB), and

one lower (the lower sideband – LSB) from the LO frequency. The two ranges overlap,
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resulting in a single spectrum. The USB and the LSB are symmetric around the LO fre-

quency. The product of mixing a specific frequency of interest with the LO produces the

intermediate frequency (IF). The advantages of this method are (a) since two spectra are

essentially combined into one, more information can be embedded in that single spectrum,

which saves on transmission data from the telescope, and (b) the spectra are mixed to a

known intermediate frequency, which make the analysis easier.

An example of the heterodyne technique for the HIFI is presented in fig. 2.10. The top

panel shows a part of the temperature over a range of frequencies; the temperature can

be considered to be the signal intensity at the specific frequency. The LO frequency is at

500GHz, so the LSB range is between 492− 496GHz (in red) and the USB range (in blue)

is between 504 − 508GHz. The two bands are combined (shown in lower left panel), and

the final spectrum, shown in the lower right panel, shows the combination, i.e. the sum,

of the respective USB and LSB spectra. The process of the beam calibration involves

some normalisation to the emission of the emission of the black bodies continuum one

the telescope, which reduces the spectral intensity to half as their Single Sideband value

(further details about this process can be found in section 4.1.2 in Teyssier et al. [2017]).

The minimum frequency accuracy (i.e. how accurate the frequency is after a frequency

conversion) is 250kHz for the Wide-band Acousto-optical Spectrometer (WBS) band 7.

The minimum frequency resolution for any of the elements or operating modes is 1.19MHz

The telescope beam goes through the mixer assembly, where it passes through the 7

mixer bands. The IF ranges from 4GHz to 8GHz for mixers 1-5 (4GHz bandwidth),

and 2.4GHz to 4.8GHz for mixers 6 and 7 (2.4GHz bandwidth). So the USB will be from

νLO+4GHz to νLO+8GHz (in ascending frequency), while the LSB will be from νLO−4GHz

to νLO−8GHz (in descending frequency). The mixers are kept in a temperature of around

4K in order to minimise the thermal noise introduced to the signal.

There were two spectrometers on board HIFI: a Wide-band Acousto-optical Spectrom-

eter (WBS) and a High Resolution Autocorrelation Spectrometer (HRS). The WBS was

able to cover the full IF range available (4GHz) at a single resolution (1.1MHz), while the

HRS was able to cover up to half of the IF range at several available resolutions (0.125MHz
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505 506 507504

Adapted from Teyssier et al. (2017)

508
USB (GHz)

LSB (GHz)
495 494 493496 492

Figure 2.10: Example of the heterodyne technique on a HIFI spectrum. Top: a range

of frequencies of a target. The LO frequency is at 500GHz, and both the

LSB and USB are marked. Bottom left : IF spectrum where the USB and

LSB are combined. Bottom right : The final combined spectrum, with the

corresponding frequencies for USB and LSB. The object of the spectrum is

IRC+10216. (Image adapted from Teyssier et al. [2017]).

to 1.00MHz). Each spectrometer could separately distinguish signals with two different

polarisations: a horizontal (H) and a vertical (V) polarisation. Their profiles intensity

agreed to within 7%. This dual polarisation was also a ‘safety’ feature of the instrument:

in case the signal or data of one of the polarisations was lost, the other polarisation would

still be operational and return data. An advantage of combining the two channels was

the reduction of the noise of the spectrum. Also HIFI did not respond exactly linearly to

any radiation fields; pre-flight calibration showed that the non-linearity was around 1% or

less, and it can be corrected in the data processing.
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The background noise can be measured using a flat image of the spectrum. This is

achieved using the Focal Plane Chopper (FPC): a mirror that was able to rotate by

3arcmin in one direction, moving the field of view of the telescope to the OFF position,

i.e. off the target. Hence by taking a spectrum on an empty space of the sky right next

to the object after each step of observation, the background noise level can be measured;

this is called chopping. The noise, that, due to diffraction comes from the entire sky (4π)

rather than the observation FOV, then can be subtracted from the spectrum. This blank

sky calibration (OFF calibration) can give information on the difference in standing waves

patterns (mentioned later in the section) that occur between the astronomical observation

and the load measurement. There are two chopper speeds: a fast chop (up to 4Hz) and a

slow chop (typically around 0.125Hz if all 4 spectrometers are operating simultaneously,

and twice as fast if two of them were operating, e.g. the WBS was switched off). The

settling time of the FPC is under 20ms.

The main contribution in the OFF position on a blank sky is the dust emission in the

Milky Way, but this is negligible unless the OFF position is taken directly in the direction

of the galactic centre. For a typical OFF position 4-5 degrees away from the Galactic plane,

at 500GHz, the continuum intensity corresponds to just 10−3K. Additional parameters

taken into account for the calibration in the OFF position (i.e. OFF calibration) are the

telescope forward efficiency, i.e. the efficiency of each band for the H and V spectra, and

the temperature of the telescope.

Another factor that needs to be addressed during the signal processing are standing

waves created inside the instrument. There are two types of standing waves on Her-

schel/HIFI: the optical standing waves, which are caused by resonances created in the

cavity between two optical components of the instrument or the telescope, and electrical

standing waves, which are caused by reflections inside the coaxial cable between the mixer

and the first signal amplifiers [Higgins and Kooi, 2009, Higgins, 2011]. That reflection

can eventually generate a detectable artificial signal. The standing waves are very visi-

ble on the background noise where instead of having a background of the same intensity

over all the frequencies, it varies. They can be broken down to three contributing areas:

standing waves that add to the receiver noise (e.g. sine waves), standing waves changing
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the coupling to the telescope, and standing waves changing the overall gain (shown as

enhanced spectral baseline ripples when the telescope observes strong continuum sources).

An example of standing waves removal on a spectrum is presented in fig. 2.11. The top

panel shows the raw data of the horizontally polarised WBS spectrum for observation

1342198318, while the bottom panel shows the same spectrum with the standing waves

removed. The standing waves removal not only made the spectrum how much less ‘wavy’,

but also increased the intensity of the emission line (the intensity increase at ∼ 557GHz).

Observation 1342198318 WBS-H
Raw data

Defringed data (standing waves removed)

Figure 2.11: Example of standing waves removal. Top: The raw data of the horizontally

polarised WBS spectrum for observation 1342198318. Bottom: The defringed

(i.e. having the standing waves removed) spectrum.
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The periods of the optical standing waves are well defined and they depend on the size of

the cavity, but their amplitude depend on several parameters, such as the instrument gain

drift magnitude, the intensity of the signals etc. The most common optical standing wave

in the HIFI data has a period of around 100MHz, but this can slightly change depending

on the frequency of interest, e.g. in low frequencies it can appear between 92 − 98MHz.

Another optical standing wave with a 645MHz period originates from the beam combiner

unit. These can be addressed by fitting sine wave models to the baseline and removing

them from the signal.

The electrical standing waves mostly affect the bolometer mixers and they cannot be

defined analytically by a single period or amplitude; in the Fourier space though they show

at a period of ∼ 320MHz, which is a good first-order approximation for their removal.

Also their continuum scales together with the amplitude and phase of the signal, and when

the phase is negative they actually become negative. Kester et al. [2014] developed an

algorithm to correct the electric standing waves, and it is applied within the data pipeline.

Lastly, the spurious responses (spurs) coming from the LO that can degrade the quality

of the spectra. With pre-flight calibration the frequencies that could suffer from spurs

were identified, hence can be avoided during the data process.

2.3.3. Temperature - flux conversion and calibration

As mentioned the telescope is a bolometer, detecting temperature, which needs to be cali-

brated before being processed. Here are given some calibration basics - the full calibration

concept is described in detail in Ossenkopf [2003].

For cancelling out the instrument response drift the mentioned blank sky (OFF cal-

ibration) is used. For calibrating the instrument bandpass (i.e. the spectral response

function) HIFI uses two different internal black bodies (called hot load and cold load).

This calibration puts the source as if it was located next to the instrument internal loads.

The measured counts are tied into an antenna temperature scale, T ∗
A, (commonly used in

radio-telescopes, e.g. Kutner and Ulich [1981]), which is tied to an instrument (in our case

the HIFI). As the T ∗
A does not take into consideration the optics between the instrument

focal plane and the sky (i.e. the prime and secondary telescope mirrors) it needs to be
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converted to a more physical scale that can be used for a scientific analysis. Often this

scale is Janksy (Jy), which shows the flux density of a source.

Let the telescope beam intensity gain pattern be P (ϕ, θ) and the flux distribution of

the source for a specific wavelength, λ, be T (ϕ, θ, λ). The antenna temperature, T ∗
A, for a

specific position (ϕ0, θ0) on the sky is the convolution of the beam pattern with the source

flux distribution:

T ∗
A (ϕ0, θ0) =

∫∫
4π P (ϕ− ϕ0, θ − θ0)T (ϕ, θ, λ) dΩ∫∫

4π P (ϕ, θ) dΩ
=
P ⊗ T

ηlΩa
(2.36)

where ηl is the forward beam coupling efficiency (ηl = 0.96 for all HIFI bands and fre-

quencies), Ωa is the antenna solid angle, and the symbol ⊗ simply denotes a convolution

of the beam pattern with the flux distribution of the source.

The antenna theorem combines the Ωa with the wavelength in order to define the effec-

tive area of the telescope, Ae:

AeΩa = λ2 (2.37)

The aperture efficiency, ηA, which depends on the frequency, can be defined as

Ae

Ag
(2.38)

where Ag is the geometric area of Herschel (Ag = 4πr2).

Using equations 2.36, 2.37 and 2.38 we get:

T ∗
A (ϕ0, θ0) =

ηA
ηl

Ag

λ2

∫∫
source

P (ϕ− ϕ0, θ − θ0)T (ϕ, θ, λ) dΩ (2.39)

The relation between flux density, Sv, and brightness temperature, TB, where the

Rayleigh-Jeans approximation (hv ≪ kT ) applies is:

Sv =
2kB
λ2

∫
TB (Ω) dΩ (2.40)

where kB is the Boltzmann constant. Hence, combining equations 2.39 and 2.40 the

conversion between antenna temperature scale, T ∗
A, and flux density in Jy is:

Sv,tot (Jy) =
ηl
ηA

2k

Ag

1

K
T ∗
A (2.41)
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where K is the flux dilution factor, which accounts for the temperature reduction when the

source does not fully fill the beam. For point sources K = 1 while for non-point sources

K < 1. Ultimately, when all constants are merged we get the expression:

Sv,tot
T ∗
A

=
313

ηAK
(2.42)

As an example, for a source that is fully inside the beam there are typically 470 − 560Jy

per measured Kelvin. This is also the case of Uranus and part of the neutral torus. This

will be further discussed in chapter 3.
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3. Uranus

‘Και η Γη γέννησε πρώτα ίσον μ᾿ αυτή τον Ουρανό που ᾿ναι

γεμάτος άστρα, να την καλύπτει από παντού τριγύρω και να ᾿ναι

έδρα των μακαρίων θεών παντοτινά ασφαλής.’

— Ισίοδος, Θεογονία

“And Gaia first bore starry Ouranos, equal to herself, to cover

her on every side, and to be an ever-sure abiding-place for the blessed

gods.”

— Hesiod, Theogony

3.1. Introduction to the Uranian system

Uranus is the 7th planet of the solar system, discovered by William Herschel on the

13 March 1781. It is the third largest planet in the solar system with a mean radius of

25, 266km (∼ 3.97RE). As it is a rotating gas giant, it shows an oblateness (i.e. flattening)

of 0.02293 with its equatorial radius being 25, 559km (∼ 4.01RE) and its polar radius being

25, 362km (∼ 3.93RE). It is speculated to have a rocky core, above that the mantle is

mainly made of a hot dense fluid of ‘icy’ materials, such as water, methane, and ammonia,

and the upper atmosphere consists of a gaseous hydrogen/helium mixture. With a bulk

density of 1270kg ·m−3 (0.23ρE) it is the second least dense planet in the solar system after

Saturn. The atmosphere is made mainly of molecular hydrogen, helium, and methane -

the latter also gives the planet its blue-green colour. At some parts of the atmosphere it

shows the lowest temperature of the solar system planets with 49K (−224◦C) [Williams,

2024f, Davis and Carney].

It is located at a mean distance of ∼ 19.19AU from the Sun, orbiting the star once every

∼ 84 Earth years. Its orbit is inclined to the ecliptic by 0.04◦ and has an eccentricity of

0.047. The rotation axis is tilted by 97.77◦ to the orbital axis, i.e. the line perpendicular

to the orbital plane, and it rotates once every ∼ 17.24 hours [Williams, 2024f]. This great

tilt creates a configuration where, during the Uranian solstices, the Sun illuminates an
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entire hemisphere, while the other hemisphere is almost completely in darkness.

Uranus has 5 major moons: Miranda, Ariel, Umbriel, Titania, and Oberon. Their size,

mass, and orbital distance are presented in table 3.1 (data from Thomas [1988], Jacobson

et al. [1992], Williams [2023c]). For comparison the radius of the (Earth’s) Moon is

∼ 1737km and its mass is ∼ 734.6 · 1020kg [Williams, 2024b].

Moon Radius [km] Mass [1020kg] Orbital distance [RU]

Miranda ∼ 236 0.7 5.1

Ariel ∼ 579 12.9 7.5

Umbriel 585 12.2 10.5

Titania 588 34.2 17.2

Ariel 761 28.8 23

Table 3.1: Size, mass, and orbital distance for the major Uranian moons. As Miranda and

Ariel are not spherical, their radius was taken as the average of their length on

each axis on an orthogonal system. Data from Thomas [1988], Jacobson et al.

[1992], Williams [2023c]

Miranda mainly consists of ice, while the rest are made of almost equal amounts of

rocks and ice [Hussmann et al., 2006]. Despite their icy consistency, and especially their

high amount of surface ice, they have a quite low geometric albedo, i.e. the ratio of their

actual brightness to that if they were an idealised flat, fully reflecting, diffusively scattering

disc with the same cross-section as the moon, which is between 30% − 50% [Karkoschka,

2001]. This is caused by a surface layer of ice mixed with a low-albedo component (e.g.

Soifer et al. [1981], Brown and Cruikshank [1983]), which, while it has not yet been fully

identified spectral modelling suggests that it is likely a carbon-rich material (e.g. Clark

and Lucey [1984]), such as darkening and polymerization of methane and other organic

substances [Cheng and Lanzerotti, 1978, Johnson et al., 1984]; this is also backed up by

observations (e.g. Cartwright et al. [2015]).
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Science: NASA, ESA, CSA, STScI

Image Processing: Joseph DePasquale (STScI)
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Credits: Science: NASA. Image Processing: Wikipedia
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Figure 3.1: The Uranian inner magnetosphere with the relative size of the moons. Top:

Uranus with the major moons, labelled. Figure adapted from NASA et al.

[2023]. Bottom: The relative size of the major moons of Uranus, compared to

the planet (on the left). Figure adapted from NASA and Wikipedia [2022].

3.2. Uranian magnetosphere

Before the Voyager 2 encounter it was unclear whether Uranus had a magnetosphere.

While there were indications of a magnetosphere based on (possibly) Uranian auroral
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UV emissions [Durrance and Moos, 1982, Durrance and Clarke, 1984], these conclusions

were challenged by Yelle and Sandel [1986] who suggested that they were sourced by the

interstellar wind, indicating an absence of magnetosphere. Eventually the existence of a

magnetosphere was confirmed by Voyager 2 with the detection of radio bursts [Gurnett

et al., 1986], radio emissions [Warwick et al., 1986], and in situ measurements of the

magnetic field [Ness et al., 1986]. Uranus’ magnetosphere has a unique configuration,

where the magnetic axis has a 60◦ difference from the rotation axis, and a 0.3RU offset

from the centre of the planet [Ness et al., 1986].

The configuration of a magnetosphere can be described with the solar wind attack angle,

α, (e.g. Lepping [1994]) which is the angle between the solar wind and the magnetic dipole

axis; α = 0 means that the dipole is pointing directly into the solar wind. For example,

for Earth α ≈ 60◦ − 120◦, meaning that the dipole is more or less perpendicular to the

incoming solar wind flow. α for Uranus varies greatly, not only due to the great magnetic

axis tilt, but also due to the rotation axis tilt to the orbital axis. This variation can be

seen on the top graph of 3.2 (image adapted from Arridge and Eggington [2021]): there

are periods where α = 120◦ going from 0◦ − 120◦ but also from 60◦ − 180◦, while in

other periods it varies as little about 20◦ around 60◦ or 120◦. The insets are showing the

diurnal variation of the attack angle while it is in the minimum value, in 1986, (A) and

the maximum value, in 2015 (B).

The following 4 snapshots show the orientation and configuration of the Uranian system

for the time of the two inlets (top for A and bottom for B), half a planetary rotation apart

(left column to right column). The orange arrow is the sunward direction, the green is

the orbital path of Uranus, the dark red vector is the rotation axis, and the blue is the

magnetic dipole. It is clear how the magnetic dipole varies diurnally, and the ‘drift’ of the

rotation axis from pointing to the Sun to pointing the orbital path of the planet creates

the seasonal variation of the magnetic field. Snapshots from Ikuchi [Arridge et al., 2020].

This variation is expected to create a plethora of phenomena, such as an open-closed

magnetosphere [Cao and Paty, 2017], a helical magnetotail (e.g. Behannon et al. [1987],

Arridge [2015]), and possibly a plasma full-depleted magnetosphere strongly dependent

on season (e.g. Selesnick and Richardson [1986], Arridge and Paty [2021]), despite the low
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Adapted from Arridge & Eggington (2021)
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Figure 3.2: Top graph: Solar wind attack angle. Bottom graph: Angle between the Uranian

spin axis and the solar wind. Inlets are showing the diurnal variation of the

attack angle for minimum (A) and maximum (B) diurnal variation. The next

4 snapshots are showing the configuration of Uranus for those periods, half a

rotation apart (left to right column), along with the sunward vector (orange),

orbital path (green), rotation axis (dark red), and magnetic dipole (blue).

It is clear that the attack angle changes over two timescales: diurnally and

seasonally. (Graphs adapted from Arridge and Eggington [2021]. Snapshots

from Ikuchi [Arridge et al., 2020]).
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plasma β, measured to be at most ∼ 0.1 at L ≲ 15 [Krimigis et al., 1986]. The observed β

is around an order of magnitude less than it was observed at Jupiter and Saturn [Krimigis

et al., 1979, 1983].

3.3. Uranus’ water-product torus

The main plasma source of the Uranian magnetosphere it is thought to be the Uranian

atmosphere, mostly due to diffusion, where the energy of some particles allows them to

escape the atmosphere. There is, though, potential contribution from the icy major moons,

but so far no concrete evidence of the contribution has been found.

Bridge et al. [1986], reported, using Plasma Science (PLS) instrument data during

the Voyager 2 flyby, that the detected magnetospheric ion plasma had two components:

a warm component, with density up to 2 protons per cm−3 and temperature between

4− 50eV, and a hot component, with density up to 0.1 proton per cm−3 and temperature

a few keV. The warm component was observed everywhere in the magnetosphere, while

the hot component was observed only outside L = 5. McNutt et al. [1987] constrain

the core temperature of the warm component between 5 − 10eV, and the hot component

less than 5keV; they also mention that the hot component is not Maxwellian. Sittler

et al. [1987], also using PLS data, found that the magnetospheric electrons had also two

components: a cold and a non-Maxwellian hot. In the inner magnetosphere only the

cold component was present, with a density between 0.02 − 1cm−3 and a temperature

between ∼ 10 − 100eV. Farther away, closer to the terminator (i.e. at L = 6.7) and

the magnetosheath, both components were present. The cold component had energies

between 7 − 30eV, and the hot component that had a density less than 0.01cm−3 and

energies between 20eV− 2keV. A density for the cold component could not be calculated,

due to a spacecraft charging event while in this region: the spacecraft charged negatively to

potentials exceeding the mean energy of the cold component, essentially repelling the cold

electrons. Lastly, Krimigis et al. [1986], using data from the Low-Energy Charged-Particle

(LECP) instrument, which is able to sample much higher energy particles, reported that

the magnetospheric particle population consists mainly of protons and electrons, with

energies to at least 4MeV and 1.2MeV for each species respectively. In general the electron
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density exceeds the proton densities for any given energy. Also the ions have a Maxwellian

distribution at low energies ions (less than ∼ 200keV) and a power-law distribution at

higher energies (over ∼ 590keV). Lastly, in energies between 0.6 − 1MeV/nucleon, the

ion plasma is dominated by protons, with a small fraction (around 10−3) being hydrogen.

The observations from both instruments showed no hard evidence of any heavy ions.

A recent study though showed that this empty, compared to the rest of the gas gi-

ants, magnetosphere could be a result of Voyager 2 arriving at Uranus right after a solar

wind event that massively compressed the magnetosphere, and in combination with its

orientation, resulted to be depleted of almost all the plasma. [Jasinski et al., 2024]

The processes for creating plasma were described in section 1.7. As the Uranian system

chemistry is similar to the Kronian, due to both planets having significant sources of water,

the first approaches to characterise the magnetosphere plasma environment at Uranus were

based to the moons being a significant plasma source, as was done by Cheng [1984]. Ip and

Voigt [1985] carried this idea and assumed that internal sources can fill the magnetosphere

in a homogenous manner, hence a plasma ring could be created on the pole-on epoch, if the

magnetic dipole was aligned with the rotation axis. This would also be the configuration

during the flyby of Voyager 2 from the planet.

Eviatar and Richardson [1986] also modelled the Uranian plasma assuming that the

moons are significant plasma sources, but they explored not only the plasma contribution

from each moon but also their composition. They argue that if a magnetosphere is empty

of plasma it will start ‘self-creating’ it: a neutral torus will be created as a thin disk on the

moon’s rotational plane. Since it is unknown whether the Uranian moons are geologically

active, they assume the neutrals initially will be released by external factors (vaporization

by micrometeoroid impact, photosputtering, or sputtering by energetic particles). The

neutral torus will then get ionised firstly through photoionisation and later by electron

impact, and as it starts corotating the ions will impact the moons, releasing more and

more neutrals. If the incident corotation energy of the ions is sufficiently large, so that

the sputtering yield significantly exceeds unity (i.e. each incident ion releases more than

one neutral), the plasma torus will be self-supporting.

A factor on the sustainability of the ion plasma population is that all moons, including
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the innermost Miranda, orbiting at ∼ 5.08RU [Williams, 2023c], are farther than the

radial distance where rigid corotation and escape velocities are equal, which for Uranus

is at ∼ 4.1RU [Williams, 2024f]. Therefore any neutralisation of the ions, i.e. a charge

exchange turning an ion to a neutral, close to that distance will result to the neutral

escaping the Uranian magnetosphere. So if any neutralisation rate is higher than the

ionisation rate the Uranian magnetosphere will be depleted of plasma.

For comparison the distance where rigid corotation and escape velocity are equal on

Jupiter is at ∼ 2.88RJ and the closest major moon is Io at ∼ 5.91RJ, and for Saturn

it is at ∼ 2.42RS and the closest major moon is Mimas at ∼ 3.08RS. For Neptune

though the distance is at ∼ 4.27RN and there are 6 major moons inside this distance:

Naiad (at ∼ 1.95RN), Thalassa (∼ 2.02RN), Despina (∼ 2.12RN), Galatea (∼ 2.5RN),

Larissa (∼ 2.97RN), and Hippocamp (∼ 4.25RN). Therefore if any of those moons is a

major contribution of magnetospheric neutrals, the recombination of the ionised neutrals

in those distances will keep the neutrals in the Neptunian magnetosphere. (Data from

Williams [2024a, 2023a, 2024e, 2023b, 2024c,d])

The Eviatar and Richardson [1986] model is treating all 5 icy moons separately. It

considers atomic and molecular species of H, O, OH, H2, H2O, O2, and a plasma-free

magnetosphere as initial conditions, with the following mechanisms:

1. Photosputtering: UV sputtering givesH andOH, with total source flux of 106cm−2s−1.

This value is based on the methodology of Harrison and Schoen [1967]. For the low

temperatures in the vicinity of Uranus, the sublimation is considered negligible.

2. Sputtering by corotating ions: relatively minor role at Uranus. The incident corota-

tion ion energies range from 2eV at Miranda to 192eV at Oberon, and their produced

yield will be relatively small compared to photosputtering. This process though will

affect the composition of the plasma, as the process ejecta are H, H2, H2O, O2

[Bar-Nun et al., 1985], compared to the produced H and OH from photosputtering;

the authors do not provide a flux estimate though.

3. Sputtering by energetic particles: no indication of existence of Uranian radiation

belts. They calculated a maximum value of 5 ·106cm−2s−1 with a drop off as L−3 at
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Miranda. Although, modern approaches mention strong radiation belts on Uranus

(e.g. Mauk and Fox [2010], Cohen et al. [2020])

4. Vaporization by micrometeoroids: Haff and Eviatar [1985] reported that in situations

of weak charged particle sputtering the source might be significant. Estimates of their

flux range over two orders of magnitude: from 2 · 10−15g cm−2s−1 based on observa-

tions of the atmosphere of Saturns’ rings [Morfill et al., 1983] to 2 · 10−17g cm−2s−1,

which is consistent with the CO2 abundance in the atmosphere of Titan [Samuelson

et al., 1983].

Those processes will release neutral particles, which will then get ionised by photoionisa-

tion, electron impact, or charge exchange processes. The particles though can be lost due

to dissociation by solar UV radiation, or recombination. They claim that a steady state

magnetosphere will be achieved in one Uranian year, and while there is the potential prob-

lem of the attack angle changing dramatically over this period, creating states of even a

diurnal open-closed magnetosphere, they argue that since the transport by magnetospheric

oscillations or atmospheric tides in their model is negligible in a pole-on magnetosphere,

and all processes do not depend on the orientation of the magnetic field, their model

should work. Hence, since the transport times are long, even a weak source can create a

torus, and a steady state is achieved by the source rate and residence time.

Eventually two values of torus are being presented: one for maximum torus case (radia-

tion belts are as intense as Earth’s, and micrometeoroid flux is estimated by [Morfill et al.,

1983]) and one for minimum torus case (no radiation belts, and the micrometeoroid flux is

zero). Also they argue that heavy ions (16−18amu) densities are high enough and able to

be detected by the PLS instrument, especially for Miranda where they can be detectable

for the minimum torus case.

The Voyager 2 fly-by not only revealed the great angle between the magnetic and ro-

tation axes [Ness et al., 1986], but also a nearly pure proton plasma composition [Bridge

et al., 1986], with no traces of heavy ions - including water products. While the physics

behind the Eviatar and Richardson [1986] model was solid, it was made before any

in-situ plasma measurements of the Uranian magnetosphere, relying on assumptions of

the planet’s magnetic configuration, and often comparing the Uranian system to Earth,
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Jupiter, or Saturn. As things are more complicated at Uranus than originally thought,

these assumptions and comparisons lead to discrepancies between the model and the ob-

servations.

With the new data from Voyager 2, Cheng [1987] revised Eviatar and Richardson [1986]

model for the Uranian magnetosphere. The Cheng [1987] model includes the great tilt

of Uranus, and argues that the neutral sources (micrometeoroid impact, photosputtering

and charged particle spattering) can be as high as 107cm−2s−1 for water surfaces. As the

moons are covered by a dark substance, their low albedo of the moons can bring that

number down, so a production rate of 106cm−2s−1 is nominal. The Cheng [1987] did not

account for the compressed state of the Uranian magnetosphere during the Voyager 2 flyby

[Jasinski et al., 2024].

For this model of water products each moon creates a torus with the inner limit,r−, the

outer, r+, and a half-thickness, ∆Z. The orbital apsides (the points that the moons are

closest or furthest away from Uranus) for molecules ejected parallel or antiparallel to the

orbital velocity can be described with the equation:

r±
r0

=

[
2

(
u0

u0 ± ue

)
− 1

]−1

(3.1)

where r0 is the moon’s orbital distance, u0 is the Keplerian orbit speed, and ue is the par-

ticles ejection speed (ejected parallel or antiparallel) to the orbital velocity. Cheng [1987]

also notes that the velocity distribution of photosputtered neutrals is not well understood

at the time they were creating the model. The torus’ half thickness can be described as:

∆Z =
r0ue
2u0

(3.2)

Also the average number density generated by each moon is:

nn =
R2

mϕτn

2∆Z
(
r2+ − r2−

) (3.3)

where Rm is the moon radius, ϕ is the nominal heavy neutral source strength (equal to

106cm−2s−1) and τn is the ionisation lifetime. The ionisation processes are the solar UV

radiation, electron impact, and charge exchange with protons – same as in Eviatar and

Richardson [1986]. Rates of ionisation and recombination are given in their paper. Also

only the tori of the 3 innermost moons contribute to this model. Titania and Oberon
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tori extend well beyond the magnetopause, and most of the neutrals they eject will never

enter the magnetosphere. They will rapidly get ionised, as the solar wind will become an

additional ionisation source.

This torus model also takes into account the efficiency of the processes over the distance:

the nominal distance for electron impact and proton charge exchange is at 4.6 ≲ L ≲ 5.5,

where the denser proton plasma was detected [Bridge et al., 1986, McNutt et al., 1987].

At larger L-values the plasma density is rapidly reduced and the photoionisation becomes

dominant. So for Miranda (orbiting at a distance of ∼ 5.1RU) the values for electron

impact and charge exchange are fully applied , for Ariel (orbiting at ∼ 7.5RU) the same

values were used but halved – as it is in a region where the plasma is not that thick – and

for the rest of the moons solely photoionisation was used.

Cheng [1987] then estimated a steady state ion density for the Uranian inner magne-

tosphere. They assumed that the heavy ions source is the heavy neutrals torus, and the

hydrogen ion (i.e. proton) sources are the ionisation of Uranus atomic hydrogen corona

(e.g. Bridge et al. [1986], Krimigis et al. [1986]), and ionospheric protons driven by pho-

toelectron escape. They also took into account that the heavy neutral ions are generated

from a thin torus around Uranus, while the protons are expelled uniformly around the

planet, following flux tubes towards the magnetosphere. The heavy neutral torus occupies

a significantly smaller volume than Uranus, which is the source of the protons, therefore,

if the ionisation rates between the two are comparable the heavy ions number density is

expected to be much smaller than the protons.

The heavy ion loss rate is dominated by charge-exchange with the Uranian corona

atomic hydrogen. Dissociative recombination losses are relatively small compared to rest

of processes. Proton loss rate is dominated by charge exchange with heavy neutrals.

The model predicts a heavy ion to proton density of ∼ 1.3 · 10−4. PLS observed a

proton density np ∼ 1cm−3 and placed an upper limit of heavy ion density < 0.01cm−3

(np/ni ≈ 10−2) for energies ≲ 6keV per charge. LECP set an upper limit of np/ni ≈ 10−4

for energies O (MeV ). Both of the instruments agree with the model findings that any

heavy ions plasma would have been too low density to be observed by the Voyager 2 flyby.

The LECP model though might not give an accurate ratio, as in these energies might be
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connected to a thermal plasma, as it was used in the model. The model also calculated

the plasma residence time to be ∼ 30 days for the thermal proton density.

Fig. 3.3 shows the Uranus neutral torus distribution over the radial distance using the

values given by Cheng [1987]. Of course this is a simplified view of the magnetospheric

neutral torus, just to get a general idea of the expected densities. Additional factors

need to be taken into consideration in order to have a full view of the Uranian neutral

and plasma populations. A major factor is the moon activeness on geological processes:

there are evidence of cryovolcanic resurfacing on the moons (e.g. Croft and Soderblom

[1991]), tectonic activity (e.g. Titania is less cratered and more faulted than Oberon),

and furthermore identified impact craters, and mass wasting features on Ariel [Cartwright

et al., 2020]. There are also models predicting subsurface oceans for Titania and Oberon

[Hussmann et al., 2006], which could expel water into the Uranian magnetosphere, similar

to Enceladus for the Kronian system. Moreover, the unique orientation of the magnetic

axis and the seasonal variation of the attack angle could also lead to seasonal variations of

the magnetospheric plasma. When the Uranian rotation axis is perpendicular to the solar

wind flow, the conditions are such that a plasmasphere (i.e. region in the magnetosphere

consisting of low energy plasma) can be created with trapped particles that also can

escape, but when the rotation axis is parallel to the solar wind flow no plasmasphere can

be created [Selesnick and Richardson, 1986]. As shown in fig. 3.2 (second panel) this angle

for Uranus takes all values from 0◦ to 180◦, creating conditions that a plasmasphere can

be created seasonally.

3.4. Scope of the project

So far two models of a Uranian neutral torus have been presented: the Eviatar and

Richardson [1986] model that, despite the solid physics behind it, does not agree with what

Voyager 2 found during the flyby, and the Cheng [1987] model that was adjusted based

on the findings. These models can be considered only an indirect diagnostic of the neutral

cloud and neutral production processes at the moons. For example the ion composition

that Voyager 2 measured can be matched by either having a negligible neutral cloud, or

by having a very dense neutral cloud with lots of ionisation, hence really high losses. In
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Figure 3.3: The neutrals density over the radial distance and equatorial height, using

[Cheng, 1987] model. Fig. provided by Arridge [2022].

order to have a full model of the heavy neutral cloud there are many more parameters

that need to be taken into consideration, such as both the diurnal and seasonal variations

of the Uranian magnetosphere and how they affect the neutral torus losses, the accuracy

of the rates for neutrals production and losses etc. So there are questions that the models

can’t answer.

Uranus’ neutral cloud can be potentially directly measured remotely. At Saturn the

Enceladus neutral water torus has been studied by Hartogh et al. [2011], using the Her-

schel/HIFI instrument [de Graauw et al., 2010]. The telescope operates in the far infrared

(FIR) part of the electromagnetic spectrum, and there were multiple frequencies of water

lines in the HIFI observations of Saturn. They found that the water was excited dynami-

cally due to molecular collisions, and had a calculated a column density (i.e. the sum of

the number density on the line-of-sight) of ∼ 4 · 1013cm−2, with a ≲ 0.85RS vertical scale

height.

For this project I will search for a Uranian neutral water torus using observations from

Herschel/HIFI. My goal is to search for evidence of a torus at Uranus, investigate the
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processes that generate it and attempt to place upper limits on the torus density.

3.5. HIFI data and analysis

3.5.1. Observations overview

The orientation of the Uranian system is shown on the left panel of 3.4, while the right

shows the expected column density based on the values of Cheng [1987] (fig. 3.3). There

were two observations of Uranus from HIFI, taken on 2010-06-15. Uranus size in the time

of the observations is ∼ 3.464” (arcseconds) and the dashed circle is the HIFI field-of-view

for the 556.936GHz cy (for ease, it is rounded here to 557GHz), which is ∼ 40”. Also, as

the observing time was ∼ 4 hours the moons obviously moved, but this movement does

not throw off the values of the neutral torus densities - at least not in such degree that

will change the system dramatically. As an example: the innermost moon, Miranda, has

an orbital period of ∼ 34h, so the observation time was around 12% of its period, which is

not enough to cause any dramatic changes in the neutral torus. As the rest of the moons

are farther away than Miranda this number only goes down for them: Ariel moved about

1% on its orbit and the rest moved less than 1%.

Both the observations were taken on 2010-06-15, at 01:46:50UTC (observation ID:

1342198318) and 04:08:43UTC (observation ID: 1342198319), and both were observing

in the region around 557GHz. Within this region lies the fundamental rotational 110–101

line of ortho-H2O.

Any molecule has three moments of inertia, IA, IB, and IC , for each of its orthogonal

axis, with the origin being on the centre of mass of the molecule. The water molecule is an

asymmetric top, meaning that it has three independent moments of inertia, IA ̸= IB ̸= IC .

Besides the movement of the hydrogens with respect to the entire molecule, that can bend

or stretch symmetrically and asymmetrically, the molecule rotation around an axis affects

its inertia. The energy the water molecule absorbs (or emits) due to its rotation produces

an absorption (or emission) line on the infrared part of the spectrum [Banwell and McCash,

1994]. The molecule’s rotational energy state can be described as J(KA,KC), where J is

the total angular momentum quantic number for the entire molecule, and KA or KC show

the angular momentum along the A or C axes [Atkins and Friedman, 2010]. Lastly, water
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Figure 3.4: Left : The orientation of the system during HIFI observations. Right : the

column density of the neutral torus, based on values of Cheng [1987], as seen

from Herschel; fig. provided by Arridge [2022]. The circles are the HIFI FOV

at the 557GHz line.

molecules can be found either in ortho or para state, meaning that the protons in the

hydrogen nucleus can have parallel or antiparallel spin, respectively. The 557GHz water

line is being produced when the nucleus oscillates between the states 110 and 101.

While in the observations for Saturn HIFI took data for the 556.93GHz, 987.93GHz

(para-202–111), 1097.36GHz (ortho-312–303), 1113.34GHz (para-111–000), and 1669.9GHz

(ortho-212–101) water lines, for Uranus only a single frequency, the 557GHz was observed.

Fig. 3.5 shows the WBS raw data for both observations. The observation ID, the start

and end of the observing time (in Zulu time, i.e UTC), and the direction the telescope

was observing (right ascension and declination) are given on the top of each graph. The

different colours of each graph correspond to different mixers on HIFI. The left panel for

each observation shows the horizontal and vertical polarisations of the data are shown in

the left and right panels respectively. The red dashed box on the first panel shows the

location of the 557GHz water line emission. As explained in section 2.3.2 the produced

spectrum is a combination of two spectrums around the frequency of the LO (fig. 2.10).

One of the spectrum, the USB, is higher than the LO frequency and the other, the LSB,
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is lower. Hence, each of the presented spectrums has two frequency ranges: one for the

LSB on the top, and one for the USB on the bottom. Since we know that the emission

line is at 557GHz we see that it belongs to the USB, so we are focusing on this part of

the observations. The vertical axis show the antenna temperature for each frequency. As

discussed in section 2.3.3 the telescope is essentially a bolometer, detecting temperature,

and it operates almost the same way as an optical telescope, but instead of optical photons

it uses the photons thermal energy to create a spectrum. The sinusoidal patterns (the

rapid oscillation and the ‘wave’ across the entire spectrum) are a result of combination of

standing waves and background noise on the signal. They seem to be more prominent on

the left panel than the right, but this is simply because the maximum detected temperature

of the emitted line is lower than the left panel; if both panels had the same maximum

detected temperature, the oscillations too would be similar. They will be addressed and

discussed later in the chapter.

3.5.2. Data reduction & error analysis

The data reduction process is described below – all the steps can be performed auto-

matically using HIPE. The first step is defringing the signal, i.e. the removal of the sine

standing waves. We chose to remove 3 standing waves, as the observations usually have

up to 3 major standing waves; if we chose less we would have risked missing a major

standing wave, while if we chose more there would have been a risk of removing any major

features, such as actual spectral lines. Table 3.2 show the frequencies for each mode and

observations.

The emission comes from the atmosphere of the entire planet, where polarisation mech-

anisms can be considered insignificant. The magnetic and electric fields are too weak to

produce a considerable polarization through Zeeman and Stark effects respectively, and

the random movement of the atmospheric particles does not allow for any large-scale

anisotropy to develop. Any polarisation of the torus can be considered insignificant: while

it can potentially polarise the absorption via scattering of the emission line with the torus

particles, it needs a sufficiently high particle density to take place, and also it is visible

from specific angles. Therefore, at this stage, of the first approach of the problem, and
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Obs. ID: 1342198318
Start date: 2010-06-15T02:05:05Z

End date: 2010-06-15T04:08:49Z

R.A: 0h 2m 18.32s

Dec.: -0° 34' 24.10"

Start date: 2010-06-15T04:10:11Z

End date: 2010-06-15T05:03:15Z

R.A: 0h 2m 18.63s

Dec.: -0° 34' 24.20"
Obs. ID: 1342198319

Figure 3.5: Raw data of the WBS for both Uranus observations: observation ID

1342198318 on the top and observation ID 1342198319 bottom. Some param-

eters of the observations are given next to the observation ID. The left panel

of each observation shows the horizontal polarisation and the right shows the

vertical polarisation. The red dashed box shows the location of the spectral

line of interest, the 557GHz water line. The colours correspond to different

bands of HIFI.

having only four hours of observations, we can consider that any introduced polarisation

is weak. With this in mind we can combine the two polarised spectra in order to have a

stronger and more accurate signal, but also to minimise the random noise. We can then
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Obs-ID: 1342198318 Obs-ID: 1342198319

Mode - Polarisation Standing waves [GHz] Standing waves [GHz]

WBS-H 89.309, 91.242, 97.501 89.161, 91.253, 97.558

WBS-V 89.924, 91.971, 97.470 89.860, 92.240, 97.554

HRS-H 80.357, 94.442, 139.865 80.357, 95.367, 141.565

HRS-V 80.357, 139.722, 200.000 88.090, 120.736, 178.789

Table 3.2: Standing waves for each of the observations, mode, and polarisations, given in

GHz.

calculate the new background noise and its Root Mean Square (RMS) across all wave-

lengths. The combined spectra is essentially a sum of the intensities of the USB and LSB

spectra for each frequency, hence the background noise is double the real one. Table 3.3

shows the real noise for each polarisation alone and accumulated (H and V combined), for

each observation. Note that the error in the accumulated spectrum is significantly lower

than the other two spectra, as expected, since there are twice as many data. In general,

the calculation of the background noise can be considered a diagnostic tool that provides

information on the data quality. So it can be applied multiple times, at any stage of the

processing, as a quick glance of the data quality.

Obs. ID: 1342198318 1342198319

Mode WBS HRS WBS HRS

Mean H 0.247 ± 0.001 0.243 ± 0.006 0.246 ± 0.002 0.241 ± 0.009

Mean V 0.254 ± 0.001 0.253 ± 0.006 0.256 ± 0.002 0.255 ± 0.008

Mean Accumul. 0.250 ± 0.001 0.248 ± 0.004 0.251 ± 0.001 0.248 ± 0.007

Table 3.3: The background noise level, in K, for each spectrum in each polarisation channel

and the accumulated of them.
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3.5.3. Spectra presentation

As a first approach we can combine the two observations, as we are not expecting the

system to have any great variations within the 3 hours in-between the observations. Com-

bining the two spectra and recalculating the background noise, the new noise for the WBS

mode is 0.2507 ± 0.0010 and for the HRS it is 0.248 ± 0.004. The final spectrum can be

presented subtracted, i.e. with the actual intensity, where the lines will be above/below

(above in our case) of the background noise, or divided, i.e. normalised, where the back-

ground level will be at 1, and any features will be above/below the baseline. Fig. 3.6 shows

the combined spectra for both modes: the WBS on the left, and the HRS on the right.

For the HRS the orange line is the individual data, while the blue line is the averaged

data, every 4 datapoints. As seen in the figure there is a strong, wide emission water line,

but also there is a hint of an absorption line, both centred around 557GHz.

Figure 3.6: Combined spectra for each mode: WBS (left) and HRS (right). The left axis

of each plot is the real temperature in K, and the right axis is the normalised

temperature. For the HRS the red line is the individual measurements, and

the thicker blue line is the averaged every 4 bins.

Both spectra show the background error in light blue around the main dark blue line,

but the error is too small to see. As the noise is random and can be described by a Gaussian

distribution with a mean value of zero, which is a valid assumption for radio astronomy,
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a more useful assessment of the values during a measurements is calculating the standard

deviation, σ, which shows the percentage of the values of a normal distribution that lie

within an interval: 68% of the values lie within 1σ, 95% lie within 2σ, and 99.7% lie within

3σ. This can be seen as a probabilistic measure of the predictability of a measurement

[Teyssier]. In radio astronomy we are assuming that the noise is Gaussian so this is the

typical approximation that is done to set a threshold on the detection level. Applying

this in spectroscopy: if we had a spectrum with only background noise signal, 95% of

the datapoints would lie within 2σ, 99.7% of the datapoints would lie within 3σ from the

background level etc. In astronomical observations the 3σ threshold is commonly used to

distinguish a real signal from background noise [Miller et al., 2001]. This threshold is also

applied to HIFI observations, as demonstrated in studies such as Gupta et al. [2010] and

Persson et al. [2010]. Therefore, for a feature, i.e. an emission or absorption line, to be

considered significant it needs to be over 3σ ‘away’ from the background level. In this case

the probability for any of the lines’ datapoints to still be noise and be mistakenly taken

as the line would be 0.3%, which is a very small percentage. Assuming that the line has n

datapoints lying outside the 3σ, the probability of all datapoints to be noise is 0.3n, which

is extremely small. Hence, if a line is 3σ ‘away’ from the background level, it is almost

certain a line produced by a physical process, and not simply noise.

The σ is calculated as the background level divided by the RMS. Eq. 3.4 and 3.5 show

the σ values for the WBS and HRS respectively. The Herschel engineers require a 3σ limit

for a spectral feature to be considered real, which, for WBS is at 0.012K and for the HRS

it is at 0.048K.

σWBS =
BKG.WBS

RMSWBS
= 0.004K (3.4)

σHRS =
BKG.HRS

RMSHRS
= 0.016K (3.5)

Therefore the emission line is clearly over the 3σ limit for the WBS, but not for the

HRS, and the absorption line is below the 3σ limit for both instruments. One can argue

that most the emission line is most probably real, and the absorption line is most probably

not real, but those results will be discussed further in the next section.
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3.5.4. Doppler analysis

For this work, and because of the limiting sample of our data, we assume that Uranus

emits water in its upper atmosphere isotropically. Its rotation though will cause Doppler

broadening to the line, i.e. the emission line will become wider due to Doppler effect.

This is the case during the HIFI observations, as Uranus was almost edge-on (left panel

of fig. 3.4), meaning that the effect will be observable in the data.

An example of the Doppler broadening is presented in fig. 3.7. The top panels (A) shows

an example of emission from a non-rotating planet. In this case there will be a narrow

emission line around the emitted frequency. Some broadening is happening naturally,

hence, the line does not have the shape of a δ function. The middle panels (B) show

the example of Uranus as seen from above, where its rotation shifts the frequency of the

emitted line. The line has lower intensity that the non-rotating case, and it is much wider.

The frequency corresponding to the full width at half maximum (FWHM) of the intensity

is the maximum frequency the line blueshifted or redshifted. The bottom panels (C) show

the results of Teanby et al. [2022] synthetic (modelled) emission spectrum, based on the

orientation of Uranus during the observations. For their work they calculated the water

abundance and vertical profile of Uranus using the same data as this project. On the left

is the rotation rate of Uranus, assuming a solid-body rotation and based on rotation rates

of Helled et al. [2010]. On the right is the synthetic spectrum based on the water emission

during the observations period. The expected spectrum shows a plateau on the maximum

intensity. They also calculated a Doppler broadening of the water line of ∼ 0.01GHz,

based on the same data used for this work.

Teanby et al. [2022] used the emission line coming from the Uranian stratosphere to

calculate a water column abundance of the Uranian stratosphere (uppermost atmosphere)

of ≈ 0.54 · 10−14cm−2. They also reported that the planetary rotation affects significantly

the shape of the observed emission lines. Their results helps rule out the emitted line

being a product of a water torus. Moreover this constrains the flux dilution factor, K,

which accounts for the temperature reduction when the beam does not fully cover the

source (discussed in section 2.3.3), to be equal to 1, as the emitting body, i.e. Uranus,

is fully inside the beam, regardless of the predicted torus span not being fully inside the
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Figure 3.7: Example of Doppler broadening of a spectral line. Top panels (A): example

of a non-rotating planet. The emitted spectral line has almost no broadening.

Middle panels (B): example of rotating planet. The emitted line is less intense

and broader. The FWHM intersects the spectral line at the frequency shift

(∆f) that was added (or subtracted) from the line caused by the rotation of

the planet. Bottom panels (C): modelled emission spectrum for the time of

observations, based on Teanby et al. [2022]. The model assumes a solid-body

rotation. The expected spectrum shows a plateau on the maximum intensity

Bottom panels reproduced by permission of the American Astronomical Soci-

ety (AAS).
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beam.

By converting the spectrum frequency, f , to relative velocity, u, around a reference line,

f0, any Doppler shifts of lines can be identified. For example, if the emitted water line is

expected to be found at 557GHz and by applying the conversion it is found at −5km/s,

it means that the body emitted the line is moving 5km/s away from the telescope. The

frequency can be converted to relative velocity using the following equation

u = c

(
f0 − f

f0

)
(3.6)

where c is the speed of light. This conversion is particularly important on defining the

movement of objects that produced the lines, but also defining the source of the lines, as

it will be shown later.

Lastly, in order to have a general idea of how much energy is radiated by Uranus at

each frequency, the emitted intensity can be converted to spectral flux density, S, using

the equation

S =
326.9

ηA
TA (3.7)

where ηA is the aperture efficiency of the telescope, and TA is the antenna temperature.

The variables and constants of eq. 3.7 is tied to Herschel and HIFI, and ηA = 0.65 for

the frequency range of the observations Teyssier [2018]. This conversion gives the flux in

Janskys (Jy), where 1Jy = 10−26W m−2Hz−1 = 1J m−2.

Fig. 3.8 show the spectrum velocity around the 557GHz water line for both instruments:

WBS in dark blue and HRS in light blue. The scale on the left shows the subtracted (ab-

solute) temperature (in K) and the scale on the right shows the spectral flux density (in

Jy). The two scales are linearly connected to each other - they only differ by a multipli-

cation factor. We see that the FWHM of the emission line is around 2.59km/s, which is

the equatorial rotation speed of Uranus, denoting that the emission line is generated by

the planet.

Focusing on the intensity for each feature, i.e. the emission and absorption lines, and

using the standard deviations for each line as discussed in section 3.5.3 we see the following

for each line:
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Figure 3.8: Spectrum velocity around the 557GHz water line. The dashed lines mark the

equatorial rotation speed of Uranus. As the FWHM is around that speed it

shows that the emission line comes from the planet.

Emission line

The emission line intensity is ∼ 0.03K, which is beyond the 3σ limit for WBS (0.012K),

but not for the 3σ limit for HRS (0.048K). One could challenge that the line could be

product of noise, but it can be confidently said that the line is produced by the Uranus

emission due to:

� HRS noise: the HRS data are very noisy, i.e. highly variable, as seen in fig. 3.8.

Even if a lot of noise removal processes have been applied to the spectrum, it is

impossible to remove all the noise. The high noise is also reflected to the error of the

background noise calculation (i.e. RMS, in table 3.3): the HRS error is consistently

much higher than the WBS error.

� σ: while the line from the HRS data is not over 3σ, it is around 2σ, which gives a

confidence level of 95% of the feature being real. Spectroscopy uses the limit 3σ is

as an adequate level of trusting the result being real, while, for example, in particle

physics this limit is beyond 5σ (> 99.999%). Therefore the 2σ for spectroscopy can

be translated as the feature most probably being real and statistically confirmed.
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� FWHM: As the FWHM is at the rotation speed of Uranus, it shows that the line is

emitted by Uranus.

� past studies: Teanby et al. [2022] used the same data, along with line emission

modelling, and confirmed that the line is emitted by Uranus.

Absorption line / feature

The absorption feature in the middle of the emitted line, at the relative speed of 0km/s,

has an intensity decrease of ∼ 0.005K. For WBS is close to 1σ (0.004K), while for HRS

is well below 1σ (0.016K). It would be safer to focus on the WBS data, for the reasons

mentioned above, but also the variation on the HRS background data is comparable to

the feature. Even though this feature does not exceed the 3σ limit, it is still at 68%

probability of being an actual absorption line, hence, it worth investigating whether the

feature is indeed noise or if it is absorption by a water mass in front of the emitting Uranus.

Fig. 3.9 shows two possible cases of water masses in front of the emitting Uranus that

could produce the absorption feature: very high altitude cold clouds in the Uranian strato-

sphere, that are above the emitting water (left), and part of the water torus being in front

of the planet (right). Although, as the stratosphere follows the planetary rotation, any

stratospheric clouds will also move. Due to the limited observations time it is hard to cre-

ate a detailed emission map over the Uranian longitude, for variations to be identified, but

even the slightest movement will be mapped at the absorption line. However, as shown in

fig. 3.4 if a water torus exists, part of the torus is expected to be in front of Uranus. Also

the fact that the feature is not moving towards or away from the telescope supports the

idea of the absorption feature being created by a thin water torus: as the torus is rotating

around the planet, it will be observed in the closest approach to the observer, hence, its

relative speed towards the observer would be zero. This will also be true if the absorption

feature is created by the Uranian water-rich rings, as they are on the same plane as the

torus, and during the observations part of them is in front of the planet.
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Figure 3.9: Cases of possible water absorption. Left : a colder layer of clouds over the

emission cloud layer. Right : part of a water torus partially covers Uranus.

3.6. Conclusions & Future work

In this chapter I have demonstrated how I searched for a neutral water torus around

Uranus, using data from Herschel/HIFI. Despite the fact that only two observations were

available, the spectrum showed a clear water emission line, coming from the planet, and

an absorption feature that, while it was not over the statistical significant level, it was

visible in all observations.

An aspect of this project that can be beneficial to focus on is the polarisations of

the beam. There are astronomical sources that emit polarised radiation, such as active

galactic nuclei (where the strong magnetic field aligns the particles along the jet axis),

scattering in reflection nebulae (where light is polarised when it interacts with gas, dust

or other particles in the nebula) etc. There are no processes on the Uranian system that

could polarise the emitting signal, so the vertical polarisation should be identical with the

horizontal. In our data though the two are not exactly similar, as the vertically polarised

spectrum is more intense than the horizontally. Hence, it worth investigating what causes

this.

The absorption feature can also be approached statistically, in order to evaluate whether

it is randomly created or not. One test that can be applied is assuming that the datapoints

are normally distributed and calculating the probability of a 2−3σ fluctuation appearing.

Also, a statistical significance test of the two features appearing simultaneously can also

Georgios Xystouris 81 PhD thesis



Chapter 3: Water torus on Uranus

add to the evaluation: if the combined probability of both the emission line and the

absorption feature occurring at these locations by random chance is very low, it will show

that they are not created by chance.

Another aspect that could improve this project is of course the use of models. A neutrals

model of higher accuracy, with the additional feature of adding or removing sources, and

adjusting each source’s neutral density can be very useful on presenting the expected

column density in the HIFI beam width. This can be combined with a model of an

absorption line: either by modelling the required density to create such an absorption

feature, or by modelling the line that our model density will produce. The result will give

the minimum detectable column density. In addition, as the feature can be created by the

water-rich rings, comparing the amount of rings material that was in front of the planet

during the observations would help evaluating whether the feature is produced by them.

Lastly, including the option of changing the orientation of the neutrals model, but also

the beam width and shape it could make the model a useful tool for other missions and

observations.
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4. Saturn

“He put these thoughts behind him, as the golden crescent of Saturn

rose in the sky ahead. In all history, he was the only man to have

seen this sight. To all other eyes, Saturn had always shown its whole

illuminated disk turned full toward the Sun. Now it was a delicate

bow, with the rings forming a thin line across it - like an arrow about

to be loosed, into the face of the Sun itself.”

— Arthur C. Clarke, 2001: A Space Odyssey

4.1. Introduction to the Kronian system

Saturn is the 6th planet of the solar system, know since the ancient times. It’s the second

largest planet in the solar system with a mean radius of 58, 232km (∼ 9.14RE), and it

shows an oblateness (flattening) of 0.09796: its equatorial radius is 60, 268km (∼ 9.45RE)

while its polar radius is 54, 362km (∼ 8.55RE). It has a small rocky core surrounded

by metallic hydrogen (i.e. hydrogen, where, under the extreme pressure it behaves like

an electrical conductor) and helium [Guillot et al., 2009], while the rest of the planet is

made of a helium-saturated molecular hydrogen, transitioning from liquid closer to the

core to gas towards the outer layers [Faure and Mensing, 2007]. It is the least dense planet

of the solar system, with a bulk density of 687kg · m−3 – and, as it is usual to be said

about Saturn, if you had a bathtub full with water big enough to fit Saturn, it would

float, as it is the only planet whose bulk density is less than water. Its atmosphere is

made mostly of molecular hydrogen and helium, with small parts of methane, ammonia,

hydrogen deuteride, and ethene, and its temperature at the 1 bar level is around 134K

(−139◦C) [Williams, 2024e].

Saturn is located at a mean distance of ∼ 9.5AU from the Sun, with a Kronian year

lasting 29.45 earth years. Its orbit is inclined by ∼ 2.5 deg to the ecliptic and it has an

eccentricity of 0.05. The rotation axis is tilted by 26.73◦ to its orbital plane, with a day

duration of ∼ 10.66 hours. This axial tilt creates seasons on Saturn, similar to Earth’s.

It is also the only planet in the solar system with easily visible rings, because they
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are significantly more massive than any other ring system and, despite other rings, they

are mainly made from ice, a highly reflective material. Saturn’s axial tilt of 27◦ causes

their brightness to vary over a Kronian year as seen from Earth: their minimum apparent

magnitude is +1.17, and their maximum apparent magnitude is −0.55; as a comparison

Sirius has an apparent magnitude of −1. Recent research suggests that they were created in

the last hundreds of million years [Kempf et al., 2023], making them considerably younger

than Saturn itself, which is thought to be formed soon after the creation of the solar

system, ∼ 4.5 billion years ago. Fig. 4.1 shows the four main rings, named D, C, B, and A

(arranged in order of proximity to the planet, from closest to farthest, as seen in fig. 4.2),

followed by the narrow F ring, and the G and E rings. The tenuous Janus/Epimetheus,

located between the G and E rings, cannot be seen in the figure. Also, far beyond the

coverage of the figure, there is the largest of Saturn’s rings, the Phoebe ring, extending

from 128RS to 207RS [Verbiscer et al., 2009]. While the main rings are visible from the

Earth, the rest of the rings are not visible either due to them being narrow, or due to them

being made by non-reflecting material, e.g. the Phoebe ring is made by dust and particles

from the surface of Saturn’s moon, Phoebe. Table 4.1 shows the distances of each ring and

gap (based on data from Williams [2022], Tiscareno, Verbiscer et al. [2009]). Any features

appearing within a ring (gaps, or the division of the ring in regions) are directly underneath

the main ring, starting with a dash. Besides the largest features presented above, there

are many more gaps and ringlets that in some cases are no larger than tens of kilometres,

e.g. the Bond ringlet in the C ring is ∼ 15km wide. The moons can gravitationally distort

the rings’ material creating gaps (e.g. Pan and Daphnis are orbiting in the Encke and

Keeler gaps respectively), creating ringlets (e.g. Titan is responsible for the Titan ringlet,

with a width of ∼ 23km in C ring), or even shape rings (e.g. Prometheus and Pandora

are shaping the narrow F ring, Mimas is in resonance with the outer edge of the B ring).

While some gaps are associated to a moon that created them, others remain unexplained.

The Kronian system in the inner magnetosphere, shown in fig. 4.2, which stretches up

to ∼ 10RS around the planet, contains some of the major moons: Mimas, Enceladus,

Tethys, Dione, and Rhea. Enceladus, though, is the most important moon for the inner

magnetosphere. The jets of ice coming from its south-polar region is the main provider of
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Images Credit: NASA / JPL / Space Science Institute

Colombo Gap

D ring C ring B ring

F ringA ring

Maxwell Gap

Encke Gap

Cassini
Division

Keeler Gap

Main rings & F ring

Figure 4.1: Saturn’s rings. Top: a view of Saturn up to ∼ 5RS, along with labels for

the visible rings. Bottom: close-up on Saturn’s main rings, along with their

distances from the centre of Saturn (bottom tags), and some of their features

(top tags). Images credits: NASA et al. [2007, 2013]

the inner magnetospheric plasma (e.g. Burger et al. [2007]). The process of the creation of

the plasma was described in section 1.7. Hence the Kronian plasma is mostly made from

hydrogen and water-products (O+,HO+,H2O
+) (e.g. Felici et al. [2018]). An additional

plasma source is the rings (e.g. Persoon et al. [2020]), but they do not contribute as much

as Enceladus.

To date, 146 of Saturns’ moons have been discovered [NASA/JPL et al., 2023], and it
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Region Distance [km] Distance [RS]

D ring 66, 900 − 74, 510 1.11 − 1.24

C ring 74, 658 − 91, 975 1.24 − 1.53

- Colombo gap 77, 748 − 77, 926 ∼ 1.29

- Maxwell gap 87, 343 − 87, 610 ∼ 1.45

B ring 91, 975 − 117, 507 1.53 − 1.95

- B1 region 91, 975 − 99, 000 1.53 − 1.64

- B2 region 99, 000 − 104, 000 1.64 − 1.73

- B3 region 104, 000 − 110, 000 1.73 − 1.83

- B4 region 110, 000 − 116, 500 1.83 − 1.93

- B5 region 116, 500 − 117, 507 1.93 − 1.95

Cassini Division 117, 507 − 122, 340 1.95 − 2.03

- Huygens Gap 117, 507 − 117, 930 1.95 − 1.96

A ring 122, 340 − 136, 780 2.03 − 2.27

- Encke gap 133, 423 − 133, 745 ∼ 2.21

- Keeler gap 136, 487 − 136, 522 ∼ 2.26

F ring 139, 826 − 140, 612 2.32 − 2.33

Janus/Epimetheus ring 149, 000 − 154, 000 2.47 − 2.56

G ring 166, 000 − 173, 200 2.75 − 2.87

E ring 180, 000 − 480, 000 2.99 − 7.96

Phoebe ring < 7, 722, 240 − > 12, 488, 310 < 128 − > 207

Table 4.1: Saturn’s main rings and features distances from Saturn’s centre, over the Kro-

nian equatorial level.

is estimated that there are 100 ± 30 more that are larger than 2km in diameter [Ashton

et al., 2021]. Only 24 are regular moons, i.e. they have prograde orbits and are not

greatly inclined to Saturn’s equatorial plane. Amongst those are the 7 major moons:

Mimas, Enceladus, Tethys, Dione, Rhea, Titan, and Iapetus. All of the 7 major moons

have a diameter larger than 300km, with Titan being the largest amongst them and the

second largest in the solar system at its surface, with a radius of ∼ 2575km (∼ 1.48rMoon).
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Figure 4.2: Saturn’s rings and moons in the inner magnetosphere. The distance and names

of the rings and moons are also marked. Image credits: NASA/JPL [2005].

It is also the only known moon with a substantial atmosphere.

To this date the mechanisms and timing of formation of these 3 components, i.e. Saturn,

its rings, and its moons, are major topics of research.

4.2. Saturn’s inner magnetospheric plasma and measurements

The Kronian magnetosphere is the second largest in the solar system, stretching to ∼ 20RS

towards the stagnation point and hundreds of RS towards the magnetotail. The strength

of the magnetic dipole is 0.215Gauss − RS
3, or equivalently 21.5µT − RS

3 in SI units (a bit

lower than 0.306Gauss − RE
3, or 30, 6µT − RE

3, for the Earth), and its magnetic dipole

is almost perfectly parallel to the rotation axis, as it is tilted by less than 0.007◦ and it

is offset northward by ∼ 0.047RS [Cao et al., 2020]. It also has quadrupole and octupole

moments with intensities ∼ 7% and ∼ 13% of the dipole moment respectively (e.g. Smith

et al. [1980], Acuñna et al. [1983]). These terms are stronger than those of Earths’, which

have intensities ∼ 6% and ∼ 2% respectively (e.g. Langel and Estes [1982]), but weaker

than those of Jupiters’, which have intensities ∼ 6% and ∼ 2% respectively (e.g. Acuñna

and Ness [1976]).

Cassini had three instruments/techniques able to measure the cold plasma: the CAPS,

the LP, both of which could measure electrons and ions properties, and using the upper

hybrid resonance frequency (fUHR) from plasma waves measured by the RPWS, which
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could measure only the electron density. Each instrument had a region for optimal oper-

ation, presented in fig. 4.3, with the solid colour. On the same figure, the striped colour

shows regions where the instrument could still work, but its operation was not optimal.

CAPS inside ∼ 5RS was suffering from penetrating radiation, i.e. the intense radiation

from Saturn would penetrate the walls of the instrument and reach the detectors pro-

ducing wrong results. The LP could not accurately measure beyond ∼ 7RS due to the

plasma becoming hotter than the instrument’s energy upper threshold of 10eV. The fUHR

could not be isolated from the plasma cyclotron frequency harmonics closer than ∼ 5RS,

where the magnetic field was becoming strong and the fUHR would collide on the electron

cyclotron harmonics (example on fig. 2a in Menietti et al. [2017]), and it could not be de-

tected beyond ∼ 10RS [Persoon et al., 2020]. Ideally, since each instrument can measure

accurately density over a restricted radial range, measurements from all three instruments

should be used to create a full density map of Saturn’s inner magnetosphere.

Persoon et al. [2020] created a diffusive equilibrium model for the inner magnetospheric

plasma, using measurements from the three instruments: the electron properties from

the RPWS (fUHR for density, and the quasi-thermal noise spectroscopy (QTN) method

for temperature) and the LP (that provided both density and temperature), and the ion

properties from CAPS detectors combined with a 3D forward model fit. Fig. 4.4 shows the

results of the Persoon et al. [2020] density model for three populations: water product ions

(left panel), hydrogen ions (middle panel) and electrons (right panel). The heavier water

products are more confined around the equatorial plane, where their density drops below

1cm−3 at < 2RS away from the Kronian equatorial plane, while the density of the hydrogen

ions drops under 1cm−3 at around 3RS. There are two density peaks for the water products

ions: at ∼ 4.5RS with a density of ∼ 50cm−3 and ∼ 2RS with a density of ∼ 30cm−3. The

hydrogen ions also have the two peaks on the same radial distances, but with much less

densities: ∼ 10cm−3 and ∼ 5cm−3 respectively. The electron density follows the water

product ions with the same densities at the same distances. The abundance of the water

products ions over the hydrogen ions, at the radial distances close to Enceladus and at

the end of the main rings supports the accepted hypothesis: Enceladus and the rings are

the two main plasma sources of the Kronian inner magnetosphere.
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Figure 4.3: Saturn’s inner magnetosphere with the Cassini instruments/experiments able

to measure the plasma parameters, and the neutral sources, that will eventually

become plasma. The dashed vertical lines are the orbital distances of Saturn’s

moons. The solid colour rectangular of each instrument is the region where

the instrument operates nominally, while the striped is the region where it can

still operate, but the operation is not nominal.

Also, electron density measurements confirmed the Persoon et al. [2020] model results for

the electrons (fig. 13, panels (a) and (b) respectively, in Persoon et al. [2020]). The electron

density following closely the heavy water products, shows that the region is in an almost

quasi-neutrality state, as has already been assumed in the Persoon et al. [2020] model.

Any deviations from the quasi-neutrality though between the model and the observations

could be due to the rapid movement of the (lighter) electrons compared to the (heavier)

ions, which makes them more susceptible in following the magnetic lines faster. For the

same reason they are more spread away from the equatorial level than the water products:

their density reaches 1cm−3 at around 3RS compared to 1.5RS for the water products.
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Figures from Persoon et al. (2020)

Figure 4.4: The plasma distribution for the Kronian inner magnetosphere, as calculated

by Persoon et al. [2020]. Left : water-product ions. Middle: hydrogen ions.

Right : electrons. Close to Enceladus distance the water-group ions density is

significantly higher than the hydrogen distance, which supports the hypothesis

that the moon a main plasma source of the Kronian magnetosphere. The

water group ions density is also higher close to the main rings, which also

supports that the rings, too, are a main plasma source, although not as strong

as Enceladus.

4.3. Variations in inner magnetospheric plasma measurements between

instruments

Persoon et al. [2020] also showed some disagreement between the electron density mea-

surements from the fUHR and the LP, shown in fig. 4.5. The left panel shows electron

density from both the fUHR (black dots) and the LP (red dots), for the whole ∼ 1800

measurements of the study. During this data sample Cassini was conducting high latitude

orbits, going from the north hemisphere to the south hemisphere. The offset distance from

the Kronian equatorial level is given in the x-axis. While the density calculated from the

fUHR seems to increase the closer to the equator Cassini approaches, there is a ‘plateau’ of

LP 10cm−3 density measurements that expands perpendicular to the equatorial level, and

at some regions reaching up to one order of magnitude smaller than the fUHR measure-

ments. Moreover, this variation between the measurements of the two instruments can be

seen even in the same orbit, shown in the panel on the right: as Cassini moves across the

equator, the LP measurements at ∼ −0.4RS are higher than those of the fUHR
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Persoon et al. (2020)

Persoon et al. (2020)

Focus on Orbit 254

Figure 4.5: Differences in measurements between LP (red) and fUHR (black). Left : data

from Cassini high-latitude orbits. While the density calculated from the fUHR

seems to increase the closer to the equator Cassini is, there is a ‘plateau’ of

LP density measurements at around 10cm−3. Right : Data from Orbit 254,

which again show that this variation between between LP and fUHR densities

is happening even in the same orbit. Figures from Persoon et al. [2020].

These variations denote that there are parameters that are affecting each instrument

differently, that still remain unquantified. In order to study those parameters, including

the photoelectrons impact, I focused on the LP equatorial electron plasma and compared

them to the previous studies of Persoon et al. [2013] and Persoon et al. [2015]. I fitted

the LP electron density measurements to the hybrid power-law model that predicts the

electron density distribution on the equatorial plane, as described by Persoon et al. [2013]:

n∗e,eq =
n0

0.5
[(

r0
r

)m
+
(

r
r0

)n] (4.1)

where n∗n,eq is the model equatorial electron density, n0 is the density at the peak of the

distribution, r0 is the radial distance of the peak, and m and n are the radial dependencies

of the plasma distribution inwards and outwards the peak density, respectively.

The data for this work covered a period from 2004-07-01 to 2017-09-09. In order to

follow similar restrictions as Persoon et al. [2013] and Persoon et al. [2015] I selected only

the data that were within ±0.1RS from the equatorial level. In total there were 31517

datapoints. I then binned the datapoints over the radial distance from the planet in 0.2RS
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width bins, and I calculated the median. For the binning and fitting I used only data

beyond L-shell 2.4, as inside that distance the data were few, sparse and very skewed.

The LP electron data are presented in fig. 4.6. The top panel shows the raw data (light

blue dots) with the median and standard deviation of the values in each bin (dark blue

lines, where the central x mark is the median value), and the eq. 4.1 fitting (red line).

The parameters of the fitted model are presented on the top right corner of the plot. The

second panel shows again the binned values with the fitting results of the model using

LP data (red), and additionally it presents the fitting results of Persoon et al. [2013] and

Persoon et al. [2015] works. The third panel shows the skewness of the LP data for each

bin. The skewness shows how symmetric the distribution of the data is around the median

value. If it is equal to zero the data are perfectly distributed around a median, while the

larger the skewness, the more spread the data are either above or below the median value.

The data used here show that there are areas that the skewness is quite high, e.g. at

L-shells ∼ 2.4, ∼ 5, and beyond 7. This might be caused by the density difference between

the inbound and outbound phase of each orbit (example on fig. 8 in Xystouris [2016]),

or even by the northern-southern asymmetry, caused by Enceladus south-facing plumes

(examples in fig. 4.5).

Persoon et al. [2013] used data from the fUHR, covering a period from 2004-10-28 to

2011-11-07, and they calculated the following model fitting parameters: n0 = 72cm−3,

r0 = 4.6RS, m = 4 and n = −4.8. Persoon et al. [2015] repeated the same process with

data covering a wider period, from 2004-07-01 to 2013-05-21, and while they calculated

the same fitting parameters for n0, r0, and n, they calculated m = 3. The calculated

parameters of the model using the LP data are n0 = 60.72cm−3, r0 = 4.22RS, m = 2.73

and n = −4.89. The R squared (R2) was also calculated, which value (0.96) denotes that

the model almost accurately predicts the density1. Comparing the LP fitting parameters

with the fUHR fitting parameters, the LP data fitting shows a lower maximum density

(∼ 61cm−3 compared to 72cm−3) closer to the planet (4.2RS compared to 4.6RS). The

outwards density decrease exponent for the LP data fitting is about the same as the one

1The R2 can take a value between 0 and 1, where if 0 it means that the model does not predict the

outcome at all, while if 1 it means that the model predicts the outcome perfectly. Hence the closer to

1 the value is, the better the prediction of the outcome
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for the fUHR data (∼ 4.9 compared to 4.8); it also agrees with the previous publications

of Persoon et al. [2005], Gurnett et al. [2007] on the equatorial electron density. The

exponent for the inwards decrease though is even smaller than the other models (∼ 2.7

compared to 3 and 4).

Figure 4.6: Plot of the LP electron density data and comparison with the fUHR data.

Top: the full LP data (light blue dots), binned data with the median (dark

blue x) and the standard deviation as error (dark blue lines), and the density

hybrid model fit (red line). The model values are presented on the top right of

the panel. Middle: comparison of the model fitting for the LP data (red solid

line), and two studies with fUHR data (green and black dashed lines). Bottom:

the skewness of the binned data - a perfectly symmetrical distribution has a

skewness of zero. The interesting thing is the discrepancies of the fit inside

∼ 5RS using different data from different periods or/and instruments.

Georgios Xystouris 93 PhD thesis



Chapter 4: Cold plasma in the Kronian magnetosphere & Photoelectrons

There are several possible reasons for the inward shift and lower peak density the LP data

show. As the LP being better on operating in closer distances to Saturn, it could be the

instrument that gives the best result. Gurnett et al. [2005] also identified strong variations

on the rings: a large density depletion over the main rings, and an increase of 2 orders

of magnitude at the outer edge of the A ring. Persoon et al. [2015] mention that those

variations could be a result of the of electron density variation inside the Enceladus orbit

in late 2011 / early 2012. They also show a high density just beyond the A ring (∼ 2.4RS

to ∼ 2.7RS) that was measured during the Saturn Orbit Insertion (SOI). These variations

were shown also in my MSc thesis [Xystouris, 2016]. Lastly, the photoelectrons can also

contribute to discrepancies between the two instruments/methods: any photoelectrons

produced by the LP could potentially get re-captured by the instrument, while the fUHR

should - in theory - be produced solely by the magnetospheric plasma. As I was interested

in studying the impact of the photoelectrons on an instruments’ measurements, I focused

on measurements of the LP and CAPS/ELS.

4.4. Searching for eclipses

The impact of the photoelectrons for the LP and CAPS was explained in section 2. To

compare the impact on the measurements for each instrument I followed the very simple

idea that when the spacecraft is an eclipse, i.e. in the shadow of a body, like the rings or

Saturn, the generation of photoelectrons stops. Using the NAIF SPICE toolkit [Acton,

1996] function cspice gfoclt (for MATLAB) I found the periods where Cassini goes into

Saturn’s shadow. In total, there were 118 total eclipses and no annular eclipses. The

correctness of the calculated times was double-checked using the 3D visualization software

NASA’s Eyes [NASA and Bolles].

Additionally I found all the periods where Cassini was in the main rings’ shadow by

calculating the intersections of the Cassini - Sun vector on the Kronian equatorial plane

and narrowing it to the periods with the appropriate geometry. I used the distances for

each ring as presented in section 4.1. Overall, I found 161 solar eclipses by Saturn’s main

rings. In 73 instances there was an overlap of the eclipses caused by the two bodies: in

6 occasions the eclipse by the rings was totally in Saturn’s shadow, while in 67 occasions
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Cassini was already in the Ring’s shadow while entering Saturn’s shadow, or vice-versa.

Fig. 4.7 shows an example of each case. A full table with all the eclipses can be found in

the appendix A

Figure 4.7: Schematic of the eclipse type. The first panel shows a case when the eclipse by

the two bodies is completely separated (rev. 010 example), the second panel

shows a case where the eclipse by Saturn occurs during an ongoing eclipse by

the rings (rev. 135 example), and the third panel shows a ‘hidden’ eclipse of the

rings that occurred during an on-going eclipse by Saturn (rev. 176 example).

It must also be noted that: (1) The rings can reflect and scatter sunlight in Saturn’s

shadow. In the works of this thesis I treat the rings as solid, non-reflecting bodies, ignoring

any reflected and diffracted sunlight. (2) During Cassini’s Grand Finale in Rev 270-286

Cassini was being shadowed by the rings twice in each orbit, due to the orbit geometry.

(3) I did not use any data during the Grand Finale orbits as Cassini was too close to

the ionosphere of the planet, affecting the measurements of the LP in a non-consistent

way. E.g. while in some orbits during a ring eclipse the I− part of the LP spectrum was

dropping to the noise level (similar to fig. 4.15), in other orbits - or even in parts of the

same orbit - the I− part of the spectrum was dropping to the noise level, contradicting

the expected reduction of the photoelectrons. Additionally there were orbits that the
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spectrum showed no change at all during the eclipses.

4.5. Photoelectrons impact on the LP and CAPS measurements

While 118 total eclipses were identified, even in that distance, the size of sun was con-

siderably big to create a ‘partial’ eclipse, i.e. the transition of Cassini from being sunlit

to Saturn’s shadow was not happening instantly, but there was a period where the sun

was being partially covered. Such a partial eclipses could potentially affect the dataset,

as, during the partial eclipse, Cassini is not fully illuminated by the sun, nor fully in the

shadow, so the photoelectrons would vary depending on the amount of the sunlight that

would reach Cassini. While the majority of them lasted less than one minute, and any

effect they would have it would be insignificant (e.g. during low resolution mode the LP

takes measurements every ∼ 5min, and there are only 17 instances where the LP was in

the high resolution, ∼ 30s measurements mode), for this study we only used data while

Cassini was in total eclipses.

I also attempted to study any photoelectrons variations while Cassini was not in a

body’s shadow but the LP was in Cassini’s shadow. Those periods though are rare: there

are only 10 orbits in which only the LP was at some point in Cassini’s shadow and almost

none of them has good, useable data - if any data exist they were either sparse, or the LP

was not in the shadow long enough to take more than a couple of datapoints.

4.5.1. Overview of eclipses on photoionisation

I picked three eclipses-cases that were vastly different from each other. The criteria for

selecting those eclipses were the distance from Saturn (L-shell), whether Cassini was con-

ducting an equatorial or high latitude orbit, the angle of the Sun to the dipole equator,

whether there was an ongoing eclipse by the rings or not, and how deep was the eclipse,

i.e. how well the Sun - Saturn and Saturn - Cassini vectors were aligned. The first eclipse

was on 2007-06-20, during Rev. 46, the second was on 2007-10-24, during Rev. 51, and

the third was on 2010-06-19, during Rev. 133. Table 4.2 shows the characteristics for each

eclipse.

I then focused on the actual measurements of the LP and ELS during each eclipse. An
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Case # Rev Sun angle [◦] Rings eclipse? Comments

1 46 12 Y

High latitude orbit

Deep eclipse

Close to Saturn

2 51 10 N

Equatorial orbit

Shallow eclipse

Close to Saturn

Close to case #1

3 155 -4.8 N

Equatorial orbit

Deep eclipse

Far from Saturn

Table 4.2: Characteristics of each eclipse for the case study of photoelectrons. All three

eclipses have different characteristics from each other.
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example of the measurements is presented in fig. 4.8. The first panel shows the periods

where Cassini was in the shadow of Saturn or the rings; each period is colour-coded. The

second panel shows the L-shell (in blue) and the distance from the equator (in orange). The

third panel shows the electron current of the, i.e. the current that the LP collected while

positive bias was applied to the instrument. The fourth panel shows the total electron

density (blue x’s), and the density of each population (in coloured lines), calculated based

on the methodology described in section 2.2.1. The final panel shows the CAPS counts

spectrum for all energies, with the dashed line at 10eV showing the top energy threshold

of the LP.

Some things that should be noted on this figure: ELS measurements seem to have a

periodic variation. This is caused by the rotation of CAPS (more on the CAPS operation

in section 2.2.4). In order to get the best representative sample of the plasma electrons I

made sure to take measurements around the maximum count rate during each rotation.

Also, there is an increase in the counts when Cassini gets inside the L shell 4 (marked with

a black dashed circle). This is caused by the penetrating radiation: Cassini is close to the

radiation belts of the planet, where the radiation is so strong (i.e. the electrons have a very

high energy) that penetrates the instrument’s walls, saturating the measurements. The

effects of penetrating radiation are visible by comparing the left side of the plot (around

20:00UT) where it does not ‘suffer’ from penetrating radiation, with the right (marked

with a black dashed line): on the regions without penetrating radiation there are visible,

well-defined structures over all energies, with a clear separation in energies lower than

∼ 30eV (1.5 in logarithmic scale), while on the right, where the penetrating radiation is

prominent, no structures can be identified, and the separation of the lower energy counts

is not that clear. In general, high-energy (∼ MeV) electrons exist everywhere in the

magnetosphere, and penetrate constantly the walls of CAPS, but they are not enough to

give a strong background signal.

The change in the measurements of both of the instruments when Cassini enters into

Saturn’s shadow is clear: for ELS the counts drop, while for the LP signal appears when

a negative bias is applied to the probe. In theory this is not expected to happen, as the

negative bias will repel the electrons. The registered current though is on the noise level
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Figure 4.8: Example of LP and ELS data during an eclipse, along with spatial information

of the spacecraft. First panel : the body in whose shadow Cassini was located.

Black indicates a Saturn eclipse, and each colour denotes an eclipse of a specific

ring, following the legend on the right of the panel. Second panel : Cassini’s

distance from the planet and the equator. Third panel : the LP ions spec-

trum, along with the current intensity colourbar (in logarithmic scale). Fourth

panel : the calculated electron density with different colour for each electron

population, and blue x’s for the total density. Fifth panel : ELS counts spec-

trum, along with the counts colourbar (in logarithmic scale). The black dashed

circle shows the region where penetrating radiation is affecting ELS measure-

ments. The change in the measurements of both instruments is clear when

Cassini goes into the shadow of Saturn. There are also changes in the mea-

surements while Cassini is in the shadow of some of the rings; a further study

on this will be presented in section 4.6.
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of the instrument, meaning that it could be a result of thermal noise from the instrument

electronics (explained in section 2.2.1). Therefore, we can safely say that a change did

indeed happen, but we cannot extract any safe conclusions about the intensity of the

current. There are also visible changes in the measurements of the instruments while

Cassini was in the shadow of some of the rings. A further study on this will be presented

in section 4.6.

The data for all three cases of this study are presented in fig. 4.9. Each case is marked

on the left. The plots in the left column show data from two hours before the full eclipse

to two hours after. The ELS measurements affected by penetrating radiation was marked

with a black circle in each case. The right column show the region where I focused on for

this study. In order to study the variability on the measurements due to the change of

the photoelectrons density I focused on a region for each eclipse where there were good

data from both instruments, i.e. there were no artefacts or unusual behaviour from the

LP and there were good data, free from penetrating radiation from CAPS. Note that the

colourcode for the CAPS measurements changes between each zoomed example, for the

differences to be more visibly prominent.

To find any changes introduced by the eclipses I compared measurements for both

instruments outside the eclipses to measurements inside the eclipses. The time for each

measurement in each case is marked on fig. 4.9 with a red line, labelled ‘Out’ if it is

outside the eclipse, or ‘In’ if it is inside the eclipse. In case there are multiple times inside

or outside an eclipse, those are numbered, e.g. ‘Out 1’. For the first eclipse I took one

set of measurements outside the eclipse and two inside the eclipse, close to the beginning

of the eclipse. As the penetrating radiation was quite strong during this case I chose not

to take any sets in the middle of the eclipse, where they could have been affected by the

radiation. I was also careful for the set outside the eclipse to be cleared of any eclipses by

any ring. For the second eclipse I took two sets outside the eclipse, one before and one

after the eclipse, and two set inside the eclipse, one right at the beginning of the eclipse

and one in the middle of it. Lastly, for the third eclipse I took one set outside the eclipse

and two sets inside the eclipse, close to the beginning and in the middle of the eclipse.

Fig. 4.10, 4.11, and 4.12 show the measurements for each case. Each figure has four
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Figure 4.9: LP and ELS data for all the eclipses-cases of the study. On the left all the

data around the eclipse are presented, while on the right there are the region

for each eclipse I focused on for this study. The red vertical lines show the

exact time of the compared data.
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Figure 4.10: Comparison of CAPS and LP measurements inside and outside of an eclipse

for the first case. For CAPS the ratio of the measurements is an indicator of

how much the measurements changed due to the variation of the photoelec-

trons; a ratio of 1 (dashed line) shows no change in electrons number, and a

ratio less than 1 show a decrease of the electrons during the eclipse. For the

LP this is mapped on the decrease of the current where Ubias < Ufl, where it

drop to the detectable current noise level (100pA).

panels. The top two panels are for ELS measurements, showing the counts logarithmic

scale and the counts ratio (outside to inside the eclipse) over the energy range. The counts

ratio can show changes in the measurements during an eclipse: a ratio of 1, presented with

the dashed line, shows that there was no change in the measurements, a signal less than 1

shows a decrease of the electrons during an eclipse, and a signal over 1 shows an increase

of electrons during an eclipse (which would be a surprising discovery!). The bottom

two panels of each eclipse show the LP measurements: the measured current and the

logarithm of the current magnitude over the applied bias voltage. As the photocurrent

affects, in theory, both the ion and electron current (as discussed in sections 2.2.1 and

2.2.5), differences are expected to exist in both.

The ELS measurements during the eclipses showed a counts decrease (ratios under 1)
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Figure 4.11: Same as fig. 4.10 for case 2.
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Figure 4.12: Same as fig. 4.10 case 3.
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in the low energies for all eclipses. For the first and second cases the counts decrease

was visible up to ∼ 7eV, while for the third the counts were strongly decreased up to

∼ 3eV, while they were slightly decreased or stable from ∼ 3eV to ∼ 7eV. It is unclear

why the decrease of the third case did not span in higher energies, but a possible reason

is that the produced photoelectrons were generated by different surface with a different

work function each. As the photon lost a different amount of energy in the two surfaces,

the photoelectrons produced with the remaining energy of the photon, will have different

energies.

For the LP the ion-side current, I−, (current for applied bias voltage < Ufl) for all

three cases dropped to the 100pA noise level, denoting that the photocurrent generation

stopped. Also, for the first eclipse it seemed that an electron population disappeared when

Cassini entered into Saturn’s shadow, that could indicate a decrease in the electron density

caused by the halt in the production of photoelectrons. The fact though that the total

electron density though did not decrease that much in combination with this decrease not

seen in the rest of the cases does not allow us to safely connect the electron population

decrease with the lack of photoelectrons.

4.5.2. Initial investigation of spacecraft potential changes

During this work I supervised an undergraduate student for a 4-week summer project. The

goal was for them, as an undergraduate, to follow the process of researching a problem

(i.e. identify and understand the problem, develop strategy of to study it, and develop

critical thinking on interpreting the results) and assist to an ongoing research project,

which was the project mentioned above. Their contribution was to apply different filters

of removing the noise in the ELS data (i.e. removing the highest energy counts, or the

average of 3 highest energies counts, or the counts median) and provide the final data for

ELS. They also calculated the change of potential of the spacecraft between sunlit and

eclipse periods using Liouville mapping, i.e. tracking the changes in the electrons phase

space distribution, based on the fact that the phase space density must be conserved.

They reported that for the cases studied above the spacecraft potential did not change

much. This is an interesting result, as, having a more accurate view of the spacecraft
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potential variation during eclipses can be beneficial in instruments that are affected by

those changes, like, e.g. the LP.

The preliminary results for the project described here were presented by me in the

American Geophysical Union Fall Meeting 2022 [Xystouris et al., 2022]. The student’s

work showed that it is a good avenue to go down in the future, as it can give valuable

results on how the photoelectrons affect multiple instruments. Further on the future work

that can be done on this project is discussed in section 4.8.

4.6. Photoelectrons variations & Saturn’s main rings optical depth

In this section I present my study where, using the LP measurements I calculated the

opacity of Saturn’s Main Rings by measuring the variations of the photocurrent; the study

is published in Monthly Notices of the Royal Astronomical Society (MNRAS) [Xystouris

et al., 2023a]. As shown in fig. 4.8 there are changes in the measurements of both the LP

and CAPS while Cassini travels through the shadow of the main rings. These change in

measurements are connected to the variation of the photocurrent of the instrument, which

variations are linked to the transparency of each of the main rings.

The study of the photoelectrons can also lead to discoveries in different areas than

strictly studying the impact of the photoelectron variations on an instrument. Such an

example is Brace et al. [1988] where, using the photoemission variations of the LP on the

Pioneer Venus Orbiter they estimated the solar irradiance in EUV over time. In the same

way I focused on the photoelectron variations on the LP measurements while Cassini was

in a body’s shadow (Saturn’s or the rings’) to calculate the opacity of Saturns’ Main Rings.

Also in this section fig. 4.14 was provided by my supervisor, Dr C. Arridge, as a means

of understanding the LP surface photoemission when we were first discussing the project.

4.6.1. Past studies on Saturn’s main rings optical depth

The ring opacity can provide information about the size of the rings particles. Maxwell

[1859] was the first to hypothesise that Saturn’s rings are not single solid objects, but each

one consists of smaller particles. The different distribution of the particles in each ring

will block a different amount of sunlight - or, equivalently, will let a different amount of
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sunlight to pass through the ring. Therefore, by measuring the opacity of a ring, we can

extract information about the particles size distribution and number density.

One of the first studies on ring opacity was from Esposito et al. [1983], where, using

stellar occultations from the ultraviolet (UV) spectrometer of the photopolarimeter system

(PPS) onboard Voyager 2 during its flyby of Saturn they calculated the optical depth of

the rings in the ultraviolet C (UV-C) range (100 − 280nm); this is presented in fig. 4.13.

The D ring appeared tenuous, with optical depth, τ , approximately 0; the C ring had a

quite low normal optical depth with τ ∼ 0.1; the B ring was the most opaque one, with

τ from 0.6 to well over 2.6; the Cassini Division had a C-like opacity, and the A ring was

opaque with τ ∼ 0.5.

Later studies used data from the Cassini era, so a larger amount of data were available.

Colwell et al. [2009, 2010], using data from Cassini’s Ultraviolet Imaging Spectrograph

(UVIS) (operating in the 115 − 190nm spectral range), showed that the optical depth

for the A ring was between 0.5 and 1 without large variations, but the B ring was well

above 1 and varying significantly over distance, sometimes reaching values up to 5; these

variations are connected with the difference of the particles sizes and number densities

over the regions of the B ring. The optical depths for the C ring and Cassini Division were

similar and closer to 0, at around 0.1. This ‘division’ between the A–B rings and C–D

rings was reported in other wavelengths too, e.g. by Hedman et al. [2013] where, using

data from Cassini’s Visual and Infrared Mapping Spectrometer (VIMS; operating in two

different spectral ranges at 350 − 1050nm and 850 − 5200nm) they reported a uniform

distribution of a visible and near-UV absorbers across the A ring, the Cassini Division,

and the outer B ring, that increases towards the inner B ring and stays high over the C

ring - hence the higher reflectivity of the A and B rings.

Farrell et al. [2017], using RPWS data from Saturn Orbit Insertion, reported an inverse

correlation between ring electron plasma density and ring opacity from the A ring to

C ring, including the Cassini Division, with the density of the B ring found to be the

highest, as it is the most optically thick. A series of studies, using the LP data, studied the

properties of Saturn’s ionosphere in and out of shadow to examine the effects of attenuated

light on photochemical processes and observed changes connected to the opacity of the
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Esposito et al. (1983)

F ringD ring C ring B ring A ringCassini

Division

Image Credit: NASA / JPL / Space Science Institute

Figure 4.13: Top: Saturn main rings optical depth in UV, as measured from Voyager 2

Photopolarimeter System (PPS) (from Esposito et al. [1983].). The D ring

appeared tenuous, the C ring had a quite low optical depth, the B ring was

the most opaque, the Cassini Division had a C-like opacity, and the A ring

was opaque. Bottom: a photo of the rings taken in the visible part of the

spectrum by Cassini Imaging Science Subsystem (ISS), as an aid of the optical

depth interpretation (Image credits: NASA et al. [2007]). The exact rings

distances are presented in table 4.1.

rings. Wahlund et al. [2018] used LP data during the Grand Finale orbits - where the

spacecraft conducted a series of orbits passing in-between Saturn the D ring - and, based

on the photoionization of Saturn’s ionosphere, reported that the A and most of the B

ring are opaque to solar extreme ultraviolet (EUV), as there was very little plasma within
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the regions of the rings’ shadows. The Cassini Division was found to be less opaque

to EUV, and the C and D rings are transparent to EUV, as no plasma changes were

reported in their shadows. Hadid et al. [2018], using the same instrument and for the

same period, also reported that while the A ring shows a somewhat uniform opacity in

EUV throughout the entire extent of the ring, the B ring has a non-uniform EUV opacity

that is probably connected with the reported altitude-latitude variation of the proximal

orbits (e.g. Wahlund et al. [2018], Persoon et al. [2019]).

4.6.2. Definition of optical depth using LP measurements

The optical depth, τ , is defined as the ratio of the incident radian flux, Φi
e to the trans-

mitted radiant flux, Φt
e:

τ = ln
Φi
e

Φt
e

(4.2)

where the radiant flux is a wavelength integral of the spectral radiant flux, Φe,λ [McCluney,

2014]:

Φe =

∫ ∞

0
Φe,λdλ (4.3)

This logic can be applied to the LP, where the photoemission current can be given as:

Iph = ALP jph = πr2LP jph (4.4)

where jph is the photoemission current density, and ALP is the probe area that receives

sunlight. The photoemission current density is

jph = e

∫ ∞

0
Y (λ)H (λ) dλ (4.5)

where e is the electron charge, Y (λ) is the yield of photoelectrons, and H (λ) is the flux

of photons per unit wavelength.

The spectral flux density, Ee,λ is the energy flux per unit wavelength, and it is related

to H (λ) by the energy of a photon at a particular wavelength:

H (λ) = Ee,λ
λ

hc
(4.6)
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Gathering equations 4.4, 4.4, and 4.6 we have:

Iph =
ALP e

hc

∫ ∞

0
Y (λ)Ee,λλ dλ (4.7)

The integrand of 4.7 is presented in fig. 4.14. The first panel shows the photoelectron

yield of the annealed titanium nitride [Diaz-Aguado et al., 2018], which is the material the

LP is coated with. The second panel shows the solar spectrum [Huebner et al., 1992]. If

we multiply the first by the second panel we get the LP photoelectron spectrum, which is

shown in the third panel. The total photoemission is ∼ 33·109eph cm−2 s−1. The dominant

emission frequency is at Lyman-α, which emits ∼ 60% of the total photoelectrons, while

the rest of the Lyman series emit ∼ 10%, and the Lyman continuum ∼ 6%, hence the LP

photoemission takes place on the EUV part of the electromagnetic spectrum.

Figure 4.14: The photoemission spectrum of the Cassini LP at Saturn. Top: The photo-

electron yield of titanium nitride matching the coating for the LP. Middle:

The solar spectrum. Bottom: A multiplication of the two gives the photoemis-

sion spectrum for the LP. The majority of the photoelectrons are generated

in Lyman-α.

Besides the solar radiation, interstellar radiation is an additional source of radiation

that could affect the LP photoemission. Focusing around the wavelength for Lyman-α at

Georgios Xystouris 109 PhD thesis



Chapter 4: Cold plasma in the Kronian magnetosphere & Photoelectrons

∼ 121.6nm - as the dominant contributor frequency of photoelectrons - the photoelectrons

emitted by the sunlight are ∼ 2 · 1010eph cm
−2s−1bin−1, and as the bin width is about

0.75nm(= 7.5Å) the solar radiation photoelectron flux is ∼ 2.7 · 109eph cm−2s−1Å
−1

. For

the background radiation Henry [2002] showed that the maximum flux for the Lyman-α

wavelength in the (unrealistic) case where no radiation is lost due to any process (i.e. all

the scattered radiation remains part of the interstellar radiation field, and the interstellar

grain is fully reflective) is ∼ 1.3 · 106eph cm−2s−1Å
−1

, which is three orders of magnitude

smaller than the solar flux. Hence any contribution from the interstellar radiation can be

neglected.

Eq. 4.7 is similar to equations used in optical remote sensing, where the measured pixel

intensity is an integration of an instrument response function over a signal as a function of

wavelength. Let R (λ) = Y (λ)λ, as a response function for how much current is produced

per unit wavelength for a given spectral radiant flux Φe,λ. The ratio of the photoemission

current out of the eclipse (incident current), Iipe to that in an eclipse (transmitted current),

Itpe is

Iipe
Itpe

=

∫∞
0 R (λ) Φi

e,λdλ∫∞
0 R (λ) Φt

e,λdλ
(4.8)

Combining equations 4.2, 4.3, and 4.8, the optical depth for the LP currents is given as:

τ = ln
Φi
e

Φt
e

= ln
Iipe
Itpe

(4.9)

Therefore by simply taking the ratio of the measured incident current to the measured

transmitted current the optical depth can be calculated. The methodology described above

also mirrors the methodology used in other studies that determined the optical depth of

Saturns’ rings, e.g. Colwell et al. [2010], where they took measurements of stars while

they were not occulted by the rings, and them with the measurements of the same stars

while they were occulted by rings.

4.6.3. Data examples

I focused on data during ring eclipses, described in 4.4. As there were many combinations

of types of eclipses (with / without rings and / or Saturn), and the LP mode was changing
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from eclipse to eclipse, the type of the eclipses and the operation mode of the LP is

summarised on table 4.3.

Description
Number of eclipses Number of overlapping Number of eclipses

of Saturn Saturn-Rings eclipses of Rings

HR LP data 11 6 24

LR LP data 25 5 19

MR LP data 25 — 7

No LP data 25 53 33

Inconclusive data — 73* 88

Table 4.3: Eclipse summary accompanied with the data description. The LP operates

either in a high-resolution rate, or a low-resolution rate. The inconclusive data

are orbits that either had too sparse datapoints, or data of low quality. The

note (*) on the overlapping eclipses is for the 6 eclipses by the rings that were

totally in Saturn’s shadow (behind the planet); while they are acknowledged,

they are not used in the analysis.

Fig. 4.15 shows an example of the LP data during the eclipse in rev. 046. It is the 12th

eclipse by Saturn, and it lasted for 119 minutes. The top three plots show the spacecraft’s

orbit in KSMAG: the unit vector of the z-axis, êz, is pointing along the Kronian magnetic

dipole axis, êy = êz × ˆeSun, and êx lies in the Kronian equator completing the right-

handed orthogonal system. The time goes from blue to red. The middle plot shows the LP

spectrum and the calculated electron densities and temperatures, along with the location

of Cassini, in which body’s shadow it was, and the eclipse depth for Saturn. The bottom

two plots show the I-V curves on the times A and B of the spectrum.

The spectrum shows the measured current as a function of the applied bias voltage

in time; the current magnitude is shows at the colourbar. The horizontal lines around

−3V and −17V are caused by interference from another instrument. It is clear that the

spectrum changes when Cassini enters into a body’s shadow, as the current is reaching

almost the noise level (100pA). This can be seen comparing the two I-V curves on the

bottom (the top panel for each shows the current in linear scale and the bottom shows it
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in logarithmic scale): curve A is a sweep outside the eclipse, while curve B is during an

eclipse by Saturn. The ion current outside the eclipse is around −1nA, while inside the

eclipse is less than ±100pA, which is the threshold of the electronic noise of the instrument

(explained in section 2.2.1). This change is connected to the lack of photoemission while

the spacecraft is in the shadow. As mentioned in section 2.2.1 the ion-side current, I− is

the sum of the photoemission current and the ion current - the cold plasma electrons do

not contribute here, as they are repelled due to the negative bias voltage in this region.

Hence as the photoemission goes to near zero and the ion current is very small and does

not change dramatically, the ion-side current is a near-zero current during the eclipses.

Also, another noticeable feature between the two sweeps is while the floating potential, Ufl

is clearly identifiable by the inflection in the current magnitude when Cassini is outside of

an eclipse, it is that not clearly noticeable inside the eclipse.

Focusing on the period where Cassini was going through the main rings shadow (iden-

tified by the colour of the bars at the top) it is clear that each ring has a different impact

on the measurements. The A and B rings have similar behaviour as if Cassini was eclipsed

by Saturn, while the C and D rings show a behaviour as if Cassini was not eclipsed at all.

Focusing on the A, B, and C rings, we see that all three show some kind of structure on

the ion current. The A ring has the more intense changes, as in some regions that the

ion current drops to zero, while in others the spectrum looks very similar to that being

outside the shadow. The B ring has more subtle changes, with the ion current on the

outer inner B ring to be more time closer to zero than that on the inner B ring. Lastly,

there are some subtle changes on the ion current intensity in the middle the C ring.

Another interesting feature is the variation of the electron population number during

the eclipses (seen in the fourth panel of fig. 4.15). As mentioned the electron plasma

density is given by a multiple electron population model, and the total density is the

sum of the density of the individual populations. In this example as Cassini approaches

the rings shadow the best fit is a two-population density, but as it enters the shadow of

the A ring the best fit model is an one-population density, which changes back to two

as Cassini transits from the shadow of the B ring to the C ring. As Cassini enters into

Saturn’s shadow the density drops down to a single population, mid-way through the
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A B

A B

Figure 4.15: Example of ‘good’ LP data during an eclipse. The top three panels show

Cassini’s orbit. The figure in the middle show which body eclipses Cassini

at a specific time, Cassini’s distance from the planet and the equator, the

LP spectrum for electrons and ions, the calculated electron density, and the

eclipse depth. The last two panels show a sweep outside (A) and inside

(B) a Saturn eclipse. This is a dataset where the data are clear and well-

structured, as the changes in the LP spectrum are visible when Cassini goes

into the shadow of Saturn, or rings with high optical depth.
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eclipse a second electron population appears, and just before the eclipse by Saturn ends

a third one appears. These changes are mostly consistent with one of the populations

being the photoelectrons, disappearing while Cassini passes behind optically thick rings

or enters into Saturn’s shadow. While the appearance of a population mid-way the eclipse

by Saturn is not supported by a variation of the photoelectrons, it can be supported by

Cassini going into an area with denser plasma, as at the time the population appears

(∼ 2200UT) it gets close to the equatorial plane in a radial distance of ∼ 4RS, which is

the orbital distance of Enceladus, which is a plasma source.

Lastly, a last feature that should be mentioned is the increase of the ion current towards

the end of the eclipse (∼ 2230UT), which could denote Cassini entering a region of energetic

electron plasma, with photoelectrons generated due to scattered sunlight, or a region

where the ion currents become more important, due to Cassini entering a region of higher

density. Such spectra that change dramatically during the Saturn eclipse are quite rare in

our dataset.

While an example with good-looking data was presented, it must be acknowledged that

not all of the data are that well-structure. Such an example is presented in fig. 4.16 for

eclipse n. 46, during rev. 133. One can notice that while the LP spectrum changes while

Cassini is in Saturn’s shadow the negative bias current does not cross zero, opposed to

the example in fig. 4.15. A possible reason for this is Cassini being in a high-density

plasma where the ion current is higher than the instrument thermal noise, hence it is non-

negligible. Also if the spacecraft is in a high-energy electrons region, they can potentially

overpass the potential and collide with the LP, producing, falsely, ion current. There are

about 20 eclipses of this type, which is a small number compared to the sample, so it can

confidently be said that the results are not affected by those cases.

Taking a closer look on fig. 4.15 on the periods where Cassini was in the shadow of the

rings, the rapid change of the current compared to the motion of the spacecraft rules out

the changes to be caused by a change in the surrounding ion density, or the secondary

electron current, as the energetic ions/electrons impact rates are usually negligible in these

regions (e.g. Thomsen et al. [2016]), and strengthens the idea of the photoelectron being

the major driving force. As the changes in I− are more prominent in the A and B rings,
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A B

A B

Figure 4.16: Example of ‘bad’ LP data during an eclipse. Same structure as fig. 4.15. In

this dataset, while one can see some changes in the LP spectrum when Cassini

goes into the shadow of Saturn, they are not that prominent.
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which also are the most optically thick in quite a few wavelengths, they could be linked

with the difference in the optical depth in the part of the spectrum that the LP is more

sensitive to, which is the EUV as it will be shown in the next section.

4.6.4. System geometry and rings structure

There are two major factors that can affect the path of the sunlight through the rings.

The first one is the angle in which the incident sunlight crosses the rings plane, and the

second is the fine structures of the rings.

Incident sunlight angle

As the rings material absorbs the incident sunlight, the distance the sunlight travelled

through the rings is important: the longer the distance, the more sunlight will get ab-

sorbed. We can ‘standardise’ the distance by introducing a “viewing factor”, ξ, that

adjust the path of the incident sunlight to be perpendicular to the rings plane. As seen

in fig. 4.17 ξ can be defined as the cosine between Cassini and the ring plane normal

vector, i.e. ξ = cos θ; while the figure is a two-dimensional representation ξ can be easily

calculated in three dimensions. The angle θ though is affected by the Kronian seasons, as,

due to Saturn’s 26.73◦ inclination on the orbital plane it can take maximum and minimum

values. Therefore during Saturn’s equinoxes the sunlight comes parallel to the ring plane,

hence θ = 90◦ and ξ = ξmax = 1, while during the solstices the sunlight incident angle is

θ = 63.17◦ and ξ = ξmin ≈ 0.45. As the dataset is covering a period of about 13 years,

the incident Sun angle was varying. Therefore, based the time periods where eclipses were

possible and the available data, the dataset was divided in four angle groups depending

the angle of the Sun: smaller than 75◦, between 75◦ and 80◦, between 80◦ and 84◦, and

over 84◦.

Rings fine structures

It has been observed, in various wavelength (e.g. Dunn et al. [2004], Nicholson et al.

[2005]), that in A and B rings there are bar-like structured, with spaces in-between. This

is a result of the self gravity of the ring particles, where azimuthal density wakes are being
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Figure 4.17: A graphic rep-

resentation of

the transmitted

and incident

currents, and

the normaliza-

tion angle.

created (e.g. Colombo et al. [1976], Cuzzi et al. [2002], Salo et al. [2004], Colwell et al.

[2006]), grouping ring particles into these structures. These structures can be seen in

fig. 4.1, intensified in the B ring. A close-up view of the B ring outer edge is presented in

fig. 4.18, where self-gravity wakes clearly are visible in both the B ring (left half, lighter

grey colours) and the Cassini Division (right half, darker grey colours). The image maps

an approximate square area, about ∼ 1500km edge long, which shows that the width of

the wakes can be as narrow as ∼ 1km.

As the self-gravity waves result from matter that has ‘clumped’ together, the sunlight

cannot pass through them. The sunlight though passes through the gaps in-between the

wakes. Therefore, if we want to calculate the optical depth of an area with self-gravity

wakes we need to take into consideration the geometry of the wakes, and essentially average
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Credit: NASA/JPL/Space Science Institute

Figure 4.18: The B ring edge (left half) and the Cassini Division (right half). Many

ringlets and wakes are visible, some of which are a result self-gravity of the

rings matter. Image credit: NASA et al. [2008]

the calculated optical depth over the entire area, in order to include the wakes structures.

There are two main models calculating the optical depth of rings with self-gravity wakes,

presented in fig. 4.19. Each model is using data of a different instrument and assumes a

different wake geometry. The Pasta model [Hedman et al., 2007] describes the wakes as

infinitely long opaque tubes with ellipsoidal cross-section, and was developed using data

from the Cassini’s VIMS, and (as Jerousek et al. [2016] said ‘in keeping the culinary naming

theme’) the Granola Bar model [Colwell et al., 2006] describes the wakes as infinitely long

rectangular slabs, and was developed using data from Cassini’s UVIS.

The opaque wakes totally block any incident sunlight, hence the transmitted sunlight

that is observed is essentially whatever amount of sunlight passed through the gaps in-

between the wakes. A straight-up measurement of the optical depth will give the optical
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Figure 4.19: The two models for the geometry of the self-gravity wakes in A and B rings.

Left : the “Pasta model”, as described in Hedman et al. [2007], where also

this figure is taken from. Right : the “Granola Bar” model, as described in

Colwell et al. [2006] - the figure is taken from Jerousek et al. [2016]. The

main difference between the two models is the shape of the wakes.

depth of the gaps in-between the structures, τG, but it is essential to include any effects

from the geometry of the wakes; if the effects are not included, given that the space

between the wakes is mostly depleted of any particles, a much lower optical depth would

be calculated.

Both models are parametrizing similar physical properties of the wakes. The Pasta

model is parametrised in terms of the width (W ) and height (H) of each structure, and

the separation (G) between the structures. The separation and width are summed to give

the characteristic wavelength (λ = G+W ) of the structure and gap. The model also uses

the ratios G/λ and H/λ ratios [Nicholson and Hedman, 2010]. The Granola Bar model

is parametrised in terms of the ratios of the height (H) and separation (S) of the wakes

with respect to their width (W ), H/W and S/W [Colwell et al., 2006, 2007].

Both models also use two the ring plane azimuth angle, ϕ, and the wake angle, ϕw,

presented in schematically in fig. 4.20. The ring plane azimuth angle, ϕ, measured from

the outward radial direction from Saturn to the ring plane projection of the line-of-sight

from Cassini to the star, which is the Sun in our case. The wake angle, ϕw, measured

counter-clockwise from the radial direction outward from Saturn, towards the trailing

orbital direction [Jerousek et al., 2016]. The values of ϕw differ not only between the two

rings, but also on the method of observation. For the B ring Colwell et al. [2007] calculated
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a range of 69 deg−70 deg. For the A ring Salo et al. [2004] calculated an angle of ∼ 69 deg

using numerical simulations, Hedman et al. [2007] calculated an angle of 63 deg−73 deg

using VIMS observations, Colwell et al. [2006] calculated an angle of 45 deg−80 deg using

UVIS observations, while Ferrari et al. [2009] calculated an angle of ∼ 70 deg and Nicholson

et al. [2005] calculated an angle of ∼ 67 deg, both using radar observations. For this work

ϕw = 70 deg was used, as it was the same average value used in Jerousek et al. [2016].

Figure 4.20: A graphic representation of the

ϕ and ϕwake angles. The two

grey circles show the extend of

the rings plane, and the parallel

rectangles show the wakes. This

figure is not an accurate repre-

sentation of the Kronian rings

system (as wakes exist only in A

and B rings, and they are not as

big as they are presented), but it

helps the reader understand the

definition of the two angles.

The returned values of the optical depth calculated by the two models are difficult to

compare directly for two reasons: there are differences in the assumed geometry of the

wakes, and UVIS and VIMS are operating in different wavelengths. Jerousek et al. [2016]

combined observations from UVIS and VIMS, and using a modified self-gravity wake model

they found that the structure of the wakes are different in the two rings. The A ring has
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wakes that are clearly separated with relatively empty gaps between them with an optical

depth of ∼ 0.1, while the B ring the gaps are not that well-defined, with higher optical

depth. They also found that the angle θ plays bigger role on calculating the optical depth

than the observing wavelength. In the limit where the angle θ ≈ 90 deg, i.e. the source

and the observer are almost parallel to the rings plane, the two models diverge to the

same result: the rings transparency is calculated to be around zero, which is expected, as

in this geometry no sunlight can penetrate through the rings disk.

In this study for the A and B rings the Granola bar model [Colwell et al., 2007] was

used, as it was developed using observations of similar wavelengths to this study (in the

EUV region). The parameters used were from Jerousek et al. [2016], as they took into

consideration the observations from both UVIS and VIMS. For the C and D rings, as

there are no self-gravity waves in those rings, we simply corrected the light path using ξ.

Equation eq. 4.10 presents the optical depth calculations required for each ring.

τn =


τG − ln

(
S/W−H/W | sin(ϕ−ϕW )| cot(90−θ)

S/W+1

)
ξ A, B rings

τGξ C, D rings

(4.10)

The values of S/W and H/W were calculated from Jerousek et al. [2016]. For the A

ring a linear fit was fitted on their model values over the radial distance (see their fig. 7),

ρ, getting the equations S/W = 0.751ρ − 1.421 and H/W = 8.035ρ − 15.703 for the two

ratios. For the B ring we took the average of each region (see their fig. 8); the values are

presented in 4.4

Region S/W H/W

B1 1.125 0.1

B2 0.188 0.038

B3 0.094 0

B4 0.125 0.019

B5 1.125 0.15

Table 4.4: Average values of the S/W and H/W ratios for each region of the B ring based

on visual averages of the data in fig. 8 of Jerousek et al. [2016].
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I, of course acknowledge that this is not the most accurate method in obtaining and

calculating the values of the two parameters. To evaluate the impact of the method I

used on the calculations accuracy I calculated the optical depth for the B1 region, where

the two ratios varied the most, using two extreme values: 0.5 and 1.5. The optical depth

between them changes about 10%, which is well within the statistical variation of our

data as we will show later (4.23). Therefore for the purposes of this study the approach

is adequate.

4.6.5. Calculation of rings’ optical depth

To apply eq. 4.10 we need measurements of the photoemission current. The LP measures

the current as a function of the applied bias voltage, so a selection of an appropriate

voltage is required. The current should be measured in negative bias, sufficiently far

from the floating potential, and also avoiding known instrumental interference (see section

4.6.3). We chose to take an average from from Ubias = −8V to Ubias = −14V, centred

on Ubias = −11V. In order to overlook any extreme values caused by random noise or

interference from other instruments the median was used rather than the average. Also

the data were limited to periods where Cassini was only in the rings’s shadow, but not in

both the rings and Saturn’s shadow.

Moreover, I calculated the spatial resolution and error introduced by the movement

of Cassini. During a sweep the LP needs 46ms to measure the current between −14V

and −8V and Cassini moved a maximum of around 950m in this duration. This is the

theoretical maximum limit for any detectable structures on the rings, i.e. any structures

smaller than 950m cannot be resolved no matter how many data points we have. In

practice though we need to take into consideration the sampling rate of the LP and the

sample size of our data. As mentioned in section 2.2.1 the LP has two operation modes,

sampling every 10min or 10s, and during those times Cassini moves about 13000km or

210km respectively. But, as there are data from multiple orbits, the data fill the gaps

between the distances, and as we will show later (e.g. 4.23) the average radial resolution

of our study is around 1000km. This of course depends on the number of data points for

each radial distance from Saturn, e.g. some areas in B1 region have more datapoints than
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in B3. For comparison, the archived data for UVIS are binned in 1km and 10km - and

Colwell et al. [2007] used a spatial resolution of ∼ 10m - and VIMS spatial resolution was

∼ 200m to ∼ 3km.

Fig. 4.21 shows the transmitted current, i.e. the current that passed through the rings,

over the distance where the Cassini - Sun vector intersects Saturn’s equatorial level. In

total we had 1331 datapoints, presented in the top panel; the lines show continuous sets

of measurements, while the points show point measurements. For the statistical analysis

the data were binned over the distance, which were generated by recursively subdividing

the spatial range into smaller and smaller bins until the data were distributed in bins

with minimum of 20 datapoints per bin. This is presented in the bottom panel. This

technique gives the best spatial resolution whilst maintaining a statistically meaningful

number of data points in a bin. The bins could have been subdivided to a smaller number

of datapoints, e.g. 10 or 15 per bin, which would provide a higher resolution and allowed to

see more structure, e.g. to partially resolve the Colombo gap, but it would also introduced

a higher uncertainty due to smaller sample sizes in each bin.

Similar to what was deduced from fig. 4.15, fig. 4.21 shows that the measured current

is different over each ring. Over A and B rings the current is almost at the noise level

(±100nA, which is ±1 on the scale of fig. 4.21), over the D ring it is at the background

(i.e. outside of any ring’s shadow) level, and over the C ring is in an intermediate state

between A/B rings and the C ring. As previously discussed when I− is close to the noise

level denotes that the photoemission is negligible, so we can conclude that A and B rings

are the most optically thick (B being the most optically thick since the current is the

closest to the noise level), D ring is the least optically thick, and C ring is intermediate

between these extrema. The largest of the ring gaps, Maxwell and Encke, are clearly

identifiable as inflections in the measured current at those locations. There are hints of

the Colombo gap in the raw data, but it is being smoothed out during the binning. For

similar reasons we cannot extract any useful conclusions for the F ring.

In order to estimate the incident sunlight (numerator in eq. 4.9) we calculated the

extension of the Sun - Cassini vector while Cassini was between Saturn and the Sun (see

fig. 4.17). In total our sample was 2562 datapoints, shown in fig. 4.22; we followed a similar

Georgios Xystouris 123 PhD thesis



Chapter 4: Cold plasma in the Kronian magnetosphere & Photoelectrons

Figure 4.21: The measured current aroundUbias = −11V over the Kronian equatorial dis-

tance. Top: raw data (the lines show continuous sets of measurements, while

the points show point measurements). Bottom: median (solid line) and the

0.25 and 0.75 quartiles (shaded area). The vertically coloured areas show

each ring and the dashed line show some features of the rings: the gaps, or

the regions of the B ring

process as in fig. 4.21. On the top panel one can distinguish two groups of measurements:

one closer to 0µA, and one closer to −0.5µA. The near-zero measurements are from

Cassini’s Rev. 249 (day 320/2016 to day 328/2016) and 253–259 (day 350/2016 to day

34/2017). While the origin for these anomalously low currents is not clear, potential

reasons could be the change of the instrument’s operation in August 2008, or Cassini being

in larger L-shells, where the ion current is negligible and the I− is just photoemission.

The current in fig. 4.22 seems to be almost constant over the radial distance, with a

mean value of Iinc. = −0.04471µA and a standard deviation of σIinc. = 0.0022µA. The

current uncertainty can be described with the standard error, αIinc. = 0.00025µA. Hence

the current from the incident light is Iinc. = −0.0447±0.0003µA. The analysis will not be

affected from the differentiation between the two groups of the incident current (one close
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Figure 4.22: The incident current. The fig. format is the same as fig. 4.21

to 0µA and one close to −0.05µA) as the standard error narrowed down the uncertainty,

despite the seemingly big difference between the 0.25 and 0.75 quartiles.

Using eq. 4.10 the optical depth can be calculated by taking the natural logarithm of the

incident to transmitted current ratio, plus the extra factor for the A and B rings. But here

rises a problem: while the incident current is negative, some of the transmitted current

is positive, making the ratio negative, whose natural logarithm cannot be defined. This

positive transmission is within the random electronic (Johnson-Nyquist) noise value, which

is also the main reason for the current being positive and not zero. Also other possible

reasons can be interference by other instruments and the change of the spacecraft charge.

This issue is addressed by removing those measurements. Also, a maximum optical depth

can be calculated, following a method similar to Colwell et al. [2010], where they defined

a maximum optical depth, τmax, based on the minimum number of counts they could

measure. For this work the minimum current corresponds to the noise level of 100pA,

so the minimum measurable current is the standard error of the measurements for the

incident current. Hence the maximum optical depth that can be calculated with the LP
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data is

τmax = ln
|Iinc.|
αIinc.

≈ 5.17 (4.11)

The normal optical depth of the rings can be calculated using eq. 4.10 that takes into

consideration all the factors affecting the optical depth (the angle of the Sun and the

properties of the self-gravity wakes in A and B rings), and it is presented on fig. 4.23.

Similarly to fig. 4.21 and fig. 4.22 the top panel shows the individual datapoints, and the

bottom the median with the 0.25/0.75 quartiles. The statistical maximum depth (eq. 4.11)

is also shown as the dashed horizontal lines for each ring/region. The four angle groups

are presented colour-coded: data in angles smaller than 75◦ are in blue dots, between 75◦

and 80◦ are in orange crosses, between 80◦ and 84◦ are in green triangles, and angles over

84◦ are in purple x’s. The theoretical maximum optical depth for each angle group follows

the respective colour.

The normal optical depth of the D ring is very close to 0, for the C ring it is around

0.1, for the B ring it is the highest of all with its median varying from over one to almost

two, and lastly for the it is A ring from under two on the inner edge to around one on the

outer edge. The Maxwell Gap is visible in our measurements, but it look like the optical

depth is at the limit of what can be seen as the optical depth falls close to 0, i.e. there

is not that much absorbent matter in the area; the Colombo Gap was not visible. The

Encke Gap though is not as clear as in fig. 4.21 but this most probably is a result of: (1)

the binning, where even though the data were binned in 10-datapoints bins to maximize

the resolution without losing information, it seems that the bin was simply too big and

it just smoothed out the gap, and (2) the correction factor that the Granola Bar model

introduced for the A and B rings (eq. 4.10), where, while there are no wake structures in

the gaps, the factor was still applied giving a much higher optical depth than what really

is. Also, the couple of data points that seemingly are over the τmax are safely assumed to

be not real: this can happen when the current is positive, but smaller than the statistical

error of the measurements used for eq. 4.11.

As discussed in section 4.6.2 the LP is sensitive in the EUV wavelengths: mainly the

Lyman-α line, with some contributions from shorter wavelengths. The High Speed Pho-

tometer (HSP) in UVIS has a range from ∼ 115nm to ∼ 190nm (mentioned in section
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.

Figure 4.23: Normal optical depth for our dataset. Top: raw data, divided into 4 angle

groups, colour-coded, based on the legend on the top left. The symbols show

the datapoints where the logarithm was positive, while the dashed line shows

the maximum optical depth, τmax, for each group. Bottom: the median of the

positive datapoints (red line) with the corresponding 0.25 and 0.75 quartiles

(shaded area) – same format to bottom of fig. 4.21

4.6.1). Fig. 4.24 shows the range of the instruments close to the EUV. The LP range

is marked in different shades of blue according to the contribution of each region: the

highest contributor, Lyman-α, is in dark blue, the Lyman series is in lighter blue, and the

Lyman continuum is in light blue. UVIS spectral range is in green, and the Voyager 2

PPS frequency at 264nm is in dark red. On the top of the plot each wavelength region is

marked: EUV, Far UV (F-UV), and Middle UV (M-UV). Even if the LP wavelength range

overlaps only partially with UVIS range, the results of this study can still be compared to

those of Colwell et al. [2006, 2007, 2010]; this is shown in table 4.5. The optical depth this

study calculated for the D ring is very close to zero and for the C ring it was ∼ 0.1; they

both agree with the mentioned previous studies. For the B1 region this study showed an
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Figure 4.24: Photoemission spectrum of the LP from fig. 4.14, showing the wavelength

ranges of the LP, UVIS, and Voyager 2 PPS. Each colour of the LP range

correspond to different emission frequencies, as described in section 4.6.2: the

dark blue is the Lyman-α, the lighter blue is where the rest of the Lyman

series emit, and the lightest (sky) blue is the Lyman continuum. There is

some overlaps between the LP and UVIS wavelengths, which allow for some

comparison of the results of the two instruments.

increased optical depth to ∼ 2, which agrees to ∼ 1 to ∼ 2 of the previous studies, for B2

this study found ∼ 2 which also agrees with the previous studies, and for B3 it was ∼ 1.5

which again agrees with what the previous studies calculated. For B4 this study found

a drop from ∼ 2 to ∼ 1 as the distance increases, which does marginally agree with the

optical depth of greater or equal to 2 reported by previous studies; the small number of

datapoints in this region though does allow to extract a safe result. The same applies for

B5, where the calculated optical depth of ∼ 1.75 came from only a handful of datapoints,

while previous studies had a significantly greater optical depth of over two, or even around

three, but with a much larger sample. For the Cassini Division this study calculated an

optical depth of ∼ 0.1 that increases to ∼ 0.5 as approaching the A ring, agreeing with

previous studies that found the same ‘pattern’. Lastly, for the A ring the values from

this work were a bit higher than past studies: ∼ 1 compared to ∼ 0.5. Overall though

the results are in good agreement, which was somewhat expected, as both instruments

operate in the same wavelength range and the same way, i.e. by observing the variations
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of light (in the LP case the Sun, in UVIS case a star) when it goes through the material

of the rings. This is also an exciting result, as it not only validates the methodology and

approach to the optical depth calculation, but also demonstrates a unique way of using

the LP, which is essentially a plasma instrument.

Ring / Region This study
Previous studies

[Colwell et al., 2006, 2007, 2010]

D ∼ 0 ∼ 0

C ∼ 0.1 ∼ 0.1

B1 ∼ 2 ∼ 1 to ∼ 2

B2 ∼ 2 ≳ 2

B3 ∼ 1.5 ∼ 1.5

B4 ∼ 1 to ∼ 2 ≥ 2

B5 ∼ 1.75 ∼ 1 to ∼ 3

Cassini Division ∼ 0.1 to ∼ 0.5 ∼ 0.1 to ∼ 0.4

A ∼ 1 ∼ 0.5

Table 4.5: Comparison of the normal optical depth of this study with previous studies of

Colwell et al. [2006, 2007, 2010]. The only regions that do not agree are B4 and

B5, but this could be due to the limited datapoints of this study.

It is estimated that the main reasons for the discrepancies are:

1. The limited dataset of this study compared to the previous studies. Only 2200

datapoints were used here compared to tens of thousands of Colwell et al. [2010] for

example. This did not give a high-enough resolution radially compared to the rest

of the studies

2. High energy electrons that impact the LP will generate secondary electrons that are

not accounted for in this study. The measurements are mostly inside the reported

mean L = 6.2 boundary for energetic electrons [Thomsen et al., 2016], so it is

estimated that their impact will be minimal. But this may affect some measurements,

hence should be investigated in future studies.
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3. The rings are mainly made of ice, a highly reflective material, but also have fine

structures, e.g. the self-gravitational wakes for the A and B rings. Sunlight can be

reflected and/or diffracted, reaching Cassini from areas that are not on Cassini’s line

of sight with the Sun (example of fig. 4.25), generating extra photoelectrons. Also,

while in this analysis the self-gravitational wakes for the A and B rings were taken

into consideration, Colwell et al. [2021] reported non-axisymmetric narrow features,

named phantoms, in the regions B2 and B3, with a size of less than 100m. Even if

these phantoms width is much smaller than the theoretical minimum location error

of around one kilometre for the LP, they could potentially affect the results as the

light will behave the same way it does with the self-gravitational wakes. This feature

could potentially help in defining the optical depth of the B3 region – a region that

many studies struggle with due to the lack of data.

4. Saturn’s Planetary Period Oscillations (PPOs). It was found that the PPOs affect

the Kronian system (e.g. on the ionospheric diffusive layer modulation [Provan

et al., 2021]), at the Saturn Kilometric Radiation low-frequency extension events

(e.g. Bradley et al. [2020]), hence it worth studying any possible connection of the

fluctuation of the magnetospheric plasma density or appearance / disappearance of

the electron populations with the PPOs. In addition, works that argue for an electron

density asymmetry (e.g. Gurnett et al. [2007]) need to be taken into consideration.

4.7. Discussion on photoelectrons and LP data analysis in eclipses

The methodology of Fahleson [1967] for calculating the ion parameters uses a slightly

negative spacecraft potential, but during eclipses the spacecraft potential is expected to

become very negative, hence the LP data during the eclipses might need to be recalibrated.

This does not mean that all the previous studies that used LP data need to be revised:

the LP database has almost 77,000 datapoints for the entire mission, out of which Cassini

was in the shadow of Saturn or its rings in only 4215 of them (2263 for the rings and 1952

for Saturn) – that’s about 0.5% of the entire database. Moreover, it is not known how

negative the spacecraft potential becomes during the eclipses, making it hard to take that

factor into consideration for our analysis.
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Image Credit: NASA / JPL-Caltech / Space Science Institute / Cassini Imaging Team

.

Figure 4.25: A beautiful view of a solar eclipse from Saturn taken by the Imaging Science

Subsystem. The image is a combination of images in the infrared, red, and

violet spectral filters. Even if Cassini is in the night side, the shadow of the

rings is still visible on the planet. As the rings are highly reflective, the y

reflect the sunlight even in the shadow of the planet. In our work, we treat the

rings as solid, non-reflecting bodies, ignoring any reflected sunlight. Image

credit: NASA/JPL-Caltech/Space Science Institute [2012]

Even though the photoemission current stops when Cassini enters into an eclipse, and

begins when it exits from an eclipse, no consistent change on the number of electron

populations was observed. While there were some occasions that a population appears or

disappears close to when Cassini enters/exits a Saturn eclipse or an eclipse by the optically

thick rings, in the vast majority of the Saturn’s shadow crossings or crossings between the

rings there was no change in the population number. This could possibly denote that

the photoelectrons are not tied to a specific population. It must be mentioned that the

cold electron number density changes spatially around Saturn, as shown in Persoon et al.

[2020], which could affect the change of the populations number

As Cassini’s design gave the LP the unfortunate position of being directly opposite the

radiators for VIMS and Composite Infrared Spectrometer (CIRS) [Matson et al., 2002],
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and the radiators needed to be shielded from the sunlight meant that the LP would have

been constantly in the sunlight. This meant that it is impossible to study any variations

on the LP measurements while the instrument is in the spacecraft’s shadow, i.e. only the

LP is in the shadow while Cassini is in sunlight. There were only 10 occasions where

the LP was in Cassini’s shadow and almost none of them had useable data. There are

also many instances that the LP operation was switched from high-resolution mode to a

low-resolution mode for the duration of the eclipse for the necessities of other instruments.

This resulted to a series of eclipses to be practically unusable for this study, as there was

not a clear passing from the light to the darkness and vice-versa.

4.8. Future work

There is some interesting work that can be done on the project where I compared the

ELS and LP data during the eclipses. As the main target of the project is to study any

photoelectron variations as a result of Cassini going into Saturn’s shadow, comparing the

electron density variation of both instruments could reveal if any part of the measured

density corresponds to photoelectrons. As ELS covers a much wider energy range than

the LP (around 0.6 − 28eV and around 0 − 10eV respectively) in order to have similar

datasets we can calculate the ELS electron density for energies up to ∼ 10eV. Also, as

we used only 3 cases, a beneficial step would be to use the data from the entire available

dataset: there are 54 eclipses in the entire duration that CAPS was operating (from the

beginning of the mission to June 2011, and from March to May 2012), so there are many

eclipses that both instruments are operating and have good, useable data.

Furthermore, using ELS data to study the spacecraft potential changes during eclipses

will help us having a better understanding on the spacecraft charging, and the role of

photoelectrons. As seen in section 2.2.5 the LP floating potential is connected to the

spacecraft potential, which is connected to the photoemission; hence knowing how the

latter varies could ultimately help with defining in higher accuracy the floating potential.

Regarding the calculation of the main rings optical depth, a future aspect that would

be beneficial to the project is to study the impact of the high-energy electrons: as they

can overcome the negative potential of the LP and their impact on the probe can create
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secondary electrons, which will be (wrongly) counted as magnetospheric plasma electrons.

I consider the rings and the planet non-reflective objects, but that might not be the case,

as there might be diffraction or reflection effects. If such effects exist it means that sunlight

can reach the probe while it is expected not to. E.g. in my analysis for the A and B rings

I assume that the incident sunlight towards the gaps was transmitted through them and

measured, but the incident sunlight towards the self-gravity waves was absorbed/lost by

them. If there are any diffraction effects due to the light passing through an opening, or

reflection effects due to the highly reflective ice (after all the rings are visible from the

Earth), they could redirect light to regions where Cassini is in the ‘shadow’ of the wake.

This will result to the light reaching the LP measuring while expecting no light to pass

passing through the rings, therefore giving a lower optical depth in some regions. Models

of refraction and reflection can be made to further study any possible impact of those

effects on the measurements.

A study of the Cassini parameters and conditions (location, plasma density, etc.) when

the negative-bias current, I−, surpasses zero during eclipses would provide a deeper un-

derstanding of the instrument operation. It was also mentioned that the PPOs affect

the Kronian system, hence a possible connection of PPOs with either the plasma density

fluctuations or the appearance/disappearance of electron populations could be studied.

As there are orbits with discrepancies between each other, a study using data from

other Cassini instruments that have the capability to measure the cold electron plasma,

CAPS or the fUHR from RPWS, could be beneficial to determine the nature and source

those discrepancies. This can be combined with the data combination of the first project

mentioned in this chapter.

Lastly, it also worth investigating the idea of a ‘relaxation time’ of the photoelectron

cloud, readjusting to any changes in the spacecraft charge. If the relaxation time is not

short enough, for the cloud to adjust to the new conditions before new measurement is

taken, it can affect the future measurements, e.g. if Cassini goes into Saturn’s shadow

the first measurements in the shadow will have have ‘leftover’ photoelectrons, therefore

they will not be respond to the new conditions. In such case Cassini’s spatial resolution

might need to be reconsidered, and adjusted to the relaxation time: in section 4.6.5 it was
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mentioned that the resolution of the optical depth is ∼ 1000km, but if the photoelectron

cloud adjusts in a time that Cassini travelled more than ∼ 1000km the resolution should

follow the relaxation time and have the measurements properly grouped.
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5. Fields of view and spacecraft-vector intersections

“Mere data makes a man. A and C and T and G. The alphabet of you.

All from four symbols. I am only two: 1 and 0.”

— Niander Wallace, Blade Runner 2049. (Based on Philip K. Dick novel Do

Androids Dream of Electric Sheep? )

5.1. Introduction to the problem

Measurements with instruments onboard a spacecraft are often affected by the presence

of the spacecraft platform and other components attached to the spacecraft bus, such

as antennas, booms, thrusters, solar panels, radiators and also other instruments. This

applies to scientific instruments and any instruments that are used for operations, such as

star trackers or other cameras. These effects include occluding the fields-of-view (FOV) of

instruments (e.g. Szita et al. [2001], Young et al. [2004]), partly shielding instruments from

cosmic rays and other radiation sources (e.g. Arridge et al. [2009]), and shadowing that can

lead to differential spacecraft charging (e.g. Whipple [1981]) . Some of these effects depend

on the orientation of the spacecraft. For example, the platform may shadow an instrument

from sunlight or from an ambient plasma flow, thus placing the instrument into a plasma

wake (e.g. Samir et al. [1980], Hastings [1995]). Such shadowing may be dynamic in short

spacecraft-time-scales, such as a spacecraft rotation for a spin-stabilisation or an altitude

change on a three-axis stabilised spacecraft for placing some target in an instrument’s

FOV. Those situations may affect the measurements, often negatively, and need to be

identified and accounted for in the data. Here, a simple and fast method is presented to

calculate any kind of shadowing, as well as define a FOV for an instrument onboard a

spacecraft, using a triangulated mesh (e.g., Hughes et al. [2013]) 3D model. The models

are freely available, and they are typically composed during the spacecraft design and

assembly stage, usually prior to the launch, making the presented method robust and

accessible to everyone.

Mathematically, the problem of calculating a FOV, or a spacecraft wake or shadow

can be approached with ray tracing, modelling light transport in the spacecraft frame-
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of-reference. The basics of this modelling works by checking whether the ray of light

originating from a point intersects with a surface on the spacecraft (bus, booms, antennas,

instruments etc.). For a simple case of an intersection between a spherical surface and a

ray, the problem is easily reduced to an intersection between the ray and a cross-section

of a sphere containing the ray. However, spacecrafts are rarely spherical. Because of the

complex geometry of a typical spacecraft and the need for precision, CAD models often

use Constructive Solid Geometry (CSG) involving applying Boolean operations to simple

solid objects to produce more complicated shapes. By utilizing the capabilities of modern

computers, CSG models can be converted into mesh-based models that can have a higher

precision.

In this section I will present the work I have done on (1) calculating an instrument’s

field-of-view (FOV) that has already been installed on a spacecraft, and (2) searching for

any intersections of a vector with the spacecraft. This section has been published in the

RAS Techniques and Instruments [Xystouris et al., 2024]. My contribution to this project

was providing the script for the splitting of the faces in section 5.3.2, conducting the entire

work in section 5.4.2, and providing the vectors in section 5.4.3.

5.2. Method

Fig. 5.1 shows the mesh of a sphere. The top panel shows the sphere as drawn in the 3D

modelling software Blender, while the bottom panel shows the mesh for this sphere, i.e.

a ‘web’ of polygons - in this case triangles. The higher the number of polygons used in

the mesh, the more detailed the shape will be, as seen in the figure, where the resolution

increases from left to right.

Since 3D meshes are commonly built out of triangles, the method reduces to finding

intersections of a given ray with each triangle. There are several alternative ways of

mathematically approaching this; the chosen approach for this work is a simple “all on

same-side” technique, described below for reader’s convenience.

Let a ray originating from a point with position vector O, and propagating in the

direction vector D. The coordinate vector of an arbitrary point P on the path of the ray
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Figure 5.1: Example of mesh of a sphere. Top: the sphere, drawn in the 3D modelling

software Blender. Bottom: the mesh of each sphere. The higher number of

polygons used, the more detailed the model.

is

P = O + tD (5.1)

where t is a scalar distance along D measured from O.

Any plane can be described by a vector N normal to the plane, and a point Q on the

plane. The plane equation relates to these quantities to some other arbitrary point in the

plane R

(R−Q) ·N = R ·N −Q ·N = 0 (5.2)

where N is the (unit) normal of the plane and Q ·N = d is the shortest distance from the

origin to a point on the plane, and is constant for all points on the plane. Setting P = R

and combining the two equations we get

t =
d−N ·O
N ·D

(5.3)

Georgios Xystouris 137 PhD thesis



Chapter 5: FOVs and spacecraft-vector intersections

Since t defines the distance along the ray, only the points with t > 0 are towards the plane

from O. In case of a ray being parallel to the plane then there will be no intersection,

hence N ·D = 0, and t has no solution (e.g. [Marsden and Tromba, 2011]).

Let a triangle lying on the plane, with vertices V1, V2 and V3. The intersection point,

P , on the plane of the triangle can be on either side of each of its edges. If it is on the

same side of all three edge then it is inside the triangle and the ray intersects it. In order

to formulate this, each edge of the triangle is treated as a vector, going from one vertex

to another: (Vj − Vi). Then the cross product of the edge with the vertex-point vector

is calculated: (Vj − Vi) × (P − Vi). The triangle vectors must be in a continuous closed

loop, V1V2 → V2V3 → V3V1 for the sign of the cross products (Vj − Vi)× (Vk − Vi) and

(Vj − Vi) × (P − Vi) to be consistent. Therefore, if the sign of the cross products is the

same for all three tests for each edge the intersection point P is inside the triangle, while

if even one of the signs is different the intersection point is outside the triangle. This is

presented schematically in fig. 5.2, and it is effectively the winding number algorithm (e.g.

Hormann and Agathos [2001]).

Figure 5.2: Sketch of winding number algorithm. Left : a point outside a triangle. Right :

a point inside a triangle. The cross product (Vj − Vi)× (P − Vi) changes sign

depending on whether the point is outside or inside the triangle.

While the described method works perfectly, the iteration for checking every face indi-

vidually for an intersection is O (3m) where m is the number of triangles in the model. A

faster method is merging the projections of the model faces and treating them as a single

shape. This is very useful for conducting the check through a big dataset, as only the

contour of the spacecraft needs to be calculated, and thus the algorithm becomes O (3n)
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where n is the number of points in the projected single shape and generally n≪ 3m. The

method is described in detail in the following section.

5.3. MATLAB implementation

5.3.1. Simplest model formats: STL & OBJ

Firstly, the method requires a set of triangular faces representing the model spacecraft

which are available from most 3D model file formats. For example stereolithography

(STL, .stl extension) or wavefront OBJ (.obj extension) files are suitable, which are also

commonly used for 3D printing and computer graphics. Those files can be loaded into

MATLAB as faces and vertices of the model; an STL file can be loaded into using the

routine by Johnson [2011], while an OBJ file can be imported using the Geometry Process

Toolbox by Jacobsen and others [2021]. The result for both of the files is a n-by-3 matrix

containing the three coordinates for each vertex, n being the number of vertices, and an

m-by-3 array containing the indices of each vertex that make up a polygon face, i.e. a

triangle in this case. As an example, the triangle of fig. 5.2 will be loaded as a 3-by-

3 vertices array (showing the unique position for each vertex position on the x, y, and z

planes), and the face array will simply be a 1-by-3 array containing the vertices [V1, V2, V3].

Both the STL and OBJ files are effectively unitless, so if one wants to have the model in

physical distances a scaling factor may be required, as well as translation of the model to

align the origin with the desired coordinate system.

Of course, these are not the only tools and routines able to process mesh files – any

routine that creates a mesh of triangles is adequate for this methodology. Also, other

3D formats can be used if they are converted into a mesh representation, which may be

trivially achieved by the importing routine, or converting the file to .obj or .stl using a 3D

modelling software, such as Blender.

5.3.2. Unified polygons method

The next step is to shift (translate) the coordinates so that the origin is the viewing point

of the instrument of interest. The instruments are normally not point-like and a choice of

a ‘centre’ of the instrument is necessary, like for instance a mean of the detector’s cross-
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section coordinates. The only caveat is that the origin must be outside the model – if

it is inside, the surfaces of the instrument will be blocking its view. Using the Cassini

spacecraft as an example, the detector of the Radio and Plasma Wave Science Langmuir

Probe (RPWS/LP) is a sphere, while the Cassini Plasma Spectrometer (CAPS) not only

has sensors, each with a specific FOV, but also the entire instrument rotates. While the

LP can be well approximated as a point, calculating the FOV for CAPS is a more complex

procedure and requires defining a separate FOV and direction for each orientation, pixel,

and sensor (CAPS is further described in section 5.4.2). The reader will see that the FOV

for only one of the CAPS sensors was calculated, but following the same steps FOV for

the other two can also be calculated.

After shifting the origin to the viewing point, a projection of the FOV onto a spherical

‘sky’ is done trivially by converting to spherical coordinates. The angular coordinates

(azimuth, ϕ, and elevation, θ) are sufficient to uniquely define any direction from the

viewing point, thus reducing the problem to two dimensions. Here, though, one must be

careful on faces that cross a discontinuity in azimuth, e.g., if the azimuth range is [−π,+π]

then there will be a discontinuity if one vertex has an azimuth near +pi and another near

−pi, and will be incorrectly mapped. As an example, let the azimuth range be [0, 2π].

If a face has two vertices in azimuth at +30◦ and one at −30◦ then it is clear that their

angular separation is 30◦, yet it will be incorrectly calculated as 330◦.

The solution for this was to split these faces into smaller faces that have all their vertices

on the same side of the azimuthal discontinuity. For this example let a face with edges

A, B, and C, and the azimuthal range to span from [0,+2π]. The first step is to connect

the azimuthal discontinuity with the Cartesian coordinates. The Cartesian coordinates

are connected to the azimuth, ϕ, of the spherical coordinates as follows:

x = f (r, θ) cosϕ

y = f (r, θ) sinϕ
(5.4)

At the discontinuity eq. 5.4 gives:

x (0 or 2π) ̸= 0

y (0 or 2π) = 0
(5.5)
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Hence the discontinuity lies on the y = 0 line. In general this result depends the azimuth

of the discontinuity. Also the elevation-dependent Cartesian elements can be ignored, as

the discontinuity is mapped only on the azimuth.

Then the discontinuity side that each edges lies must be identified. There will always

be one edge on one side of the discontinuity and two edges on the other. Let the one that

is alone to be A and the other two B and C. We can define two vectors going from A to

B, and from A to C parametrically as follows

A → B =


xA→B (t1) = (xB − xA) t1 + xA

yA→B (t1) = (yB − yA) t1 + yA

zA→B (t1) = (zB − zA) t1 + zA

(5.6)

A → C =


xA→C (t2) = (xC − xA) t2 + xA

yA→C (t2) = (yC − yA) t2 + yA

zA→C (t2) = (zC − zA) t2 + zA

(5.7)

There is exactly one point on each line segment yA→B and yA→C that crosses the

discontinuity at y = 0. Let this points be S1 and S2 for the xA→B and xA→C vectors

respectively. The value of the parameters t1 and t2 on the discontinuity can be found by

simply setting the y-element of eq. 5.6 and eq. 5.7 equal to zero:

yA→B (t1) = 0 ⇒ tS1 ≜ t1 (yA→B = 0) = − yA

yB − yB
(5.8)

yA→C (t2) = 0 ⇒ tS2 ≜ t2 (yA→C = 0) = − yA

yC − yB
(5.9)

Note that t1 and t2 are simply abstract parameters, while tS1 and tS2 have a specific,

unique value. By replacing eq. 5.6 and eq. 5.7 with the tS1 from eq. 5.8 and tS2 from

eq. 5.9 respectively, we get the spacial coordinates (x, y, z) for S1 and S2, i.e. the point
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on the two vectors that lie on the discontinuity

S1 =


xS1 = (xB − xA) tS1 + xA

yS1 = (yB − yA) tS1 + yA

zS1 = (zB − zA) tS1 + zA

(5.10)

S2 =


xS2 = (xB − xA) tS2 + xA

yS2 = (yB − yA) tS2 + yA

zS2 = (zB − zA) tS2 + zA

(5.11)

Now it is a simple matter of simply splitting the original face, ABC, to smaller, AS1S2,

S1BC and S1CS2, that are on the same side of the discontinuity. This is presented

schematically in fig. 5.3. The original, grey, face on the left is split in three coloured on

the right.

Figure 5.3: Sketch of the face splitting around the discontinuity at y = 0. The original

grey face on the left is split in three smaller, each with different colour, on the

right.

MATLAB has a function for generalised polygon objects, called polyshape. Since the

STL geometry is composed of triangles, converting them to polyshapes is necessary. This

requires looping through each triangle and passing their vertex coordinates [ϕ, θ] to the

polyshape function. Afterwards, the triangle polyshapes can be trivially united by the

union function, resulting in a spacecraft contour in angular space that also includes any

voids in the spacecraft structure as seen from the viewing point. Because of the looping,
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this process requires O (m) steps, hence it is computationally consuming (proportional to

the 3D model polygon count), but it needs to be done only once per viewing point.

With a unified spacecraft contour defined in the angular space it is now easy to check

whether a vector, such as the incident sunlight, the plasma ram vector, or the neutral

corotation vector, intersects with any part of the spacecraft by simply checking whether

the [ϕ, θ] of the direction vector is inside the polyshape contour; for MATLAB it is done

by using MATLAB’s isinterior function.

5.4. Applications: Cassini example

5.4.1. The model

Cassini is being used as an example of this methodology. Fig. 5.4 is the 3D model of

Cassini from NASA Visualization Technology Applications And Development (VTAD)

[2023]. The three plots in fig. 5.4 show the structure of the model (model, mesh, and

close-up mesh); the screenshots are from the computer graphics software Blender.

Model credit: NASA Visualization Technology Applications And Development (VTAD)

Figure 5.4: Cassini’s 3D model. Left : the model of the spacecraft. Middle: the mesh of

the model. Right : a close-up on the faces of the model.

5.4.2. CAPS FOV

As described above, this methodology can give the FOV of an instrument. This was tested

by calculating the FOV of the Cassini Plasma Spectrometer (CAPS) Ion Mass Spectrom-

eter (IMS) and then comparing it with the FOV given in the instrument’s technical paper

[Young et al., 2004]. A description of CAPS was presented in section 2.2.4. Fig. 5.5 shows

the CAPS position onboard Cassini (highlighted by a red dashed circle).
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Model credit: NASA Visualization Technology Applications And Development (VTAD)

Figure 5.5: The position of CAPS on the Cassini spacecraft, marked with a red dashed

circle.

Using the methodology described above, the IMS FOV of the instrument was computed,

for the azimuths of −80◦, −60◦, −30◦, 0◦, +30◦, +60◦, +90◦ and +104◦. This was done

by first rotating CAPS to the desired azimuth in Blender and then loading the model

in MATLAB. Also, in order to have the best possible picture of the FOV two models

of Cassini were used: with and without the Huygens probe. The results are shown in

fig. 5.6, where the IMS IFOV is the dashed box in the middle of each panel. To help with

a better understanding of the FOV and how it changes while CAPS is rotating several

elements of Cassini were labelled on the figures: the High Gain Antenna (HGA), the Low-

Energy Magnetospheric Measurement System (LEMMS) which has a cylindrical shape,

the Ion and Neutral Mass Spectrometer (INMS) which has an angled and narrow tube-

like shape, the walls of Ion Beam Spectrometer (IBS) which is part of CAPS, the LP, the

Radioisotope Thermoelectric Generator (RTG) shield, the Huygens Probe and its mount,

and the spacecraft thrusters. Also all plots have the -x, -y and +x-axis on the spacecraft

coordinates.

The FOVs show a highly detailed contour of the spacecraft that one can easily identify

elements and instruments that could obscure the IMS FOV for certain detectors. For

example, at ϕ = −80◦ the view is obstructed at elevation angles between −80◦ to −20◦

and 60◦ to 80◦, hence blocking the corresponding detectors. Also differences of the FOV

Georgios Xystouris 144 PhD thesis



Chapter 5: FOVs and spacecraft-vector intersections

WITH HUYGENS

WITHOUT HUYGENS

IBS

HGA

INMS

THRUSTER

THRUSTER

LP

RTG SHIELD

LEMMS

MAG BOOM

HUYGENS

PROBE

THRUSTER

INMS

MAG BOOM

HUYGENS

PROBE

MOUNT

LP

IBS

THRUSTER

RTG SHIELD

LEMMS

Figure 5.6: IFOV of IMS for multiple azimuths. The top panels are calculated for the pe-

riod prior Huygens release, while the bottoms are after the release of Huygens.

due to Huygens release can be identified: while Huygens was attached to Cassini the view

of the detector at elevation angles between 60◦ to 80◦ for azimuths over ∼ 85◦ was blocked,

and this changed after the release of Huygens.
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In fig. 5.7 the results of this methodology are compared with the IMS FOV as was

presented in Young et al. [2004]. Panel (a) shows the FOV as presented in Young et al.

[2004] for the entire rotation range of CAPS, 180◦ × 160◦. One can think of it like a

‘rolling’ IFOV as the actuator moves. The x-axis shows the azimuth the actuator points

at. The red dashed boxes at azimuths around +30◦, −30◦, and −80◦ are three IFOV to

focus on in order to compare the results of the methodology described here with the Young

et al. [2004]; they are presented in panels (b), (c), and (d) respectively. Those three IFOV

were specifically chosen as they are the most different on the area that is obscured by

the spacecraft than Young et al. [2004]. The Fields and Particles Pallet (FPP) was also

labelled, to follow the notation of panel (a). Unfortunately, the authors of Young et al.

[2004] do not specify how the FOV was calculated; they do mention though that all three

CAPS sensors (ELS, IMS, and IBS) give similar results.

Comparing the FOV at +30◦ one can see that while Young et al. [2004] FOV shows that

there is some blockage by the HGA and the thruster, our FOV shows that there is only

a minimal obscuration by the thruster. At −30◦ Young et al. [2004] FOV shows the FPP

obscuring the FOV from θ = −80◦ to θ = −50◦ but our methodology showed that the

obscuration is until around −70◦, and it also specified that INMS is responsible for this.

Lastly, at −80◦ Young et al. [2004] FOV shows that the unobscured part is only between

θ = −20◦ to θ = −30◦, while our methodology showed a much wider unobscured part

between θ = −20◦ to θ = +60◦. Hence for CAPS a more detailed FOV can be crucial on

understanding the data collected by a specific anode.

5.4.3. Cassini LP FOV, and applications: illumination and plasma flow

As an additional example of calculating the FOV of an instrument the FOV of the

RPWS/LP was also calculated. The position of the RPWS/LP on Cassini is marked in

fig. 5.8 with a red dashed circle (screenshot from the software Blender), and the RPWS/LP

FOV is presented in fig. 5.9. As before parts of Cassini were marked, including the Cosmic

Dust Analyser (CDA), to help with the understanding of the FOV. The LP is somewhat

different to CAPS since the LP consists of a spherical probe that measures electric cur-

rents to the probe as a function of an applied voltage. For example, currents are generated
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Young et al. (2004)
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Figure 5.7: Comparison of IMS FOVs with the one in CAPS technical paper [Young et al.,

2004], shown in panel (a). Panels (b) to (d) show the FOV for the specific

azimuths ( +104◦, −30◦, and −80◦). These azimuths are also marked in panel

(a) with the red dashed boxes. Comparing the FOV of this work with Young

et al. [2004] one can find quite some differences, which shows the higher accu-

racy of FOVs this work can offer.

when the plasma flow around the spacecraft reaches the probe, or when sunlight hits the

spherical probe surface. As such, the analysed FOV here demonstrates in what directions
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certain sources of electric current may be affected by the presence of different parts of the

spacecraft.

Model credit: NASA Visualization Technology Applications And Development (VTAD)

Figure 5.8: The position of the RPWS/LP on the Cassini spacecraft is marked with a red

dashed circle.

Additionally, an application of how to implement the FOV with a vector of interest was

presented, using the NASA’s Navigation and Ancillary Information Facility (NAIF) SPICE

toolkit [Acton, 1996]. The NAIF SPICE toolkit is a tool that provides ancillary data to

missions, and support to space science mission design, planning of observations, and data

analysis. It is especially useful in calculating spacecraft positions and the orientation of

instruments.

Here it is demonstrated how one can find the direction of incoming sunlight and plasma

flow, as seen from the RPWS/LP onboard Cassini. The example below is in the KSMAG

coordinate system with êz along Saturn’s magnetic dipole axis, êy = êz × ˆeSun, and

êx in Saturn’s equator, completing the right-handed orthogonal system. Any suitable

coordinate system can be used, however.

For sunlight the approach is straight-forward: the function cspice spkpos calculates

the position of the Sun as seen from the RPWS/LP in the spacecraft coordinate system.

Then, as described in section 5.3, the spacecraft faces were projected from Cartesian to

spherical coordinates and lastly it was tested if the sunward direction is inside the projected
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contour.

For the plasma flow though, both the corotational plasma motion around Saturn and

the spacecraft motion and orientation are important. The plasma velocity vector upl at

the spacecraft position rs/c is given by

upl = Ω× rs/c (5.12)

where Ω is Saturn’s angular velocity. Since in KSMAG the rotation axis is parallel to the

magnetic dipole, Ω = (0, 0,Ωz), and the plasma velocity vector becomes

upl = −Ωzrpl,yêx + Ωzrpl,xêy (5.13)

where êx and êy are the unit vectors in the x and y directions respectively.

To include the movement of Cassini, vs/c, a simple Galilean velocity transformation can

be used

upl′ = upl + vs/c (5.14)

where upl′ is the plasma velocity as seen from Cassini. Lastly, the function cspice sxform

gives the state rotation matrix from KSMAG to the spacecraft frame, and with that the

plasma velocity in the spacecraft frame.

This methodology was applied on the LP during part of Cassini’s orbit 046 (from 2007-

06-11 22:00UTC to 2007-06-12 01:10UTC). The top left of fig. 5.9 shows the direction of

the incident sunlight, with the LP FOV for the entire sky, and top right of the same figure

shows the magnetospheric plasma flow direction, also with the LP FOV. Additionally the

plots on the bottom panel show the LP data during that period. The first row shows

the duration of the eclipse by Saturn, the second row shows Cassini’s orbital parameters

(radial distance, r and distance from the equator, Z), the third row show the LP ion

current along with the logarithm of its intensity colourcoded, and the last plot shows both

vectors - the plasma wake (blue), and the sunshine (red), and the moments where the LP

was in the shadow, or in the plasma wake. The two top panels show that the spacecraft

did not block any of the sunlight for this period, but the HGA did block the plasma flow

in some periods (marked with the black X over the initial datapoints, and presented in

the last plot of the bottom panel). The interesting thing though is that when the LP was
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in the plasma wake, the ion current intensity seemingly dropped. This correlation of the

decrease ion current with the LP being in the plasma wake definitely needs more study.

(a) (b)

HGA

CDA

FPP

MAG

BOOM

THRUSTER

RTG SHIELDHUYGENS

PROBE

MOUNT

Figure 5.9: Surface-vector intersection example, along with the instrument’s data. Data

are from 2007-06-11 22:00UTC to 2007-06-12 01:10UTC. Panel (a): sunlight.

Panel (b): plasma flow direction. The vectors intersecting with the spacecraft

are marked with the black X. Time goes from blue to red with a resolution

of one minute. Panel (c): the LP data for this period, showing the duration

of the eclipse by Saturn (first row), Cassini’s orbital parameters (second row),

the LP ion current (third row), and a plot with both vectors - the plasma wake

(blue), and the sunshine (red). There are hints in the data that the plasma

wakes are correlated with decreases in the LP ion current.
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5.5. Discussion & conclusions

This work demonstrates how, using simple scripts, an accurate and high-detailed FOV of

an instrument can be computed, based on its position on the spacecraft, which can be

useful and important for instruments with an array of detectors, like CAPS. Additionally

it was shown how to determine whether a vector (e.g. sunlight, plasma velocity) intersects

a surface of a spacecraft using basic computational geometry. This is especially important

for instruments which must correct for the photoelectric effect, like the RPWS/LP onboard

Cassini (e.g. Jacobsen et al. [2009], Holmberg et al. [2012], Shebanits et al. [2017], Xys-

touris et al. [2023a]). The major advantages of this work are the high-detailed FOVs that

take into consideration every surface of the spacecraft and its payload, but also how easily

a new FOV can be computed during any changes on the spacecraft during its mission, e.g.

the release of Huygens probe during the Cassini mission.

The code used for this project is available in the Git-Hub repository https://github.

com/geo-xst/spacecraft-vector-intersection [Xystouris et al., 2023b], along with

some examples.

The spacecraft 3D model required for this test can often be found online, as the respon-

sible agencies (e.g. NASA, ESA, JAXA) provide free access to these resources. In case

a model is not available it may be easily built with a free 3D design/CAD software like

Blender, Tinkercad, or FreeCAD. This should also be useful at the spacecraft design stage

for any future spacecraft.

As a future work for this project a feature that can isolate and control individual instru-

ments on a spacecraft can be useful. In this CAPS needed to first be rotated manually on

Blender and then the new model to be loaded in MATLAB. With the mentioned feature

one would have skipped the need for a manual manipulation of the model.

In conclusion, the advantage of this methodology is both its simplicity and versatility:

it can be used for any spacecraft 3D model, it uses basic calculation principles and ba-

sic model formats, it uses free or institutionally supplied software, it is relatively easily

translatable to almost any programming language and it provides an excellent educational

platform for future generations of space enthusiasts.
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6. Summary & Future work

“HAIL SCIENCE!”

— Professor Farnsworth, Futurama (S07E20 - “Calculon 2.0”)

6.1. Overview

This thesis focused on the creation and distribution of the cold magnetospheric plasma

in the magnetospheres of Saturn and Uranus. I chose those two planets as they have

some similarities: they both have a magnetic field similar in overall field strength, but

still lower than the strong field of Jupiter. They also both have icy moons that can create

a water-rich plasma, which is different than the nitrogen-rich plasma in Neptune. Of

course, their vastly different magnetic field and rotation axis configuration does not allow

a direct comparison. Saturn’s magnetic field is almost perfectly aligned with its rotation

axis and its axial tilt is ∼ 27◦ from its orbital plane, while Uranus’ magnetic field is tilted

by ∼ 60◦ from its rotation axis and the rotation axis is tilted almost 100◦ to its orbital

plane. Nevertheless, with the Cassini mission, exploring the Kronian system for over 13

years, useful knowledge can be obtained from the Kronian system that could be applied

to the (hopefully) upcoming mission to Uranus in the early 2030s.

In this chapter I will first give a summary of my projects and work I did for this thesis,

and then I will discuss how each study can be expanded and improved.

6.2. Uranus

For Uranus I focused on detecting a neutral torus around the planet Xystouris et al. [in

preparation]. The process of plasma generation, as discussed in section 1.7, starts with a

source, in this case the Uranian icy moons, that deposit neutrals in the magnetosphere.

The neutrals then get ionised and create the magnetospheric plasma. As Uranus has

moons that are covered with ice it is expected to have a water torus on the moons orbital

distance, hence a water-rich magnetospheric plasma. During Voyager 2 flyby in 1986 no

plasma was detected, except for some high energy ions. Even today this is puzzling the

scientific community. Arridge and Eggington [2021] have shown that the unique orientation
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of the axes of the planet creates an environment where the magnetic dipole angle towards

the flowing solar wind changes not only seasonally, but also diurnally. Therefore Voyager

could simply had the flyby in a period where the plasma was instantly depleted due to the

configuration and direction of the magnetosphere. A new study by Jasinski et al. [2024]

report that the intense solar activity greatly compressed the Uranian magnetosphere,

depleting it from any the magnetospheric plasma.

For my study I searched for a neutral water torus around the planet using data from

the Herschel space telescope, taken in 2010. During that time Uranus had a completely

different orientation than the period of Voyager’s flyby: in 1986 the summer solstice on

the planet’s northern hemisphere, and 2010 was the equinox. The Herschel observations

revealed a broad emission line from Uranus and within this I found evidence of a possible

weak absorption line. However, the strength of the line compared to the noise level meant

that this didn’t reach the level of significance normally required by the Herschel team.

Despite this it can still be considered as an absorption line candidate.

There are quite a few things that could be done for continuing the project on the

search for a water torus on Uranus. The first part to focus on is to further study the

candidate absorption feature and assert whether it is real or not. This can be done by first

calculating the probability of the feature being produced randomly or not. As seen, the

background fluctuates quite strongly, which one can argue that the feature is a product

by this fluctuation. Therefore an assumption can be made that every datapoint is an

individual test, hence by knowing how many of them are outside the 2σ and 3σ area,

where the feature currently lies, the realness of the feature can be asserted.

The second part is to focus on the observations polarisation: the observations were

taken in two different polarisations, 90◦ apart from each other. In theory, as mentioned in

section 3.5.2, there are no processes on the Uranian system that could polarise the signal,

hence the two polarisations should be identical. The data though show some differences,

as the signal in the vertical polarisation looks stronger than the one in the horizontal.

Therefore it worth investigating why is so.

The use of models will also be useful. A forward line model would hugely benefit this

project: by modelling the existing absorption line, the density and temperature of water
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the creating it can be defined, and upper limits can be set on the observed torus water

column density. Additionally, combining the forward line model with a neutrals torus

model can help with asserting which of the moons contribute to the torus density - as

discussed in section 3.3 it is currently believed that Titania and Oberon do not contribute

to the torus density. The process above can also be inverted, and starting with a given

density by each moon an absorption line can be calculated. This can be especially useful to

assert noise levels in the observations, e.g. if the absorption line is expected to be stronger

than it currently is, it means that the noisy spectrum is causing the line not reaching the

required significance level. Also, as Uranus has water-type rings, the modelling for this

project will also help assert whether the absorption feature is being created by them or

not.

By allowing some flexibility in the neutrals model, such as changing the orientation of

the system for different times (e.g. equinox, solstice), changing the location of the observer

(e.g. on Earth, at L2), and changing the size of the area for the calculated column density -

i.e. essentially modifying it to generate a neutral column at arbitrary times, from arbitrary

viewing directions and with arbitrary FOVs - can be helpful for using the model for other

missions or observations.

Additional water observations from other missions can also be used. One of them is

the James Webb Space Telescope (JWST). While its range (∼ 10.5THz to ∼ 500THz

[NASA and SCScI]) is outside the water emission range, it does include some OH lines,

e.g. at 12.87GHz and 15.7GHz. As the OH is part the water-products group, i.e. it can

be produced in the existence of water, detecting OH could denote the existence of a water

torus.

6.3. Saturn

For Saturn I used data from LP and CAPS, and I focused on the parameters that could

affect the measurements of cold plasma, and specifically the photoelectrons, i.e. electrons

produced by any sunlit metallic surface of the spacecraft or instrument. The photoelec-

trons are unavoidable almost all the time, as Cassini is in sunlight almost constantly. But

as there are periods that Cassini goes into solar eclipses by Saturn (i.e. goes into Saturn’s
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shadow), I followed the simple logic that the photoelectron generation should cease when

there is no sunlight, and I used the data in those periods to search for any measurements

variations due to the decrease of the photoelectrons number. In all of the projects con-

nected with the measurements variations during eclipses, I found that both instruments’

measurements show variations connected to the change in photoelectrons number. Also,

these variations can be tied to the optical depth of the medium the sunlight goes through.

As the LP measurements showed variations not only when Cassini was in the shadow

of Saturn, but also when it was in the shadow of different rings, I also focused on periods

where Cassini was in the main ring’s shadow. The definition of photoemission current

depends on the intensity of sunlight and how the probe surface material responds to

photons of different wavelengths. I was able to show that these factors allow us to measure

the optical depth of the rings [Xystouris et al., 2023a]. I also took into consideration both

the angle of the Sun with respect to the ring plane, and the self-gravity waves in A and B

rings. My results were in agreement with other studies that also measured the main rings

optical depth around the same wavelengths as the LP (Colwell et al. [2006, 2007, 2010]).

The novelty of this study was that: (1) the LP, which is a plasma instrument, was used to

measure the transparency of the optical depth, and (2) the results of LP and UVIS are in

agreement, despite the spatial resolution of the LP being two orders of magnitude lower

(∼ 1000km compared to a maximum 10km respectively). It was really exciting that this

study was highlighted with press releases and mentions from several websites, including

the Royal Astronomical Society [Massey R. for the Royal Astronomical Society (RAS),

2023], Lancaster University [Lancaster University], space.com [Feehly C. for space.com,

2023], phys.org [phys.org, provided by Lancaster University, 2023], and Forbes [Carter J.

for Forbes, 2023].

While this is a complete published work there are several aspects that can take the

project a step further. One of them is the impact of the high-energy electrons, as they can

overcome the negative potential of the LP and create secondary electrons, which will be

(wrongly) counted as magnetospheric plasma electrons. Even though their contribution

is not expected to be significant (Thomsen et al. [2016] reported a mean boundary at

L = 6.2, and the spacecraft is inside that distance for most of the measurements), it worth
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investigating their impact.

The highly reflectivity of the rings’ ice, but also the diffracting nature of the light was

something that was not considered in this study. Fig. 4.25 shows some parts of the dark

side of Saturn being lit by sunlight, denoting that such reflection and refraction effects

do exist. If they are intense enough they can potentially affect the LP measurements, by

redirecting sunlight to the LP while Cassini is in the shadow. The extra light will falsely

give a higher transparency to the ring. Models of refraction and reflection can be made

to further study any possible impact of those effects in the measurements.

A study of the Cassini parameters and conditions (location, plasma density, etc.) when

the negative-bias current, I−, surpasses zero during eclipses would provide a deeper un-

derstanding of the instrument operation. It was also mentioned that the Planetary Period

Oscillations (PPOs) affect the Kronian system, hence a possible connection of PPOs with

either the plasma density fluctuations or the appearance/disappearance of electron popu-

lations could be studied.

As there are orbits with discrepancies between each other, a study using data from other

Cassini instruments that have the capability to measure the cold electron plasma, CAPS

or the fUHR from the RPWS, could be beneficial to determine the nature and source those

discrepancies.

Moreover, it also worth investigating the idea of a ‘relaxation time’ of the photoelectron

cloud, i.e. the time required for the spacecraft to readjust to any changes in the spacecraft

charge. If the relaxation time is not short enough for the cloud to adjust to the new

conditions before a new measurement is taken, the measurements resolution should be

re-evaluated. Currently every measurement is treated as a single datapoint, assuming

that during each measurement the spacecraft potential is already readjusted from any

variations of the photoelectrons. If the readjustment time is longer than the time for

two consecutive measurements, an average time and location of Cassini might need to be

reconsidered.

The next step was to include data from CAPS and investigate whether they also vary

in periods where Cassini goes into a body’s shadow, and if so how they are compared

to the variations in the LP data. For this I conducted a ‘case’ study, focused on three

Georgios Xystouris 156 PhD thesis



Chapter 6: Summary & future work

eclipses that (1) had different characteristics from each other regarding the distance from

Saturn, type of orbit, whether there was an eclipse by the rings etc. and (2) had data

from both instruments that were of good quality. Table 4.2 shows the full characteristics

of the eclipses.

While Cassini was in Saturn’s shadow both instruments measurements showed variations

caused by the variation of the photocurrent: the LP ion-side IV current, I−, dropped to

almost the instrument’s noise level, which denotes a reduction of photoelectrons, and the

CAPS the electron counts dropped, which also denotes that the local electron density

was reduced. As this change was consistent to all three eclipses the moment Cassini was

entering Saturn’s shadow, the only reason that this could happen is if there was a drop

in the photoelectrons number during eclipses. Some preliminary results were presented

by me in the American Geophysical Union Fall Meeting 2022 [Xystouris et al., 2022],

and while this is not a complete project yet, the results are promising to show how the

photoelectrons affect multiple instruments.

As the measurements variations are not the same in all three cases, e.g. CAPS counts

drop in energies below ∼ 7eV in two cases and ∼ 3eV in the third, a study using data from

other Cassini instruments that have the capability to measure the cold electron plasma,

CAPS, LP, and the fUHR from RPWS, could be beneficial to determine the nature and

source those discrepancies, but also to quantify the photoelectron density variations.

Also a good contribution on this project will be to calculate the electron density from the

ELS measurements by ‘capping’ the energy at 10eV, which is the LP maximum detectable

energy; the densities from the two instruments then can be compared directly. In theory

both instruments should show approximately the same density, as they are in the same

region. If there are discrepancies it would be interesting to investigate the reasons for them.

A possible reason would be the spacecraft not being evenly charged, due to the plasma

flow, or sunlight, where in both cases negative charges are being added (or removed) only

from some of the spacecraft faces.

It would also be useful to study the spacecraft potential changes using ELS measure-

ments: the electrons require a specific energy (i.e. work function) to ‘escape’ from a

surface, but this can change based on the charge of the surface. Therefore based on the
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energy up to which the ELS electrons counts drop, which is connected to the energy distri-

bution of the photoelectrons, the spacecraft potential, Us/c can be calculated. Moreover,

as the spacecraft potential is connected to the LP floating potential, Ufl. calculating Us/c

will allow us to study further the connection between Us/c and Ufl..

Moreover a seasonal analysis could also be useful, as to investigate any changes intro-

duces by the variations of the UV sunlight over a solar cycle. Lastly one can introduce

simulations of measurements, or spacecraft potential, inside and outside eclipses based

on the LP and CAPS data. For the latter the use of the Spacecraft Plasma Interaction

System (SPIS) [Roussel et al., 2008], a spacecraft-plasma interaction modelling tool, can

also be integrated.

6.4. Instruments & spacecraft

Both of the planets were studied from an instrumentation point of view, as I was mostly

interested on the operation ot the instruments, and how measurements can be taken using

with in situ, or remote observations. The multiple instruments on Cassini that are able

to measure the cold plasma in Saturn operate in different ways, and ideally by combining

their observations one can have the most complete picture of the cold plasma spatial and

temperature distribution. There are challenges though on the calibration of an instrument,

as, while it can be well-calibrated before flight, it is often impossible to predict and recreate

the conditions the instrument will meet at the planet during the mission, e.g. CAPS was

affected by penetrating radiation while in the Kronian radiation belts, and, as discussed

above, the LP is affected by sunlight.

Another factor is the placement of the instrument on the spacecraft. If the instrument

is an imager, or it has a narrow field of view, a detailed field of view (FOV) would be

beneficial the right interpretation of the data, e.g. as shown in fig. 5.6 parts of the FOV of

CAPS is blocked for specific angle, therefore the data from those sensors should be used

with caution. Also the requirements of some instruments might give unfortunate positions

on an instrument, e.g. as the LP was placed opposite the radiators for VIMS and CIRS,

where they needed to be in the shadow constantly, meant that the LP was in sunlight

constantly hence the photoelectrons produced by the instrument were very difficult to be
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separated from the cold magnetospheric plasma measurements.

For addressing the issues mentioned above I created algorithms and scripts where, using

a 3D model of a spacecraft, can: (1) calculate the FOV of an instrument, and (2) find

if a vector is intersecting any part of the spacecraft, e.g. the sunlight towards the LP is

blocked by Cassini [Xystouris et al., 2024]. These features can be particularly important

for some instruments, and can help with an instrument’s calibration.

An aspect that can be improved in this project is introducing a feature that can isolate

and control individual instruments on a spacecraft. For the published work CAPS needed

to first be rotated manually on Blender, and then the new model to be loaded in MATLAB.

With the mentioned feature one would have skipped the need for a manual manipulation

of the model.

Also a feature on tracking multiple specific parts of the spacecraft, and showing a

combined FOV with different colours for each selected part could also improve the project.

For example one could plot the ELS, IMS, and LEMMS FOVs if they are interested in

further study the directionality of an event.

This project is made in such a way that it is highly adaptable to any spacecraft with a 3D

model of a spacecraft. It can also be used for future mission, on deciding the placement of

instruments, as it relatively easily to create a spacecraft model. The code for this project is

available at: https://github.com/geo-xst/spacecraft-vector-intersection [Xys-

touris et al., 2023b].
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A. Appendices

A. Full eclipses catalogue

In this appendix tables with all the data of the eclipses by Saturn and the rings that

were used in chapter 4 are provided. The Saturn eclipses were acquired using the NAIF

SPICE toolkit Acton [1996] function cspice gfoclt (for MATLAB). The rings eclipses

were calculating by finding the intersections of the Cassini - Sun vector on the Kronian

equatorial plane, and narrowing it to the periods where: (i) Cassini was behind the rings,

and (ii) the intersection was in the radial distance of a ring; the satisfaction of both

conditions meant that Cassini was in the shadow of a ring. The distances of each ring are

based on Williams [2022].

The given times are in Barycentric Dynamical Time (TDB), a time scale that takes into

account relativistic effects that affect the time, such as the rotation of the Earth and the

gravity of the planets. The difference between TDB and UTC is ∼ 32.18s, which includes

the sum of leap seconds since TDB was introduced and any relativistic effects (whose

contribution though in the order of ∼ ms).

Table A.1 shows the solar eclipses of Saturn, table A.2 shows the periods overlapping

eclipses by the rings and Saturn, and table A.3 shows the eclipses by rings that did not

overlap with an eclipse by Saturn. For better understanding on the overlapping eclipses a

schematic of the interaction between the eclipses by Saturn and by the rings is presented

in fig. 4.7.

In rev. 271–286 there were two eclipses by the rings: one close to the periapsis and one

close to the apoapsis; they are marked as “a” and “b”, e.g. 271a and 271b.

Ecl. # Rev.
Start time Duration Low/High Interaction with

[TDB] [min] resolution eclipse by rings?

1 7 2005-05-03 05:10:44 152.48 L —

2 8 2005-05-21 09:33:02 153.30 L —

3 9 2005-06-08 14:10:19 154.05 L —

4 10 2005-06-26 19:20:44 155.13 L —

5 11 2005-07-15 01:52:27 156.03 L —
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Ecl. # Rev.
Start time Duration Low/High Interaction with

[TDB] [min] resolution eclipse by rings?

6 12 2005-08-02 09:32:50 156.64 L —

7 13 2005-08-20 15:01:21 157.08 L —

8 14 2005-09-05 14:37:26 135.57 L Y

9 28 2006-09-15 08:45:17 865.50 no data Y

10 44 2007-05-10 15:22:12 134.32 L Y

11 45 2007-05-26 19:39:26 136.53 H Y

12 46 2007-06-11 21:07:42 118.77 H —

13 47 2007-06-27 22:10:12 89.85 L —

14 50 2007-09-30 07:16:04 53.88 H —

15 51 2007-10-24 05:05:49 71.88 H —

16 52 2007-11-17 05:02:21 75.64 L —

17 53 2007-12-03 06:10:05 82.77 L Y

18 54 2007-12-19 03:06:50 75.03 mixed Y

19 56 2008-01-15 20:33:58 59.40 L Y

20 57 2008-01-27 18:47:17 56.35 mixed Y

21 58 2008-02-08 17:23:46 58.94 H Y

22 59 2008-02-20 17:25:33 55.92 H Y

23 68 2008-05-17 22:44:06 28.53 L —

24 69 2008-05-25 21:59:47 21.88 L Y

25 70 2008-06-01 21:53:30 52.74 L Y*

26 71 2008-06-09 01:12:50 50.91 mixed Y*

27 72 2008-06-16 04:20:03 49.55 mixed Y*

28 73 2008-06-23 07:26:26 47.70 L Y*

29 74 2008-06-30 08:17:44 45.84 L Y*

30 75 2008-07-07 09:07:41 43.83 L Y*

31 76 2008-07-14 09:58:08 41.51 L —

32 77 2008-07-21 10:53:24 39.03 L Y

33 78 2008-07-28 11:53:20 36.30 L Y
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Ecl. # Rev.
Start time Duration Low/High Interaction with

[TDB] [min] resolution eclipse by rings?

34 119 2009-10-13 14:58:38 275.15 no data —

35 120 2009-11-01 14:35:34 270.13 L —

36 121 2009-11-20 15:19:42 265.87 L —

37 122 2009-12-09 16:19:34 260.90 L —

38 123 2009-12-25 20:42:06 209.83 H —

39 125 2010-01-26 19:15:29 211.96 L —

40 126 2010-02-13 05:58:25 220.59 L —

41 127 2010-03-02 19:12:07 216.37 H —

42 128 2010-03-20 10:34:05 211.09 no data —

43 129 2010-04-07 00:56:00 198.98 no data —

44 130 2010-04-27 09:49:57 197.03 L —

45 131 2010-05-17 20:57:04 181.72 no data —

46 133 2010-06-19 00:16:58 173.24 H —

47 135 2010-07-24 15:59:51 224.10 no data Y

48 136 2010-08-13 13:55:03 220.74 mixed Y

49 137 2010-09-02 14:36:04 217.43 no data Y

50 138 2010-09-22 13:04:59 213.34 L —

51 139 2010-10-16 03:21:19 189.72 no data —

52 140 2010-11-09 04:00:37 173.32 no data —

53 141 2010-11-29 23:59:46 65.66 L —

54 142 2010-12-20 13:39:09 30.13 L —

55 150 2011-07-10 12:12:04 55.64 H —

56 151 2011-08-01 04:31:41 47.43 L —

57 152 2011-08-23 00:23:36 37.88 L —

58 153 2011-09-13 19:42:15 72.53 L —

59 154 2011-10-01 13:35:01 70.34 H —

60 155 2011-10-19 09:08:07 66.82 H —

61 156 2011-11-06 04:45:49 63.40 H —
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Ecl. # Rev.
Start time Duration Low/High Interaction with

[TDB] [min] resolution eclipse by rings?

62 157 2011-11-24 01:22:20 60.35 H —

63 158 2011-12-11 22:55:10 57.56 L —

64 167 2012-06-05 00:29:47 114.90 L Y

65 168 2012-06-28 13:08:03 142.73 no data Y

66 169 2012-07-22 11:56:45 125.32 no data Y

67 170 2012-08-12 11:01:57 211.47 no data Y

68 171 2012-09-02 17:18:00 207.07 no data Y

69 172 2012-09-24 00:48:16 201.00 no data Y

70 173 2012-10-17 05:15:48 274.20 no data Y

71 174 2012-11-10 03:52:59 274.13 no data Y

72 175 2012-11-26 08:57:31 198.23 no data Y

73 176 2012-12-09 09:30:41 116.37 no data —

74 177 2012-12-22 15:38:35 138.85 no data —

75 178 2013-01-04 22:09:58 156.44 no data Y

76 179 2013-01-18 05:09:05 170.92 no data Y

77 180 2013-01-31 12:22:01 182.34 no data Y

78 181 2013-02-13 19:39:26 191.00 no data Y

79 182 2013-02-25 11:06:32 158.97 no data Y

80 183 2013-03-09 10:11:42 171.31 no data Y

81 184 2013-03-21 09:11:18 182.28 no data Y

82 185 2013-04-02 08:11:34 190.44 no data Y

83 186 2013-04-12 03:48:20 147.28 no data Y

84 187 2013-04-21 17:28:48 151.28 no data Y

85 188 2013-05-01 07:09:56 154.42 no data Y

86 189 2013-05-10 20:47:45 157.30 no data Y

87 190 2013-05-20 10:32:17 159.87 L Y

88 191 2013-05-31 06:01:43 231.36 no data Y

89 192 2013-06-12 04:57:18 235.82 no data Y
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Ecl. # Rev.
Start time Duration Low/High Interaction with

[TDB] [min] resolution eclipse by rings?

90 193 2013-06-24 04:07:20 238.57 no data —

91 194 2013-07-06 03:10:48 239.21 no data —

92 195 2013-07-19 22:12:34 284.05 no data Y

93 237 2016-06-30 03:25:20 252.53 no data Y

94 238 2016-07-24 02:19:14 245.60 no data Y

95 239 2016-08-08 22:46:01 225.00 no data Y

96 242 2016-09-13 18:52:23 28.93 no data Y

97 243 2016-09-25 17:22:02 114.34 no data Y

98 256 2017-01-10 02:18:37 46.33 no data Y

99 257 2017-01-17 05:35:33 135.71 no data Y

100 258 2017-01-24 09:14:31 182.40 no data Y

101 259 2017-01-31 13:02:03 220.89 no data Y

102 260 2017-02-07 17:22:32 255.04 no data Y

103 261 2017-02-14 21:50:02 280.71 no data Y

104 262 2017-02-22 01:38:45 305.38 no data Y

105 263 2017-03-01 05:44:51 323.72 no data Y

106 264 2017-03-08 09:39:30 339.45 no data Y

107 265 2017-03-15 13:35:17 352.79 no data Y

108 266 2017-03-22 17:29:05 364.70 no data Y

109 267 2017-03-29 21:22:49 374.27 no data Y

110 268 2017-04-06 01:18:35 382.90 no data Y

111 269 2017-04-13 05:23:54 389.32 no data Y

112 270 2017-04-20 09:33:50 394.09 no data Y

113 271 2017-04-26 14:33:36 398.76 no data Y

114 272 2017-05-03 01:24:55 391.16 no data Y

115 273 2017-05-09 12:12:20 374.51 no data Y

116 274 2017-05-15 23:00:07 346.55 no data Y

117 275 2017-05-22 09:56:12 300.15 no data Y
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Ecl. # Rev.
Start time Duration Low/High Interaction with

[TDB] [min] resolution eclipse by rings?

118 276 2017-05-28 22:02:21 206.97 no data Y

Table A.1: Full table with all the eclipses by Saturn. The first column shows the number of

the eclipse. The second column shows the rev. number in which the eclipse took

place. The third column shows the time the eclipse started, in UT (rounded

to the closest minute). The fourth column shows the duration of the eclipse

in minutes. The fifth column shows the data resolution type: “L” is for low-

resolution data, i.e. when the LP was conducting one sweep every ∼ 10min,

“H” is for high-resolution data, i.e. the LP was conducting one sweep every

∼ 30s, “mixed” is when the LP sweeping rate changed during the eclipse and

there are both high- and low-resolution data, and “no data” is for the eclipses

without data. The sixth column denotes whether there was an interaction

with an eclipse by the rings during the eclipse by Saturn, i.e. when Cassini

was already in the rings’ shadow while it was entering in Saturn’s shadow. The

asterisk for rev. 70–75 denotes that these eclipses by the rings were totally in

Saturn’s shadow, i.e. Cassini was already in Saturn’s shadow.

# Rev. Res. # Rev. Res. # Rev. Res.

1 14 L 26 170 no data 50 239 no data

2 28 no data 27 171 no data 51 242 no data

3 44 L 28 172 no data 52 243 no data

4 45 H 29 173 no data 53 256 no data

5 53 inconcl. 30 174 no data 54 257 no data

6 54 H 31 175 no data 55 258 no data

7 56 L 32 178 no data 56 259 no data

8 57 H 33 179 no data 57 260 no data

9 58 H 34 180 no data 58 261 no data

10 59 H 35 181 no data 59 262 no data
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# Rev. Res. # Rev. Res. # Rev. Res.

11 69 inconcl. 36 182 no data 60 263 no data

12 70 blocked 37 183 no data 61 264 no data

13 71 blocked 38 184 no data 62 265 no data

14 72 blocked 39 185 no data 63 266 no data

15 73 blocked 40 186 no data 64 267 no data

16 74 blocked 41 187 no data 65 268 no data

17 75 blocked 42 188 no data 66 269 no data

18 77 no data 43 189 no data 67 270 no data

19 78 no data 44 190 inconcl. 68 271b no data

20 135 L 45 191 no data 69 272b no data

21 136 H 46 192 no data 70 273b no data

22 137 no data 47 195 no data 71 274b no data

23 167 L 48 237 no data 72 275b no data

24 168 no data 49 238 no data 73 276b no data

25 169 no data

Table A.2: Simultaneous eclipses by both Saturn and the rings. The first column shows

the number of the eclipse. The second column shows the rev. number in which

the eclipse took place. The third column shows the eclipse data type. “L”

is for low resolution data, i.e. when the LP was conducting one sweep every

∼ 10min, “H” is for high resolution data, i.e. the LP was conducting one

sweep every ∼ 30s, “inconcl.” is when the data are not well structured so it

is inconclusive on what type of data they are (e.g. when there are gaps longer

than 10 minutes in the data), “no data” is when the LP had no data during

the eclipse, and “blocked” is when the eclipse by the rings took place in an

ongoing eclipse by Saturn, hence it is blocked (only for rev. 70-75).

# Rev. Res. # Rev. Res. # Rev. Res.

1 6 L 30 87 H 59 274a mixed
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# Rev. Res. # Rev. Res. # Rev. Res.

2 7 L 31 88 H 60 275a mixed

3 8 L 32 89 inconcl. 61 276a mixed

4 9 L 33 90 L 62 277a H

5 10 L 34 91 mixed 63 277b no data

6 11 L 35 92 L 64 278a H

7 12 L 36 93 L 65 278b no data

8 13 L 37 94 L 66 279a H

9 43 no data 38 95 inconcl. 67 279b no data

10 46 H 39 176 no data 68 280a inconcl.

11 55 mixed 40 177 no data 69 280b no data

12 60 H 41 236 no data 70 281a no data

13 61 no data 42 240 no data 71 281b no data

14 62 H 43 241 no data 72 282a H

15 63 H 44 244 no data 73 282b no data

16 64 H 45 245 no data 74 283a H

17 65 H 46 246 no data 75 283b no data

18 66 H 47 247 no data 76 284a H

19 67 H 48 248 no data 77 284b no data

20 68 L 49 249 no data 78 285a no data

21 76 no data 50 250 no data 79 285b no data

22 79 L 51 251 no data 80 286a no data

23 80 H 52 252 no data 81 286b no data

24 81 L 53 253 no data 82 287 H

25 82 mixed 54 254 no data 83 288 inconcl.

26 83 L 55 255 no data 84 289 H

27 84 L 56 271a H 85 290 H

28 85 L 57 272a H 86 291 inconcl.

29 86 L 58 273a H 87 292 H
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# Rev. Res. # Rev. Res. # Rev. Res.

Table A.3: Eclipses by the rings without an overlapping eclipse by Saturn. The columns

are the same as in table A.2, with the addition of “mixed” on the data type,

denoting that the LP sweeping rate changed during the eclipse and there are

both high- and low-resolution data.
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Abbreviations

ASI Agenzia Spaziale Italiana (Italian Space Agency)

AU Astronomical Unit

CAPS Cassini Plasma Spectrometer

CAD Computer-Aided Design

CDA Cosmic Dust Analyser

CIRS Composite Infrared Spectrometer

CSG Constructive Solid Geometry

DSB Double Sideband

ELS ELectron Spectrometer

ESA European Space Agency

EUV Extreme Ultraviolet

FIR Far Infrared

F-UV Far Ultraviolet

FOV Field-Of-View

FPC Focal Plane Chopper

FPP Fields and Particles Pallet

FWHM Full Width at Half Maximum

HGA High Gain Antenna

HIFI Heterodyne Instrument for the Far Infrared

HIPE Herschel Interactive Processing Environment

HRS High Resolution autocorrelation Spectrometer

HSP High-Speed Photometer

IBS Ion Beam Spectrometer

IMF Interplanetary Magnetic Field

IF Intermediate Frequency

IFOV Instanteneous Field Of View

IMF Interplanetary Magnetic Field

IMS Ion Mass Spectrometer
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Abbreviations

INMS Ion and Neutral Mass Spectrometer

ISS Imaging Science Subsystem

JAXA Japanese Aerospace Exploration Agency

JWST James Webb Space Telescope

LECP Low-Energy Charged-Particle

LEMMS Low-Energy Magnetospheric Measurement System

LO Local Oscillator

LP Langmuir Probe

LSB Lower Sideband

M-UV Middle Ultraviolet

NASA National Aeronautics and Space Administration

NAIF Navigation and Ancillary Information Facility

N-UV Near-Ultraviolet

OML Orbital Motion Limiting

PLS Plasma Science

PPO Planetary Period Oscillation

PPS Photopolarimeter Ssystem

RAS Royal Astronomical Society

RMS Root Mean Square

RPWS Radio and Plasma Waves Science

RTG Radioisotope Thermoelectric Generator

SOI Saturn Insertion Orbit

SPICE Spacecraft Planet Instrument C-matrix Events

SSB Single Sideband

TDB Temps Dynamique Barycentrique (Barycentric Dynamical Time)

UHR Upper Hybrid Rsonance

USB Upper Sideband

UV Ultraviolet

UV-C Ultraviolet C

UVIS UltraViolet Imaging Spectrograph
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VIMS Visual and Infrared Mapping Spectrometer

WBS Wide-Band acousto-optical Spectrometer

Georgios Xystouris 171 PhD thesis



Abbreviations

References

N. Achilleos, P. Guio, F. Hardy, C. Paranicas, and A. M. Sorba. The Magnetodisk Regions

of Jupiter and Saturn. In R. Maggiolo, N. André, H. Hasegawa, and D. T. Welling,
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M. H. Acuñna and N. F. Ness. The main magnetic field of Jupiter. J. Geophys. Res., 81

(16):2917, June 1976. doi: 10.1029/JA081i016p02917.
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