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Abstract

In this thesis we work with combinatorial and homological aspects of Igusa–Todorov dis-

crete cluster categories Cm. Fix a positive integer m. The category Cm is an infinite

discrete version of the classical cluster category of type An. This is a 2-Calabi–Yau trian-

gulated category with cluster-tilting subcategories. The category Cm has a nice geometric

model in terms of an ∞-gon, Zm, having m two-sided accumulation points, in which the

indecomposable objects of Cm are in bijection with the arcs of Zm.

The Paquette–Yıldırım completion, Cm, of Cm has a geometric model where the indecom-

posable objects can be regarded as “limits of arcs” of Zm. The arc combinatorics of Cm
allows us to classify the torsion pairs, t-structures, co-t-structures, and recollements of

Cm. We observe that the categories Cm and Cm, despite having similar combinatorics,

have some relevant homological differences.

We also work on defining different Calabi–Yau versions of Cm. We provide a candidate

w-Calabi–Yau version for w ≥ 2, Cw,m, by taking the subcategory of w-admissible objects

and morphisms of Cm. We expect that, by restricting the triangulated structure of Cm, we
obtain a triangulated structure for Cw,m. Under the assumption that Cw,m is triangulated,

we classify its w-cluster tilting subcategories and torsion pairs.

We also define the category C−1,m, the (−1)-Calabi–Yau version of Cm. To do so, we de-

fine an infinite discrete version of symmetric Nakayama representations using techniques

from persistence theory. We obtain an abelian category which is Frobenius, uniserial,

and symmetric. After stabilising, we obtain our desired (−1)-Calabi–Yau triangulated

category. The category C−1,1 is additive equivalent to the Holm–Jørgensen category hav-

ing (−1)-Calabi–Yau dimension, and we conjecture that the two categories are triangle

equivalent.
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Chapter 1

Introduction

The classical cluster category of type An, C(An) was defined by Buan, Marsh, Reineke,

Reiten, and Todorov in [7] as the orbit category Db(KAn)/Στ−1. The geometric model of

C(An) was described by Caldero, Chapoton, and Schiffler in [9], in terms of a (n+3)-gon:

the isoclasses of indecomposable objects of C(An) are in bijection with the diagonals of

the (n+3)-gon. Keller proved in [34] that C(An) is a 2-Calabi–Yau triangulated category,

meaning that its Hom-spaces are somehow “symmetric”. More precisely, for each pair of

objects a, b ∈ C(An), there is a natural isomorphism

HomC(An)(a, b)
∼= DHomC(An)(b,Σ

2a)

where Σ is the shift functor on C(An) and D = HomK(−,K) is the usual vector space dual-

ity. Another important property of C(An) is that it has cluster-tilting subcategories, which

can be viewed as “projective-minded generating sets” and correspond to triangulations of

the (n+ 3)-gon in the geometric model.

By considering the orbit categories of the infinite quivers A∞ and A∞
∞, Liu and Paquette

obtained in [39] infinite versions of the category C(An). The orbit category of A∞ coincides

with the Holm-Jørgensen category T2, which first appeared in [26] and [32] as the finite

derived category of K[T ] viewed as a differential graded algebra with T in degree one.

Equivalently, in [3] the category T2 was obtained by stabilising a certain subcategory of a

Grassmannian category of infinite rank. By [35], the category T2 is also the unique alge-

braic triangulated category generated by a 2-spherical object, up to triangle equivalence.

The Holm–Jørgensen and Liu–Paquette categories have geometric models which generalise

the (n+3)-gon of C(An): the indecomposable objects of the Holm–Jørgensen category are

in bijection with certain pairs of integers, while for the Liu–Paquette category they are in

bijection with certain pairs of elements of an infinite strip, see [26] and [39] respectively.

Igusa–Todorov discrete cluster categories. Given a positive integer m, Igusa and

Todorov defined the category Cm in [30]. This category is a generalisation of the Holm–

Jørgensen and Liu–Paquette categories. The category Cm has a geometric model in terms

of an ∞-gon Zm, which consists of an infinite discrete set of marked points on the circle
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S1. The marked points on S1 accumulate to a finite number, m, of two-sided accumulation

points. When m = 1 and m = 2, the ∞-gon Zm coincides, respectively, with the set of

integers and with the infinite strip mentioned above.

The category Cm is a Hom-finite, K-linear, Krull–Schmidt, 2-Calabi–Yau triangulated

category. Moreover, Cm has a nice geometric model. The indecomposable objects of Cm
can be regarded as the arcs of Zm, while the Hom-spaces are at most one-dimensional and

can be understood in terms of crossings of arcs. The geometric model of Cm allows us to

use combinatorics for classifying some important classes of subcategories. For instance, the

cluster-tilting subcategories of Cm were classified in [21] in terms of certain triangulations

of the ∞-gon Zm. This classification generalises the results in [26] and [39] for the cases

m = 1 and m = 2.

The torsion pairs of Cm were classified in [21] in terms of sets of arcs satisfying certain com-

binatorial conditions about arc crossings, the Ptolemy condition, and converging sequences

of arcs, the precovering conditions. This classification generalises the results in [41] and

[11] for the cases m = 1 and m = 2 respectively. Particular kinds of torsion pairs are

the t-structures, which were classified in [22] with combinatorial objects called decorated

non-crossing partitions. These consist of a non-crossing partition of the set {1, . . . ,m} dec-
orated by elements of the closure of Zm. Similar combinatorial objects, the non-exhaustive

non-crossing partitions, were used in [22] to describe the thick subcategories of Cm.

The Paquette–Yıldırım completion. The completion of Cm can be viewed as closing

Cm under “limits” of arcs of Zm. By completing Cm, we obtain a new triangulated category

which maintains some of the main features of Cm. In [19] Fisher introduced the completion

of the Holm–Jørgensen category T2 by taking the homotopy colimit closure of T2. In [17]

Cummings and Gratz studied Neeman’s completion of Cm using metrics coming from the

t-structures in Cm. In Chapter 4 we work with the Paquette–Yıldırım completion, Cm, of
Cm, introduced in [43]. The category Cm was obtained by first considering the category C2m
obtained by doubling the accumulation points of Zm, and then localising C2m with respect

to a specific thick subcategory. In [3] the authors proved that C1 is triangle equivalent to

Fisher’s completion of T2, and we expect that this holds in general for any m ≥ 1.

The Paquette–Yıldırım completion Cm is a Hom-finite, K-linear, Krull–Schmidt triangu-

lated category and has a geometric model similar to the one for Cm. The indecomposable

objects of Cm are in bijection with arcs, or limits of arcs, of Zm. The category Cm inherits

many properties from Cm. For instance, Cm also has cluster tilting subcategories which

correspond to certain triangulations of the closure, Zm, of Zm. In [10] the category Cm
was endowed with a specific extriangulated structure and its cluster-tilting subcategories,

with respect to the new extriangulated structure, were classified in terms of a larger class

of triangulations of Zm.

Despite Cm and Cm having many similarities, they also have relevant differences. One

remarkable difference is that Cm is not 2-Calabi–Yau, although it is weakly 2-Calabi–Yau

with respect to the extriangulated structure of [10]. Moreover, by a result in [49], Cm has
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only trivial co-t-structures because it is 2-Calabi–Yau, but both non-trivial t-structures

and co-t-structures exist in Cm. In Chapter 4 we classify t-structures and co-t-structures

in Cm using combinatorial objects similar to the decorated non-crossing partitions of [22].

Theorem A (Theorem 4.7.4). There is a bijection between the aisles of t-structures in

Cm and the half-decorated non-crossing partitions of {1, . . . , 2m}.

Theorem B (Theorem 4.8.2). There is a bijection between the aisles of the co-t-structures

in Cm and the half-decorated half-non-crossing partitions of {1, . . . , 2m}.

In addition we prove that there exists a bijection between the functorially finite co-t-

structures in Cm and the t-structures in Cm. Another important difference between Cm
and Cm is about recollements. These are the analogues of short exact sequences of trian-

gulated categories. The thick subcategories of Cm and Cm were classified in [22] and in [40]

respectively. Recollements are in bijection with torsion torsion-free triples, as explained

in [42], or equivalently with functorially finite thick subcategories. The only functorially

finite thick subcatgories of Cm are 0 and Cm itself, but this is no longer true for Cm.

Theorem C (Theorem 4.8.25). There is a bijection between the functorially finite thick

subcategories of Cm and certain half-decorated half-non-crossing partitions of {1, . . . , 2m}.

Different Calabi–Yau versions. There exist analogues of the classical cluster category

C(An) and of the Holm–Jørgensen category having different Calabi–Yau parameters. It is

therefore natural to search for different Calabi–Yau versions of the category Cm. For an

integer w ≥ 2, in Chapter 5 we define the category Cw,m as a (not full) subcategory of Cm.
In [27] the authors introduced the definition of w-admissible object (or arc), where being

w-admissible is determined combinatorially. We extend this concept to the category Cm
and we give the notion of w-admissible morphism in Cm. The category Cw,m consists of

the w-admissible objects and morphisms of Cm. We then consider the restriction of the

triangulated structure of Cm to the subcategory Cw,m and we conjecture that this forms a

triangulated structure for Cw,m. We prove that this is true for some cases, and we expect

that this holds in general, but the combinatorial nature of Cw,m does not allow us to

provide a “natural” explanation for this fact.

Based on the assumption that Cw,m is triangulated, we prove that it has w-Calabi–Yau

dimension. In [27] Holm and Jørgensen classified the w-cluster tilting subcategories of Tw
in terms of certain w-admissibile (w+1)-angulations of Zm, which are maximal collections

of non-crossing w-admissible arcs. In addition, in [14] Coelho Simões and Pauksztello

classified the torsion pairs in Tw (for all values w ∈ Z) as certain sets of arcs closed under

taking w-admissible Ptolemy arcs. We extend these results to the category Cw,m.

Proposition D (Proposition 5.6.2). The w-cluster tilting subcategories of Cw,m are in

bijection with certain w-admissible (w + 1)-angulations of Zm.

Theorem E (Theorem 5.7.3). The torsion pairs in Cw,m are in bijection with certain sets

of arcs of Zm closed under taking w-admissible Ptolemy arcs.
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The natural counterpart of higher-Calabi–Yau triangulated categories are negative Calabi–

Yau triangulated categories. The negative Calabi–Yau versions of the Holm–Jørgensen

category were studied, for instance, in [12], [13], and [14], where the simple-minded systems

and torsion pairs were classified. Moreover, in [28] the authors observed that for positive

Calabi–Yau Holm–Jørgensen categories there exist non-trivial t-structures and only trivial

co-t-structures, while for the negative Calabi–Yau cases the opposite holds. Later, in [49]

Zhou and Zhu proved this fact for the more general setting of Calabi–Yau triangulated

categories. Therefore, it is interesting to define also lower-Calabi–Yau versions of Cm. To
this end, we introduce the category C−1,m, which is (−1)-Calabi–Yau version of Cm.

Infinite Nakayama representations. With the aim of defining C−1,m, in Chapter 6

we introduce infinite discrete versions of symmetric Nakayama representations. Given

the finite oriented cycle Cn with n vertices, the projective and injective modules over

the bound path algebra KCn/ radn+1 satisfy some important properties. Indeed, the

category of finitely generated modules over KCn/ radn+1 is Frobenius and symmetric, i.e.

at each vertex n of Cn the indecomposable projective and injective modules Pn and In

coincide. By a well known result due to Happel, see for instance [24], such a category

becomes triangulated after stabilising. Moreover, it also becomes (−1)-Calabi–Yau. We

want to define the infinite discrete version of the bound path algebra KCn/ radn+1, which

we can intuitively interpret as “KZm/ rad∞+1”, and then stabilise the category of its

representations.

To construct the category C−1,m we use techniques from persistence theory. In [16]

Crawley-Boevey provided a decomposition theorem for the pointwise finite dimensional

representations of the real line R in terms of intervals. The pointwise finite dimensional

representations of the circle S1 were studied by Hanson and Rock in [23]. Rock and Zhu

defined the category rep(S1, κ) in [46], which is a continuous version of the category of

representations over a Nakayama algebra. They considered the string representations of

S1, defined in [23] by “rolling up” bounded intervals of R around S1, and introduced κ, the

Kupisch function, whose role is to bound the length of the strings. The Kupisch function

assigns at each point x of S1 the length of the indecomposable projective representation

Px starting at x.

We introduce a Kupisch function, κZm , which is specific to the ∞-gon Zm. Our category

rep(Zm, κZm) of infinite discrete versions of the representations of symmetric Nakayama al-

gebras, is an intermediate step between the categories rep(KCn/ radn+1) and rep(S1, κZm).

The objects of rep(Zm, κZm) are the representations of rep(S
1, κZm) which are “constant”

in between any two consecutive marked points of Zm. We obtain the following results in

Chapter 6.

Theorem F (Theorem 6.3.1). The category rep(Zm, κZm) is abelian and Krull–Schmidt.

The isoclasses of its indecomposable objects are in bijection with certain intervals of R.

Theorem G (Theorem 6.5.1, Theorem 6.7.2). The category rep(Zm, κZm) is Frobenius,

and symmetric, i.e. Pz = Iz for each z ∈ Zm. Moreover, rep(Zm, κZm) is uniserial, i.e.
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its indecomposable objects have a unique (possibly infinite) composition series.

We find that the triangulated category obtained by stabilising rep(Zm, κZm) is (−1)-
Calabi–Yau. Thus, we define C−1,m, the (−1)-Calabi–Yau version of Cm, in this way. We

expect that C−1,1 and the Holm–Jørgensen category T−1 are triangle equivalent because

they are equivalent as additive categories.

Thesis outline. This thesis is organised as follows. In Chapter 2 we give some back-

ground about classical or well-known results. We discuss additive, abelian, Frobenius, and

triangulated categories. In particular, we describe how the stable category of a Frobenius

category becomes triangulated. We also discuss Serre functors, torsion pairs, and clus-

ter tilting subcategories in a triangulated category. Finally, we describe localisation of

triangulated categories.

Chapter 3 is mostly based on already known results of [21] and [22], except for part of

Section 3.4. We introduce the geometric model and main properties of Cm. Then we

present the classifications of the torsion pairs and t-structures in Cm.

Chapter 4 is mostly based on [20]. We discuss the geometric model and main properties

of the Paquette–Yıldırım completion of Cm, Cm. We prove the factorization properties

of the morphisms of Cm and describe its quiver. We classify the precovering and the

extension-closed subcategories of Cm. Then, we classify the torsion pairs, t-structures,

co-t-structures, and recollements in Cm. Finally, we prove that there exists a bijection

between the functorially finite co-t-structures in Cm and the t-structures in Cm.

In Chapter 5 we define the candidate w-Calabi–Yau version of Cm, Cw,m, for w ≥ 2.

We observe that the restriction of the triangulated structure of Cm to Cw,m is a good

candidate for being a triangulated structure for Cw,m. Under the assumption that Cw,m is

triangulated, we prove that it is w-Calabi–Yau and we describe its AR quiver. We then

classify the w-cluster tilting subcategories and the torsion pairs in Cw,m.

In Chapter 6 we define the category rep(Zm, κZm) of the infinite discrete symmetric

Nakayama representations. We prove that rep(Zm, κZm) is abelian and Krull–Schmidt,

and we describe its indecomposable objects. We find the projective-injective objects and

simple objects of rep(Zm, κZm) and we prove that each indecomposable object has a unique

composition series. We describe the AR quiver of rep(Zm, κZm). Finally, we discuss the

main properties of the stable category of rep(Zm, κZm), we give its AR quiver and geo-

metric model, and we prove that it is (−1)-Calabi–Yau.
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Chapter 2

Background

We collect some relevant notions which will be used throughout the other chapters. We

introduce abelian, Frobenius, and triangulated categories. We see how to obtain a tri-

angulated category by stabilising a Frobenius category, and we describe how almost split

sequeneces in a Frobenius category become almost split triangles after stabilising. We in-

troduce torsion pairs, (co-)t-structures, and cluster-tilting subcategories for triangulated

categories. Finally, we see how to obtain a new triangulated category from a given one,

via the Verdier quotient.

2.1 Additive categories and Serre duality

In this section, based on [45, Section I.1], we introduce Serre functors. These functors

are related to the existence of almost split sequences and the Calabi–Yau property in a

triangulated category, see Section 2.3.1, but can be already defined in an additive setting.

We start by recalling some definitions about additive categories.

An additive subcategory of an additive category C is a full subcategory of C containing

the zero object, and being closed under isomorphisms, direct sums and direct summands.

Given an additive category C and an object c ∈ C, we denote by add(c) the smallest

additive subcategory of C containing c. The following are particular kinds of additive

categories, whose objects and Hom-sets can be understood via “building blocks”.

Definition 2.1.1. Let C be an additive category and K be a field.

� We say that C is K-linear if its Hom-sets are K-vector spaces. If the Hom-spaces are

finite-dimensional over K, we say that C is Hom-finite.

� We say that C is Krull–Schmidt if for each non-zero object c ∈ C there exist

c1, . . . , cn ∈ C such that c = c1 ⊕ · · · ⊕ cn and EndC(ci) is a local ring for each

i ∈ {1, . . . , n}.

Given a Krull–Schmidt category C, we denote by ind C the class of its indecomposable

objects.
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Remark 2.1.2. In a Krull–Schmidt category, the decomposition of an object into inde-

composable direct summands is unique, up to isomorphism and reordering the summands,

see [37, Theorem 4.2]. Moreover, an object is indecomposable if and only if its endomor-

phism ring is local.

We now introduce Serre functors.

Definition 2.1.3 ([45, Section I.1]). Let C be an additive, Hom-finite, K-linear category.

A right Serre functor of C is a pair (S, σ) consisting of an additive functor S : C → C
and a collection of isomorphisms σ = (σa,b : HomC(a, b)→ DHomC(b,Sa))a,b∈C which are

natural in a and b, where D(−) = HomK(−,K). A Serre functor is a right Serre functor

which is essentially surjective. A left Serre functor is the dual of a right Serre functor.

Remark 2.1.4 ([45, Corollary I.1.2, Lemma I.1.3, Lemma I.1.5]). The following state-

ments, and their dual versions, hold.

� A right Serre functor is full and faithful.

� A right Serre functor is unique up to natural equivalence.

� A Serre functor is a right Serre functor which is also a left Serre functor.

Serre functors are related to certain bilinear maps. We recall that, given K-vector spaces U

and V , a non-degenerate pairing is a bilinear map Φ: U × V → K such that if Φ(u, v) = 0

for all u ∈ U then v = 0, and if Φ(u, v) = 0 for all v ∈ V then u = 0.

Theorem 2.1.5 ([45, Proposition I.1.4]). Let C be an additive, Hom-finite, K-linear cat-

egory, S : C → C be an additive functor, and (σa : HomC(a,Sa)→ K)a∈C be a collection of

K-linear maps such that for each a, b ∈ C the composition

HomC(a, b)×HomC(b,Sa) −→ HomC(a,Sa)
σa−→ K

(f, g) 7−→ gf 7−→ σa(gf)

is a non-degenerate pairing. Then (S, σ) is a right Serre functor for some collection of

isomorphisms σ = (σa,b : HomC(a, b)→ DHomC(b,Sa))a,b∈C which are natural in a and b.

2.2 Abelian, exact, and Frobenius categories

An exact category consists of an additive category together with a collection of exact

sequences, which play the role of short exact sequences in an abelian category. In the next

chapters, our exact categories live inside an ambient abelian category. Before discussing

exact categories, we recall the main features of abelian categories. We start with the

following definition.

Definition 2.2.1. Let f : a→ b be a morphism in an additive category.

� We say that f is a monomorphism if whenever fg1 = fg2 for some g1, g2 : c → a,

we have that g1 = g2. Dually, f is a epimorphism if whenever g1f = g2f for some

g1, g2 : b→ c, we have that g1 = g2.
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� The kernel of f , if it exists, is a morphism g : c→ a such that fg = 0, and for each

such g′ : c′ → a there exists a unique h : c′ → c such that gh = g′. We denote the

object c by Ker f .

� The cokernel of f , if it exists, is a morphism g : b → c such that gf = 0, and for

each such g′ : b → c′ there exists a unique h : c → c′ such that hg = g′. We denote

the object c by Coker f .

� The image of f , if it exists, is the kernel of the cokernel of f , and is denoted by Imf .

Definition 2.2.2 (See for instance [50, Definition 3.3.4]). Let A be an additive category.

We say that A is abelian if each morphism has kernel and cokernel, each monomorphism

is the kernel of its cokernel, and each epimorphism is the cokernel of its kernel.

Examples of abelian categories are: the category of abelian groups, the category of modules

over a ring, the category of finitely generated modules over a finite-dimensional algebra.

Remark 2.2.3. Let A be an abelian category and f : a → b be a morphism. It is

straightforward to check that the following statements hold.

� The morphism f is a monomorphism if and only if Ker f = 0. Dually, f is an

epimorphism if and only if Coker f = 0.

� The morphism f is an isomorphism if and only if f is a both a monomorphism and

an epimorphism.

One of the main features of abelian categories, is that they have (short) exact sequences.

Definition 2.2.4. Let A be an abelian category. A sequence · · · −→ an−1
fn−1−→ an

fn−→
an+1 −→ · · · of objects and morphisms of A is called exact if Imfn−1 = Ker fn for each n.

An exact sequence of the form 0 −→ a −→ e −→ b −→ 0 is called a short exact sequence.

Now we can define some important additive subcategories of an abelian category.

Definition 2.2.5. Let E be an additive subcategory of A.

� We say that E is extension-closed if for each short exact sequence 0 −→ a −→ e −→
b −→ 0 with a, b ∈ E we have that e ∈ E .

� Assume that E is extension-closed. We say that E , together with the class of short

exact sequences of A having terms in E , is an exact subcategory of A.

� We say that E is a wide subcategory of A if E is closed under kernels, cokernels, and

extensions.

Abelian categories and wide subcategories are examples of exact categories. Moreover, it

is straightforward to check that a wide subcategory is abelian.

Remark 2.2.6. Exact categories can also be defined without an ambient abelian category,

see for instance [8, Definition 2.1].
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In an exact category E , a short exact sequence 0 −→ a −→ e −→ b −→ 0 in the ambient

abelian category A which restricts to E , i.e. such that a, e, b ∈ E , is called an exact sequence

in E . The collection of exact sequences form an exact structure in E .

Definition 2.2.7. Let E be an exact category.

� A morphism f : a → e in E is a proper monomorphism if there exists an exact

sequence in E of the form 0 −→ a
f−→ e −→ b −→ 0.

� A morphism g : e→ b in E is a proper epimorphism if there exists an exact sequence

in E of the form 0 −→ a −→ e
g−→ b −→ 0.

Some exact sequences are central for studying the Auslander–Reiten theory of an exact

category. Before introducing them, we give the following definition.

Definition 2.2.8. Let f : a→ b be a morphism in an additive category. We say that f is

� a split monomorphism if there exists f ′ : b→ a such that f ′f = 1a,

� a split epimorphism if there exists f ′ : b→ a such that ff ′ = 1b,

� left almost split if f is not a split monomorphism and each g : a→ c which is not a

split monomorphism factors through f ,

� is right almost split if f is not a split epimorphism and each g : c → b which is not

a split epimorphism factors through f .

Definition 2.2.9. An exact sequence 0 −→ a
f−→ e

g−→ b −→ 0 in an exact category is

split if f is a split monomorphism, or equivalently g is a split epimorphism.

Definition 2.2.10 (See for instance [2, Definition 1.11, Theorem 1.13]). An exact sequence

0 −→ a
f−→ e

g−→ b −→ 0 in an exact category is almost split, or an Auslander–Reiten

(AR) sequence, if a and b are indecomposable and f is left almost split.

It is straightforward to check that, given a ∈ ind E , there exists at most one, up to

equivalence, almost split sequence of the form 0 −→ a −→ e −→ b −→ 0. We write a = τb

and call it the Auslander–Reiten (AR) translate of a.

Among exact categories, Frobenius categories are important because they become trian-

gulated after stabilising, see Section 2.3.2.

Definition 2.2.11. Let E be an exact category.

� An object x ∈ E is projective if each short exact sequence in E of the form 0 −→
e1 −→ e2 −→ x −→ 0 with e1, e2 ∈ E splits. We denote by Proj E the class of

projective objects of E .

� An object x ∈ E is injective if each short exact sequence in E of the form 0 −→
x −→ e1 −→ e2 −→ 0 splits. We denote by Inj E the class of injective objects of E .

� We say that E has enough projectives if for each e ∈ E there exists a proper epimor-

phismmorphism x→ e with x ∈ Proj E .
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� We say that E has enough injectives if for each e ∈ E there exists a proper monomor-

phism e→ x with x ∈ Inj E .

� We say that E is Frobenius if E has enough projectives, enough injectives, and

Proj E = Inj E .

2.3 Triangulated categories

In this section we introduce triangulated categories, as most of our work will be carried in a

triangulated setting. After defining (algebraic) triangulated categories, we discuss certain

important classes of subcategories (namely extension-closed subcategories, precovering

and preenveloping subcategories), torsion pairs, cluster-tilting subcategories, and Verdier

quotients.

2.3.1 Definition

Triangulated categories, introduced in [48], are analogues of exact categories: they are

additive categories having triangles, playing the role of exact sequences for exact categories,

which can be “rotated”.

Consider an additive category T equipped with an automorphism Σ: T → T called a

shift functor. A sextuple in T consists of a sequence of objects and morphisms of T
of the form a

f−→ e
g−→ b

h−→ Σa. Given two sextuples a
f−→ e

g−→ b
h−→ Σa and

x
u−→ y

u−→ z
w−→ Σx, a morphism of sextuples consists of a triple (α, β, γ) of morphisms

α : a→ x, β : e→ y, and γ : b→ z, such that the diagram below commutes.

a e b Σa

x y z Σx

f

α

g

β

h

γ Σα

u v w

If α, β and γ are isomorphisms, then (α, β, γ) is called an isomorphism of sextuples. We

recall the following definition, see for instance [25, Definition 3.1].

Definition 2.3.1. An additive category T is called pre-triangulated if T has a shift functor

Σ and a class of sextuples, called triangles, satisfying the following axioms.

(TR1) 1. The class of triangles is closed under isomorphism.

2. If a ∈ T then a
1−→ a −→ 0 −→ Σa is a triangle.

3. Each morphism h : b→ Σa can be extended to a triangle a −→ e −→ b
h−→ Σa.

(TR2) The sextuple a
f−→ e

g−→ b
h−→ Σa is a triangle if and only if e

g−→ b
h−→ Σa

−Σf−→ Σe

is a triangle.

(TR3) Let a
f−→ e

g−→ b
h−→ Σa and x

u−→ y
v−→ z

w−→ Σx be triangles, and let α : a→ x,

β : e→ y be morphisms such that βf = uα. Then there exists a morphism γ : b→ z
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such that the following diagram commutes.

a e b Σa

x y z Σx

f

α

g

β

h

γ Σα

u v r

If additionally T satisfies the following equivalent axioms, then we say that T is triangu-

lated.

(TR4) (Octahedral axiom) Let a
f−→ e

g−→ b
h−→ Σa, x

u−→ e
v−→ e′

w−→ Σx, a
vf−→ e′

g′−→
b′

h′−→ Σa be triangles. Then there exists a triangle x
u′−→ b

v′−→ b′
w′
−→ Σx such that

the following diagram commutes.

x x

a e b Σa

a e′ b′ Σa

Σx Σx Σe

1

u u′

f

1

g

v

h

v′ 1

vf g′

w

h′

w′ Σf

1 Σu

(TR4’) Let a
f−→ e

g−→ b
h−→ Σa, x

u−→ e
v−→ e′

w−→ Σx, and e
(−gv )
−→ b⊕ e′ ( v′ g′ )−→ b′

α−→ Σe

be triangles. Then there exist triangles a
f ′−→ e′

g′−→ b′
h′−→ Σa and x

u′−→ b
v′−→

b′
w′
−→ Σx such that the following diagram commutes and α = h′Σf = (Σu)w′.

x x

a e b Σa

a e′ b′ Σa

Σx Σx Σe

1

u u′

f

1

g

v

h

v′ 1

f ′ g′

w

h′

w′ Σf

1 Σu

(TR4”) Let a
f−→ e

g−→ b
h−→ Σa and a

u−→ x
v−→ y

w−→ Σa be triangles, and let α : b → y

be such that wα = h. Then there exists a morphism β : e→ x such that the following

diagram commutes

a e b Σa

a x y Σa

f

1

g

β

h

α 1

u v w

and e

(
β
−g

)
−→ x⊕ b ( v α )−→ y

(Σf)w−→ Σe is a triangle.
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Remark 2.3.2. We refer to [29, Appendix A] for the equivalence between (TR4), (TR4’),

and (TR4”).

Classical examples of triangulated categories include: the homotopy category and the

derived category of an abelian category, and the classical cluster category of a finite-

dimensional hereditary algebra.

The following are the triangulated analogues of Definition 2.2.9 and Definition 2.2.10.

Definition 2.3.3. A triangle a
f−→ e

g−→ b
h−→ Σa is split if f is a split monomorphism,

or equivalently g is a split epimorphism, or equivalently h = 0.

Definition 2.3.4 ([24, Chapter I Section 4.1]). A triangle a
f−→ e

g−→ b
h−→ Σa in a

triangulated category is almost split, or an Auslander–Reiten (AR) triangle, if a and b are

indecomposable and f is left almost split.

As for the exact setting, given a ∈ ind T , there exists at most one, up to equivalence,

almost split triangle of the form a −→ e −→ b −→ Σa. We write a = τb and we call it the

Auslander–Reiten (AR) translate of b.

Definition 2.3.5. Let T be a K-linear, Hom-finite, Krull–Schmidt triangulated category.

We say that T has almost split triangles if for each t ∈ ind T there exist almost split

triangles τt −→ x −→ t −→ Στt and t −→ y −→ τ−1t −→ Σt.

In a triangulated category, Serre duality is closely related to the existence of almost split

triangles.

Proposition 2.3.6 ([45, Proposition I.2.4]). Let T be a K-linear, Hom-finite, Krull–

Schmidt triangulated category. Then T has almost split triangles if and only if T has a

Serre functor S.

By Proposition [45, Proposition I.2.3], if T has a Serre functor S, then S acts as Στ on

objects, up to isomorphism.

In the next chapters we will often work on triangulated categories whose Hom-spaces are

somehow “symmetric”.

Definition 2.3.7. Let w ∈ Z. A Hom-finite, K-linear triangulated category T is w-

Calabi–Yau, w-CY for short, if Σw is a Serre functor, i.e. there is a natural isomorphism

HomT (x, y) ∼= DHomT (y,Σ
wx) for each x, y ∈ T .

2.3.2 Algebraic triangulated categories

Given a Frobenius category E , we can obtain a triangulated category by stabilising E .
We describe this process by following [50, Chapter 5]. For each a, b ∈ E , we denote by

Proj(a, b) the set of morphism f : a → b of E such that f = hg for some g : a → p and

h : p → b with p ∈ Proj E . Then, we define the stable category E of E as the category

having as objects the same objects of E , and HomE(a, b) = HomE(a, b)/Proj(a, b) for each

a, b ∈ E . Note that e ∈ E is such that e = 0 in E if and only if e ∈ Proj E . Given a
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morphism f : a → b, we often denote by [f ] the equivalence class f + Proj(a, b), which is

a morphism [f ] : a→ b in E .

The exact structure on E induces a triangulated structure on E . We describe the shift

functor. Consider an object a ∈ E . Since E has enough injectives, there exists a proper

monomorphism ι : a −→ p with p ∈ Inj E = Proj E . Thus, ι can be extended to an exact

sequence 0 −→ a
ι−→ p

π−→ Σa −→ 0, where Σa = Coker ι. By [50, Section 5.1.2], Σ

induces an autoequivalence on E , and is independent of the choice of p.

Now we describe the triangles in E . Consider an exact sequence 0 −→ a
f−→ e

g−→
b −→ 0, since p is injective, there exists φ : e → p such that φf = ι. Moreover, by the

universal property of the cokernels, there exists h : b→ Σa such that the following diagram

commutes.

0 a e b 0

0 a p Σa 0

f

1

g

φ h

ι π

Finally, the sextuple a
[f ]−→ e

[g]−→ b
[h]−→ Σa is called a standard triangle.

Proposition 2.3.8 ([50, Proposition 5.1.10]). Let E be a Frobenius category. Then the

autoequivalence Σ together with the sextuples of E which are equivalent to the standard

triangles, form a triangulated structure on E.

We recall that an equivalence between two triangulated categories is a triangle equivalence

if it sends triangles to triangles and commutes with the shift functors.

Definition 2.3.9. A triangulated category T is called algebraic if there exists a Frobenius

category E such that T is triangulated equivalent to E .

Given a Frobenius category E , we want to see if the property of being Krull–Schmidt is

preserved after stabilising. We cannot find references for this, thus we provide an argument

for the convenience of the reader.

First note that an object a in a Krull–Schmidt Frobenius category E is indecomposable in

E if and only if a ∼= a′ ⊕ p in E , for some a′ ∈ ind E \ Proj E and p ∈ Proj E .

Lemma 2.3.10. Let E be a Frobenius category. If E is K-linear, Hom-finite and Krull–

Schmidt, then so is E.

Proof. It is straightforward to check that E is K-linear and Hom-finite, we show that E
is Krull–Schmidt. For each object a ∈ E there exist a1, . . . , an ∈ E such that EndE(ai)

is local for each i ∈ {1, . . . , n}, and a = a1 ⊕ · · · ⊕ an in E . Consider all the non-

projective-injective objects among a1, . . . , an, and reindex them as a1, . . . , ak. We have

that EndE(ai) = EndE(ai)/Proj(ai, ai) ̸= 0 is local for each i ∈ {1, . . . , k} because the

quotient of a local ring is again local, and a = a1 ⊕ · · · ⊕ ak in E . This proves that E is

Krull–Schmidt.

Given a Frobenius category E , each almost split triangle in E is obtained by stabilising an
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almost split sequence in E . Moreover, each irreducible morphism between indecomposable

objects in E is obtained by stabilising an irreducible morphism between indecomposable

objects in E , see Definition 2.3.12 for the notion of irreducible morphism. We believe that

these facts are well known, but, since we cannot find references, we provide arguments in

Proposition 2.3.13 and Corollary 2.3.14. We start with the following lemma.

Lemma 2.3.11. Let E be a Hom-finite, K-linear, Krull–Schmidt Frobenius category and

f : a→ b be a morphism of E. The following statments hold.

1. If f is a split monomorphism in E, then [f ] is a split monomorphism in E.

2. If f is a split epimorphism in E, then [f ] is a split epimorphism in E.

3. If a ∈ ind E\Proj E and [f ] is a split monomorphism in E, then f is a split monomor-

phism in E.

4. If b ∈ ind E \Proj E and [f ] is a split epimorphism in E, then f is a split epimorphism

in E.

Proof. Statement (1) is straightforward, and statements (2) and (4) are the duals of state-

ments (1) and (3) respectively. We prove statement (3). If [f ] : a→ b is a split monomor-

phism in E , then there exists [f ′] : b → a such that [f ′][f ] = [1a], i.e. f ′f − 1a = p for

some p ∈ Proj(a, a). Since a is indecomposable, EndE(a) is local and then either f ′f is

an isomorphism or f ′f − 1a = p is an isomorphism. In the first case we obtain that f is

a split monomorphism. Now assume that p is an isomorphism, we write p = p2p1 where

p1 : a→ q, p2 : q → a, and q ∈ Proj E . We have that p1 is a split monomorphism, and as a

consequence a is projective. This contradicts the assumption that a is not projective and

concludes the argument.

Definition 2.3.12. Let f : a → b be a morphism in an additive category. We say that

f is irreducible if f is not a split monomorphism nor a split epimorphism, and whenever

f = hg for some g : a → c and h : c → b, we have that g is a split monomorphism or h is

a split epimorphism.

Proposition 2.3.13. Let E be a Hom-finite, K-linear, Krull–Schmidt Frobenius category

and f : a→ b be a morphism in E. The following statements hold.

1. If a, b ∈ ind E \Proj E, then f is irreducible in E if and only if [f ] is irreducible in E.

2. If f is a monomorphism and a ∈ ind E \Proj E, then f is left almost split if and only

if [f ] is left almost split.

3. If f is an epimorphism and b ∈ ind E \Proj E, then f is right almost split if and only

if [f ] is right almost split.

Proof. First we prove (1). Assume that f : a→ b is irreducible in E . Since f is not a split

monomorphism nor a split epimorphism, by Lemma 2.3.11, [f ] is not a split monomorphism

nor a split epimorphism. Assume that [f ] = [h][g] = [hg] for some g : a→ c and h : c→ b in
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E . We have that f−hg = p2p1 for some p1 : a→ q and p2 : q → b where q ∈ Proj E = Inj E .
Since f is irreducible, f is either a monomorphism or an epimorphism. Assume that f

is a monomorphism, the other case is dual. Since q ∈ Inj E , there exists α : b → q such

that αf = p1. As a consequence, hg = (p2α+ 1b)f . Since EndE(b) is local, p2α+ 1b is an

isomorphism because p2α is not an isomorphism. Indeed, if p2α is an isomorphism then α

is a split monomorphism and b ∈ Proj E , giving a contradiction. Thus, f = (p2α+1b)
−1hg

and, from the fact that f is irreducible, g is a split monomorphism or (p2α + 1b)
−1h is a

split epimorphism. We obtain that [g] is a split mono or [h] is a split epimorphism. This

proves that [f ] is irreducible.

Now assume that a, b ∈ ind E \ Proj E and that [f ] : a → b is irreducible in E . We have

that f is not a split monomorphism nor a split epimorphism. If f = hg for some g : a→ c

and h : c → b, then [f ] = [h][g]. Therefore, [g] is a split monomorphism or [h] is a split

epimorphism, and then g is a split monomorphism or h is a split epimorphism. We can

conclude that f is irreducible in E .

Now we prove (2), the proof of (3) is dual. If f is left almost split, then f is not a split

monomorphism and therefore, by Lemma 2.3.11 [f ] is not a split monomorphism in E .
Consider [g] : a → c in E which is not a split monomorphism, and then g : a → c is not

a split monomorphism in E . Since f is left almost split, there exists h : b → c such that

hf = g, and as a consequence [h][f ] = [g]. This proves that [f ] is left almost split.

Now assume that [f ] is left almost split. We show that f is left almost split. Since [f ] is not

a split monomorphism, f is not a split monomorphism. Now consider a morphism g : a→ c

which is not a split monomorphism in E . Then [g] : a → c is not a split monomorphism,

and then there exists [h] : b → c such that [h][f ] = [g], i.e. hf = g + p2p1 for some

p1 : a→ q and p2 : q → c with q ∈ Proj E = Inj E . Since f is a monomorphism, there exists

α : b → q such that αf = p1, and then (h − p2α)f = g. We can conclude that f is left

almost split.

The following is immediate from the proposition above.

Corollary 2.3.14. Let E be a Hom-finite, K-linear, Krull–Schmidt Frobenius category. If

0 −→ a
f−→ e

g−→ b −→ 0 is an almost split sequence in E, then a [f ]−→ e
[g]−→ b −→ Σa is

an almost split triangle in E.

2.3.3 Extension-closed subcategories

In this section we introduce extension-closed subcategories of triangulated categories. The

following setup will be used in the next sections of this chapter.

Setup 2.3.15. The category T will be Hom-finite, K-linear, Krull–Schmidt, and triangu-

lated.

We start with some notation. Given additive subcategories X and Y of T , we write

X ∗ Y = {t ∈ T | there exists x −→ t −→ y −→ Σx for some x ∈ X and y ∈ Y} .
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Moreover, we write HomT (X ,Y) = 0 if HomT (x, y) = 0 for each x ∈ X and y ∈ Y. The

following is a condition that ensures that X ∗ Y is still additive.

Proposition 2.3.16 ([31, Proposition 2.1]). Let X ,Y be additive subcategories of T . If

HomT (X ,Y) = 0 then X ∗Y is closed under direct summands, and is therefore an additive

subcategory of T .

Remark 2.3.17. Let X ,Y,Z be additive subcategories of T . By the Octahedral Axiom

we obtain that (X ∗ Y) ∗ Z = X ∗ (Y ∗ Z), so we write: X ∗ Y ∗ Z, see for instance [18,

Lemma 2.1].

Now we give some definitions, which will be useful when discussing torsion pairs, cluster-

tilting subcategories, and thick subcategories.

Definition 2.3.18. An additive subcategory X of T is called

� extension-closed if X ∗ X = X ,

� suspended if X is extension-closed and ΣX ⊆ X ,

� co-suspended if X is extension-closed and Σ−1X ⊆ X ,

� thick if X is suspended, and co-suspended.

2.3.4 Precovering and preenveloping subcategories

In this section we keep Setup 2.3.15. We discuss the properties of certain subcategories

of T which are “approximating”. Torsion classes and cluster-tilting subcategories are

examples of subcategories with this property, see Section 2.3.5 and Section 2.3.6.

Definition 2.3.19. Let X be an additive subcategory of T .

� We say that f : a → b is right minimal if for each g : a → a such that fg = f we

have that g is an isomorphism.

� We say that f : a→ b is left minimal if for each g : b→ b such that gf = f we have

that g is an isomorphism.

� A morphism f : x→ t with x ∈ X is an X -precover, or right X -approximation of t if

any f ′ : x′ → t factors through f . An X -cover is a right minimal X -precover. The

subcategory X is precovering, or contravariantly finite, if each object of T has an

X -precover.

� A morphism g : t → x with x ∈ X is an X -preenvelope, or left X -approximation, if

any g′ : t → x′ factors through g. An X -envelope is a left minimal X -preenvelope.
The subcategory X is preenveloping, or covariantly finite, if each object of T has an

X -preenvelope.

� The subcategory X is functorially finite if it is both precovering and preenveloping.

Remark 2.3.20. Being precovering can be checked at the level of the indecomposable

objects. More precisely, X is a precovering subcategory of T if and only if for any t ∈ ind T
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there exist x ∈ X and f : x → t such that any g : x′ → t with x′ ∈ indX factors through

f , cf. [4, p. 81].

Lemma 2.3.21 ([33, Lemma 4.1]). Let X be an additive subcategory of T and let t ∈ T .
If there exists an X -precover f : x→ t, then there exists x′ ∈ X such that x ∼= x′ ⊕ x′′ for
some x′′ ∈ X , and the composition

x′
( 10 )−→ x′ ⊕ x′′ ∼= x

f−→ t

is an X -cover of t.

In [33] it is further assumed that X is extension-closed, but if we remove this assumption

the same argument can be applied.

The following lemma will be useful in Section 2.3.6. It consists of [47, Lemma 5.3] for

preenveloping subcategories, and its dual for precovering subcategories. The statement in

the given reference has a different level of generality, therefore we give part of the proof

for the convenience of the reader.

Lemma 2.3.22. Let X and Y be additive subcategories of T such that HomT (X ,Y) = 0.

The following statements hold.

1. If X and Y are preenveloping in T , then X ∗ Y is preenveloping.

2. If X and Y are precovering in T , then X ∗ Y is precovering.

Proof. We prove (1), the proof of (2) is dual. First note that, since HomT (X ,Y) = 0,

by Proposition 2.3.16, X ∗ Y is an additive subcategory of T . Let t ∈ T and consider a

Y-preenvelope of t, denoted h : t→ y. We extend h to a triangle Σ−1y
f−→ s

g−→ t
h−→ y.

Now consider an X -preenvelope of s, denoted v : s → x, and extend it to a triangle

r
u−→ s

v−→ x
w−→ Σr.

We extend the morphism
( g
−v
)
: s→ t⊕ x to a triangle s

(
g
−v

)
−→ t⊕ x (α β )−→ z −→ Σs. By

(TR4’) of Definition 2.3.1, there exist triangles Σ−1y −→ x
β−→ z −→ y and r −→ t

α−→
z −→ Σr such that the following diagram commutes.

r r

Σ−1y s t y

Σ−1y x z y

Σr Σr

1

u

f

1

g

v

h

α 1

β

w

1

Now, by [47, Lemma 5.3], we obtain that α : t → z is an X ∗ Y-preenvelope of t. Thus,

X ∗ Y is preenveloping.
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2.3.5 Torsion pairs

The notion of torsion pair in a triangulated setting is due to [31]. T-structures, introduced

in [5], and co-t-structures, introduced in [44] and [6] where they are called weight structures,

are particular kinds of torsion pairs. In this section we keep Setup 2.3.15.

Definition 2.3.23. Let X and Y be additive subcategories of T . The pair (X ,Y) is called

� a torsion pair if HomT (X ,Y) = 0 and T = X ∗ Y,

� a t-structure if (X ,Y) is a torsion pair and ΣX ⊆ X ,

� a co-t-structure if (X ,Y) is a torsion pair and Σ−1X ⊆ X .

If (X ,Y) is a torsion pair, then X is called a torsion class and Y is called a torsion-free

class. If (X ,Y) is a t-structure or a co-t-structure, X is called the aisle and Y is called

the co-aisle. The heart of a t-structure (X ,Y) is X ∩ΣY. The co-heart of a co-t-structure

(X ,Y) is X ∩ Σ−1Y.

Definition 2.3.24. Let (X ,Y) be a t-structure or a co-t-structure, we say that (X ,Y) is

� left bounded, or right bounded, if T =
⋃
n∈ZΣ

nX or T =
⋃
n∈ZΣ

nY, respectively,

� bounded if (X ,Y) is left bounded and right bounded,

� left non-degenerate, or right non-degenerate, if
⋂
n∈ZΣ

nX = 0 or
⋂
n∈ZΣ

nY = 0,

respectively, and

� non-degenerate if (X ,Y) is left non-degenerate and right non-degenerate.

Remark 2.3.25. It is straightforward to check that if (X ,Y) is left bounded then it is

right non-degenerate, and if it is right bounded then it is left non-degenerate.

Given X and Y additive subcategories of T , we denote

X⊥ = {t ∈ T | HomT (X , t) = 0} and ⊥X = {t ∈ T | HomT (t,X ) = 0}.

The following lemma is known as the triangulated version of Wakamatsu’s Lemma, and is

useful to prove Proposition 2.3.27, which characterises torsion pairs.

Lemma 2.3.26 (Triangulated Wakamtsu’s Lemma, see for instance [33, Lemma 2.1]).

Let X be an extension-closed subcategory of T and t ∈ T . Assume that there exists an

X -cover f : x→ t, and extend it to a triangle x
f−→ t −→ y −→ Σx. Then y ∈ X⊥.

Proposition 2.3.27 ([31, Proposition 2.3]). Let X and Y be additive subcategories of T .
The following statements are equivalent.

� (X ,Y) is a torsion pair.

� The subcategory X is extension-closed, precovering, and Y = X⊥.

� The subcategory Y is extension-closed, preenveloping, and X = ⊥Y.

We recall the following notion from [6].
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Definition 2.3.28. Let (X ,Y) be a co-t-structure in T .

� If X is functorially finite, then (⊥X ,X ) is called its left adjacent t-structure.

� If Y is functorially finite, then (Y,Y⊥) is called its right adjacent t-structure.

� If X and Y are functorially finite, then we say that (X ,Y) is a functorially finite

co-t-structure.

A triple (X ,Y,Z) of subcategories of T is called torsion torsion-free triple (TTF triple

for short) if (X ,Y) and (Y,Z) are t-structures in T . By Proposition 2.3.27, (X ,Y,Z) is a
TTF triple if and only if Y is a functorially finite thick subcategory of T . TTF triples, and

hence functorially finite thick subcategories, are in bijection with equivalence classes of

recollements, see for instance [42, Section 2.2], which can be regarded as “exact sequences

of triangulated categories”. We refer to [42] for more details about recollements.

2.3.6 Cluster-tilting subcategories

Cluster-tilting subcategories are “projective-minded generating sets” for a triangulated

category. Inspired by the work in [15] for simple-minded systems, we define left cluster-

tilting and right cluster-tilting subcategories and give a characterization of cluster tilting

subcategories. Throughout this section we keep Setup 2.3.15 and we fix an integer w ≥ 2.

We start with the follwing definition.

Definition 2.3.29. An additive subcategory X of T is called

� weakly left w-cluster tilting if X = {t ∈ T | HomT (X ,Σit) = 0 for all 1 ≤ i ≤ w−1},

� weakly right w-cluster tilting if X = {t ∈ T | HomT (t,Σ
iX ) = 0 for all 1 ≤ i ≤

w − 1},

� weakly w-cluster tilting if it is both left and right weakly w-cluster tilting,

� w-cluster tilting if it is weakly w-cluster tilting and functorially finite.

Remark 2.3.30. If T is w-CY, then an additive subcategory of T is (weak) left w-cluster

tilting if and only if it is (weak) right w-cluster tilting.

The following theorem connects cluster-tilting subcategories with torsion pairs.

Theorem 2.3.31 ([31, Theorem 3.1]). Let X be a w-cluster-tilting subcategory of T . The

following statements hold.

� T = X ∗ ΣX ∗ · · · ∗ Σw−1X .

� (X ∗ · · · ∗ ΣkX ,Σk+1X ∗ · · · ∗ Σw−1X ) is a torsion pair for each 0 ≤ k ≤ w − 2.

We want to prove the proposition below, which is the w-cluster tilting version of [15,

Proposition 2.13].

Proposition 2.3.32. Let X be an additive subcategory of T . The following statements

are equivalent.
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1. The category X is w-cluster tilting.

2. The category X is such that T = X ∗ΣX ∗ · · · ∗Σw−1X and HomT (X ,ΣiX ) = 0 for

each 1 ≤ i ≤ w − 1.

3. The category X is weakly left w-cluster tilting and precovering.

4. The category X is weakly right w-cluster tilting and preenveloping.

Before proceeding with an argument, we need some lemmas. The following is analogous

to [15, Lemma 2.7].

Lemma 2.3.33. Let X be an additive subcategory of T such that HomT (X ,ΣiX ) = 0 for

each 1 ≤ i ≤ w − 1. Then ΣkX ∗ X ⊆ X ∗ ΣkX for each 1 ≤ k ≤ w − 2.

Proof. Let t ∈ ΣkX ∗ X , then there exists a triangle of the form Σkx1 −→ t −→ x2 −→
Σk+1x1 with x1, x2 ∈ X . Note that this is a split triangle beacuse HomT (X ,Σk+1X ) = 0.

Thus, t ∼= x1 ⊕ Σkx2 and there exists a triangle of the form x2 −→ t −→ Σkx1
0−→ Σx2,

i.e. t ∈ X ∗ ΣkX .

Lemma 2.3.34. Let X be an additive subcategory of T such that HomT (X ,ΣiX ) = 0 for

all 1 ≤ i ≤ w − 1. The following statements hold.

1. If X is precovering then X ∗ ΣX ∗ · · · ∗ Σw−2X is an extension-closed precovering

subcategory of T .

2. If X is preenveloping then X ∗ΣX ∗· · · ∗Σw−2X is an extension-closed preenveloping

subcategory of T .

Proof. By Proposition 2.3.16 we have that X ∗ΣX ∗· · ·∗Σw−2X is an additive subcategory

of T and, by Lemma 2.3.22, it is precovering or preenveloping, if (1) or (2), respectively,

holds. Since HomT (X ,ΣX ) = 0, X is extension-closed. Moreover, by Lemma 2.3.33, we

have that

(X ∗ ΣX ∗ · · · ∗Σw−2X ) ∗ (X ∗ ΣX ∗ · · · ∗ Σw−2X ) ⊆

(X ∗ X ) ∗ Σ(X ∗ X ) ∗ · · · ∗ Σw−2(X ∗ X ) ⊆ X ∗ ΣX ∗ · · · ∗ Σw−2X .

Thus, we conclude that X ∗ ΣX ∗ · · · ∗ Σw−2X is extension-closed.

Proof of Proposition 2.3.32. From Definition 2.3.29 it follows that (1) implies (3) and (4).

Moreover, by Theorem 2.3.31, (1) implies (2).

We prove that (2) implies (3) and (4). Since HomT (X ,ΣiX ) = 0 for each 1 ≤ i ≤ w − 1,

by Proposition 2.3.16 we have that ΣX ∗ · · · ∗ Σw−1X and X ∗ · · · ∗ Σw−2X are additive

subcategories of T . Moreover, HomT (X ,ΣX ∗ · · · ∗ Σw−1X ) = 0 and HomT (X ∗ · · · ∗
Σw−2X ,Σw−1X ) = 0. Since T = X ∗ΣX ∗· · ·∗Σw−1X , it follows that (X ,ΣX ∗· · ·∗Σw−1X )
and (X ∗ · · · ∗ Σw−2X ,Σw−1X ) are torsion pairs. By Proposition 2.3.27, X is precovering

and Σw−1X is preenveloping, i.e. X is functorially finite. Moreover, Σw−1X = (X ∗ · · · ∗
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Σw−2X )⊥ and X = ⊥(ΣX ∗ · · · ∗ Σw−1X ). Then X is weakly left w-cluster tilting and

weakly right w-cluster tilting. This proves that (2) implies (3) and (4). Moreover, (2)

implies (1) because (2) and (3) together imply (1).

Now we prove that (3) implies (2). By Lemma 2.3.34, Σ−w+1(X ∗· · ·∗Σw−2X ) = Σ−w+1X ∗
· · · ∗ Σ−1X is precovering and closed under extensions. Since X is weakly left w-cluster

tilting, we also have that X = (Σ−w+1X ∗ · · · ∗Σ−1X )⊥. Then (Σ−w+1X ∗ · · · ∗Σ−1X ,X )
is a torsion pair and T = Σw−1(Σ−w+1X ∗ · · · ∗ Σ−1X ∗ X ) = X ∗ · · · ∗ Σw−2X ∗ Σw−1X .
We conclude that (3) implies (2). The proof that (4) implies (2) is analogous.

2.3.7 Verdier quotients

Given a triangulated category, we obtain a new triangulated category by localising with

respect to a thick subcategory. This process is called Verdier localisation and was first

defined in [48]. We describe this process following [36]. In this section we keep Setup

2.3.15, and we fix a thick subcategory D of T .

Let us denote by S the class of morphisms f : t1 → t2 of T which extend to triangles of

the form t1
f−→ t2 −→ d −→ Σt1 with d ∈ D. The class S forms a multiplicative system

which is compatible with the triangulation, see [36, Section 3.1, Section 4.3].

Let f : t1 → c and σ : t2 → c be morphisms of T with σ ∈ S. We call a left fraction a pair of

morphisms (f, σ) and we denote it by t1
f−→ c

σ←− t2. Two left fractions t1
f1−→ c1

σ1←− t2

and t1
f2−→ c2

σ2←− t2 are equivalent if there exists a left fraction t1
f3−→ c3

σ3←− t2 and

morphisms α : c1 → c3 and β : c2 → c3 such that the following diagram commutes.

c1

t1 c3 t2

c2

α
f1

f3

f2

g1

g3

g2
β

It is straightforward to check that this is indeed an equivalence relation, and we denote the

equivalence class of (f, σ) by [f, σ]. Given two equivalence classes of left fractions [t1
f1−→

c1
σ1←− t2] and [t2

f2−→ c2
σ2←− t3], we define their composition as [f2, σ2][f1, σ1] = [gf1, τσ2],

where c1
g−→ c3

τ←− c2 is a left fraction such that the following diagram commutes.

c3

c1 c2

t1 t2 t3

g τ

f1 σ1 f2 σ2

The existence of the left fraction (g, τ) is guaranteed by the Octahedral Axiom. Moreover,

the composition is well defined, i.e. does not depend on the choice of representatives of

the equivalence classes of left fractions.
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Definition 2.3.35. We define the Verdier quotient as the category T /D having as ob-

jects the same objects of T and as morphisms the equivalence classes of left fractions of

morphisms of T .

Remark 2.3.36. For any f : t1 → c and σ : t2 → c with σ ∈ S it is straightforward to

check that [(f, σ)] = [(f, 1)][(1, σ)], and that [(1, σ)] and [(σ, 1)] are isomorphisms in T /D.

We define the functor Q : T → T /D acting as the identity on objects, and sending mor-

phisms f : t1 → t2 to [t1
f−→ t2

1←− t2]. Then Q makes the morphisms in S invertible, and

is universal with this property, i.e. Q is a quotient functor, see [36, Section 2.2].

The Verdier quotient T /D has a triangulated structure, which consists of

� a shift functor Σ: T /D → T /D acting on objects as Σ: T → T , and on morphisms

as Σ[f, σ] = [Σf,Σσ] for each equivalence class of left fractions [f, σ],

� triangles in T /D given by the image of the triangles in T underQ, up to isomorphism.

Proposition 2.3.37 ([36, Proposition 4.6.2]). The following statements hold.

� There exists a unique triangulated structure on T /D such that Q : T → T /D is a

triangulated functor, i.e. Q is an additive functor sending triangles to triangles and

commuting with Σ.

� A morphism f : t1 → t2 in T is such that Q(f) = 0 in T /D if and only if f = hg

for some g : t1 → d and h : d→ t2 with d ∈ D.

� An object t ∈ T is such that Q(t) = 0 in T /D if and only if t ∈ D.

With Proposition 2.3.38 we prove that there exists a bijection between certain extension-

closed subcategories of T and extension-closed subcategories of T /D. This is a generali-

sation of [48, Proposition 2.3.1] for thick subcategories. We introduce some terminology.

Let U ⊆ T and X ⊆ T /D. The essential image of U under Q, and the preimage of X
under Q, are respectively

Q(U) = {x ∈ T /D | x ∼= Q(u) in T /D for some u ∈ U} and

Q−1(X ) = {t ∈ T | Q(t) ∼= x in T /D for some x ∈ X}.

Proposition 2.3.38. Let T be a triangulated category and D be a thick subcategory. The

following is a bijection.{
Extension-closed subcategories

U ⊆ T such that D ⊆ U

}
←→

{
Extension-closed

subcategories of T /D

}
U 7−→ Q(U)

Q−1(X )←−p X

The argument in [48] is in part not applicable with our assumptions when checking that the

maps are well defined. Therefore, we provide an argument for this statement. Before doing
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so, we have the following lemma, which is included in the argument of [48, Proposition

2.3.1]. Our assumptions are more general than those of [48], therefore we give an argument

for convenience of the reader.

Lemma 2.3.39. Let D be a thick subcategory of T and U be an extension-closed subcat-

egory of T containing D. If t ∈ T and u ∈ U are such that Q(t) ∼= Q(u) in T /D, then
t ∈ U .

Proof. Consider u ∈ U and t ∈ T such that Q(u) ∼= Q(t) in T /D. This means that there

is an isomorphism φ = [t
f−→ c

σ←− u] in T /D, with σ ∈ S. Since φ is an isomorphism,

then f ∈ S, see Remark 2.3.36. We extend σ and f to triangles u
σ−→ c −→ d −→ Σu

and Σ−1d′ −→ t
f−→ c −→ d′ in T with d, d′ ∈ D. Since U is extension-closed, and

Σ−1D = D ⊆ U , we obtain that c ∈ U and then t ∈ U .

Proof of Proposition 2.3.38. We recall that extension-closed subcategories are assumed to

be additive, see Definition 2.3.18. We check that the maps are well defined. To show that

the two maps are mutually inverse we can proceed as in the argument of [48, Proposition

2.3.1]. Let U be an extension-closed subcategory of T containing D. It is straightforward
to see that Q(U) is closed under isomorphism, 0 ∈ Q(U), and that Q(U) is closed under

direct sums. Moreover, by Lemma 2.3.39, it is straightforward to check that Q(U) is closed
under direct summands.

Now we show that Q(U) is extension-closed. Consider a triangle in T /D

x1 −→ y −→ x2 −→ Σx1 (T)

with x1, x2 ∈ Q(U). Then there is a triangle a −→ e −→ b −→ Σa in T whose image under

Q is isomorphic to the triangle (T) in T /D. Thus, in T /D we have the isomorphisms

Q(a) ∼= x1, Q(b) ∼= x2 and Q(e) ∼= y. Since x1, x2 ∈ Q(U), we have that there exist

u1, u2 ∈ U such that x1 ∼= Q(u1) and x2 ∼= Q(u2). Then, by Lemma 2.3.39, we have

that a, b ∈ U . Since U is extension-closed, we obtain that e ∈ U and as a consequence

y ∼= Q(e) ∈ Q(U). Thus, the map U 7→ Q(U) is well defined.

Let X be an extension-closed subcategory of T /D. We check that Q−1(X ) is an additive

subcategory of T . It is straightforward to see that 0 ∈ Q−1(X ), Q−1(X ) is closed under

isomorphisms, direct sums, direct summands, and that D ⊆ Q−1(X ). Now we show

that Q−1(X ) is extension-closed. Consider a triangle a −→ e −→ b −→ Σa in T with

a, b ∈ Q−1(X ). Then its image under Q is a triangle Q(a) −→ Q(e) −→ Q(b) −→ ΣQ(a) in

T /D with Q(a), Q(b) ∈ X . Since X is extension-closed, then Q(e) ∈ X . As a consequence

e ∈ Q−1(X ). Hence, the map X 7→ Q−1(X ) is well defined.
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Chapter 3

Discrete cluster categories

Given a positive integer m and a field K, in [30] Igusa and Todorov defined a cluster

category Cm which generalises the classical cluster category C(An) of type An introduced

in [7] for finite-dimensional hereditary algebras. When m = 1 or m = 2, the category

Cm is equivalent to the Holm–Jørgensen category defined in [26], or to the Liu–Paquette

category defined in [39], respectively. In this chapter we introduce the category Cm, its
properties, geometric model, and AR quiver. We also discuss the classifications of the

torsion pairs from [21] and [22]. These results will be useful in Chapter 4, Chapter 5,

and Chapter 6. The material presented in this chapter consists of already existing results,

except for part of Section 3.4.

3.1 The ∞-gon Zm

We consider the unit circle S1 with anticlockwise orientation endowed with the usual

topology. Given a positive integer m, the ∞-gon Zm is an infinite discrete subset of

S1 consisting of m copies of Z embedded in S1 with m two-sided accumulation points,

see Figure 3.1. We denote the accumulation points of Zm by {1, . . . ,m} = [m]. Given

p ∈ [m] we denote by Z(p) all the elements of Zm which belong to the p-th copy of Z. The
accumulation points are in cyclic order 1 < · · · < m < 1. If p ∈ [m] is an accumulation

point, we denote the successor and the predecessor of p with respect to the cyclic order

by p+ and p−. We also regard [m] as a totally ordered set 1 < · · · < m. This total order

induces a total order ≤ on Zm∪ [m]. We can define intervals in Zm. Given x, y ∈ Zm∪ [m]

we denote

[x, y) =

{z ∈ Zm | x ≤ z < y} if x ≤ y, and

{z ∈ Zm | z ≤ x or z > y} otherwise.

Similarly, we can define the intervals (x, y], (x, y), and [x, y]. Since the set Zm is discrete,

for each z ∈ Zm there exists a predecessor z − 1 and a successor z + 1.

When we write x − y for some x ∈ Z(p), y ∈ Z(q), and p, q ∈ [m], we mean the difference

of x and y regarded as integers, and forgetting about what copy of Z, namely Z(p) or Z(q),

they belong to. More precisely, if we write x = (z1, p) and y = (z2, q) with z1, z2 ∈ Z, then
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x− y = z1 − z2 is an integer.

Definition 3.1.1. A pair x = (x1, x2) of elements of Zm is called an arc if x2 ≥ x1 + 2,

and in that case x1 and x2 are called endpoints or coordinates of x. Given two arcs

x = (x1, x2) and y = (y1, y2) of Zm, we say that x and y cross if x1 < y1 < x2 < y2 or

y1 < x1 < y2 < x2. Given p, q ∈ [m] with p ≤ q, we define

Z(p,q) =
{
(x1, x2) is an arc of Zm

∣∣∣ x1 ∈ Z(p) and x2 ∈ Z(q)
}
.

We introduce some notation which will be useful later. Given x and y both elements of

Zm with x2 ≥ x1 + 2 or x1 ≥ x2 + 2, we define

|x1, x2| =

(x1, x2) if x1 < x2,

(x2, x1) if x2 < x1.

1

2

Figure 3.1: The ∞-gon Z2. The white circles denote the accumulation points.

3.2 The geometric model and AR quiver

Given the ∞-gon Zm and a field K, the category Cm was defined in [30]. This is a K-

linear, Hom-finite, Krull–Schmidt triangulated category. We denote its shift functor by

Σ: Cm → Cm. Moreover, Cm is 2-Calabi–Yau, i.e. Σ2 is a Serre functor. We recall some

properties of Cm.

� There is a bijection between the isoclasses of indecomposable objects of Cm and the

arcs of Zm. We regard the indecomposable objects of Cm as arcs of Zm, see [30,

Section 2.4.1].

� Given x = (x1, x2) ∈ ind Cm we have that Σx = (x1−1, x2−1) by [30, Lemma 2.4.3].

� Given x, y ∈ ind Cm, by [30, Lemma 2.4.4] we have that

HomCm(x, y)
∼=

K if x and Σ−1y cross,

0 otherwise.

Remark 3.2.1. We identify the indecomposable objects of Cm with the arcs of Zm, and
the additive subcategories of Cm with sets of arcs.
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From now on all the subcategories of Cm we refer to are assumed to be additive.

The following result describes the AR quiver of Cm, and Figure 3.2 provides an illustration.

Theorem 3.2.2 ([30, Theorem 2.4.13]). The AR quiver of Cm consists of

� m components of type ZA∞, corresponding to the arcs of Z(p,p) for p ∈ [m],

�

(
m
2

)
components of type ZA∞

∞, corresponding to the arcs of Z(p,q) for p, q ∈ [m] with

p < q.

Z(1,1) Z(2,2)

Z(1,2)

Figure 3.2: The AR quiver of C2.

We extend the definition of Hom-hammocks of Cm, see [26, Definition 2.1], from m = 1 to

the general case m ≥ 1. We refer to Figure 3.3 for an illustration.

Definition 3.2.3. Let a = (a1, a2) ∈ ind Cm. We define

H+(a) = {(x1, x2) ∈ ind Cm | a1 ≤ x1 ≤ a2 − 2 and x2 ≥ a2} and

H−(a) = {(x1, x2) ∈ ind Cm | x1 ≤ a1 and a1 + 2 ≤ x2 ≤ a2}.

Remark 3.2.4. For a, b ∈ ind Cm, by [30, Lemma 2.4.2] it follows that HomCm(a, b)
∼= K

if and only if b ∈ H+(a) ∪H−(Σ2a), or equivalently, a ∈ H+(Σ−2b) ∪H−(b).

aΣ2a

H+(a)H−(Σ2a)

Figure 3.3: The hammocks H+(a) and H−(Σ2a) for some a ∈ ind C2.

The following are the factorization properties of the morphisms in Cm.

Lemma 3.2.5 ([30, Lemma 2.4.2]). Let a, b, c ∈ ind Cm, f : a → b, and g : b → c be

non-zero morphisms. Assume that one of the following statements holds.

1. b ∈ H+(a) and c ∈ H+(a) ∩H+(b).

2. b ∈ H+(a) and c ∈ H−(Σ2a) ∩H−(Σ2b).

3. b ∈ H−(Σ2a) and c ∈ H−(Σ2a) ∩H+(b).

Then gf ̸= 0.
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Remark 3.2.6. We recall that, from [30, Lemma 2.4.11], for an object (a1, a2) ∈ ind C2m,
the irreducible morphisms of Cm are exactly the non-zero morphisms of the form (a1, a2)→
(a1, a2+1) or (a1, a2)→ (a1+1, a2), provided that (a1+1, a2) is still an arc, i.e. a2 ≥ a1+3.

The lemma below will be useful in Section 5.1 for defining Cw,m, the higher-Calabi–Yau

version of Cm.

Lemma 3.2.7. Let a = (a1, a2), b = (b1, b2), c = (c1, c2) ∈ ind Cm be pairwise non-

isomorphic objects, and let f : a → b, g : b → c be non-zero morphisms. Assume that

one of the following statements hold.

1. b ∈ H−(Σ2a) and c ∈ H−(Σ2b).

2. b ∈ H+(a) and c ∈ H+(a) ∩H−(Σ2b).

3. b ∈ H−(Σ2a) and c ∈ H+(a) ∩H+(b).

Then gf = 0.

Proof. Assume that (1) holds. If gf ̸= 0, then c ∈ H+(a) ∪H−(Σ2a). Since H−(Σ2b) ∩
H+(a) = ∅, we have that c ∈ H−(Σ2a) ∩ H−(Σ2b). Thus, H−(Σ2a) ∩ H−(Σ2b) ̸= ∅,

and as a consequence Σ2b ∈ H−(Σ2a). Then, Σ2a ∈ H+(Σ2b), i.e. a ∈ H+(b). Since

a ∈ H+(b) and c ∈ H−(Σ2a) ∩H−(Σ2b), by Lemma 3.2.5, g = βα for some α : b→ a and

β : a → c. We obtain that gf = βαf ̸= 0, and then αf : a → a is non-zero. Therefore, α

is a split epimorphism and a ∼= b, giving a contradiction. We can conclude that gf = 0.

Now assume that (2) holds, when (3) holds the proof is similar. If gf ̸= 0, then H+(a) ∩
H−(Σ2b) ̸= ∅ because c belongs to both. As a consequence, Σ2b ∈ H+(a), i.e. a ∈
H−(Σ2b). Since a ∈ H−(Σ2b) and c ∈ H−(Σ2b) ∩ H+(a), by Lemma 3.2.5, g = βα

for some α : b → a and β : a → c. We obtain a contradiction similarly as above. This

concludes the proof.

3.3 Precovering subcategories

The precovering subcategories of Cm were classified in [21], and in [41] for the case m = 1,

in terms of converging sequences of arcs of Zm. The following definition corresponds to

[21, Definition 0.7], but we use a different formulation which is more convenient for our

purposes. For the notation |x1, x2| we refer to Section 3.1. We recall that the accumulation

points of Zm are in cyclic order, i.e. 1 < 2 < · · · < m < 1, and, for each p ∈ [m], p+

denotes the next accumulation point of p with respect to the cyclic order.

Definition 3.3.1. Let U be a subcategory of Cm. We say that U satisfies the precovering

conditions, PC for short, if it satisfies the following combinatorial conditions.

(PC1) If there exists a sequence {(xn1 , xn2 )}n ⊆ U ∩Z(p,q) for some p, q ∈ [m] such that p ̸= q

and the sequences {xn1}n and {xn2}n are strictly increasing, then there exist strictly

decreasing sequences {yn1 }n ⊆ Z(p+) and {yn2 }n ⊆ Z(q+) such that {|yn1 , yn2 |}n ⊆ U .
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(PC2) If there exists a sequence {(xn1 , xn2 )}n ⊆ U ∩ Z(p,q) for some p, q ∈ [m] such that

p ̸= q+ and the sequences {xn1}n and {xn2}n are respectively strictly decreasing and

strictly increasing, then there exist strictly decreasing sequences {yn1 }n ⊆ Z(p) and

{yn2 }n ⊆ Z(q+) such that {|yn1 , yn2 |}n ⊆ U .

(PC2′) If there exists a sequence {(xn1 , xn2 )}n ⊆ U∩Z(p,q) for some p, q ∈ [m] such that q ̸= p+,

p ̸= q, and the sequences {xn1}n and {xn2}n are respectively strictly increasing and

strictly decreasing, then there exist strictly decreasing sequences {yn1 }n ⊆ Z(p+) and

{yn2 }n ⊆ Z(q) such that {(yn1 , yn2 )}n ⊆ U .

(PC3) If there exists a sequence {(x1, xn2 )}n ⊆ U ∩ Z(p,q) for some p, q ∈ [m] such that the

sequence {xn2}n is strictly increasing, then there exists a strictly decreasing sequence

{yn2 }n ⊆ Z(q+) such that {|x1, yn2 |}n ⊆ U .

(PC3′) If there exists a sequence {(xn1 , x2)}n ⊆ U ∩Z(p,q) for some p, q ∈ [m] such that p ̸= q

and the sequence {xn1}n is strictly increasing, then there exists a strictly decreasing

sequence {yn1 }n ⊆ Z(p+) such that {(yn1 , x2)}n ⊆ U .

The conditions (PC1), (PC3), and (PC3′) correspond to condition (PC1) in [21, Defi-

nition 0.7], and conditions (PC2), (PC2′), (PC3), (PC3′) correspond to (PC2) in [21,

Definition 0.7]. Figure 3.4 provides an illustration of the PC conditions.

Theorem 3.3.2 ([21, Theorem 3.1]). A subcategory of Cm is precovering if and only if it

satisfies the PC conditions.

2

3

4

1

2

3

4

1

2

3

4

1

Figure 3.4: On the left (PC1), in the middle (PC2), on the right (PC3).

The PC conditions were used in [21] for classifying torsion pairs, see Section 3.6, and

cluster-tilting subcategories in Cm. These correspond to some triangulations of Zm satis-

fying certain conditions about convergence to the accumulation points. The classification

of cluster-tilting subcategories in [21] generalises those in [26] and [39] for the cases m = 1

and m = 2.

3.4 Extension-closed subcategories

Extension-closed subcategories of Cm were classified in [14, Theorem 7.2] for the case

m = 1. The precovering extension-closed subcategories of Cm, i.e. the torsion classes,

were classified in [21, Theorem 4.7]. Here we classify the subcategories of Cm which are

just extension-closed for all m ≥ 1.
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Recall that we identify the indecomposable objects of Cm with the arcs of Zm.

Definition 3.4.1. Let a, b ∈ ind Cm be crossing arcs. The arcs of ind Cm \ {a, b} which

connect the endpoints of a and b are called Ptolemy arcs. We say that a subcategory U
of Cm satisfies the Ptolemy condition, PT condition for short, if it is closed under taking

Ptolemy arcs.

Figure 3.5 provides an illustration of Ptolemy arcs.

a

b

Figure 3.5: The dotted arcs are the Ptolemy arcs of a and b.

Consider a non-split triangle of the form a −→ e −→ b −→ Σa with a, b ∈ ind Cm and

b ̸∼= Σa. The middle term e is determined by the Ptolemy arcs of a and b. More precisely

� if a1 < b1 < a2 < b2 then e ∼= e1 ⊕ e2 with e1 = (a1, b2) and e2 = (b1, a2), and

� if b1 < a1 < b2 < a2 then e ∼= e′1 ⊕ e′2 with e′1 = (b1, a1) and e
′
2 = (b2, a2).

In the first case, if a2 = b2 +1 we interpret (b1, a2) as the zero object. In the second case,

if a1 = b1+1 we interpret (b1, a1) as the zero object, and if a2 = b2+1 we interpret (b2, a2)

as the zero object.

Now consider a triangle of the form a −→ e −→ b
h−→ Σa with a, b1, . . . , bn ∈ ind Cn,

such that the objects b1, . . . , bn are pairwise Hom-orthogonal, i.e. HomCm(bi, bj) = 0 for

each i ̸= j, and h = ( h1 ... hn ) has all non-zero entries, cf. [22, Lemma 3.2]. The middle

term e of such a triangle was computed in [22, Lemma 4.16]. Their result generalises [14,

Proposition 4.12] for the case m = 1. Now we show that computing the middle term

of a triangle of that form is enough to obtain the middle term of a triangle of the form

a −→ e −→ b −→ Σa with a ∈ ind Cm.

Lemma 3.4.2. Let a −→ e −→ b
h−→ Σa be a triangle in Cm with a, b1, . . . , bn ∈ ind Cm,

b =
⊕n

i=1 bi, and h = ( h1 ... hn ). Then there exists b′ =
⊕k

i=1 b
′
i a direct summand of b

such that the objects b′1, . . . , b
′
k ∈ ind Cm are pairwise Hom-orthogonal, b′i ̸∼= Σa for each

i, all the entries of h′ = ( h′1 ... h′k ) : b
′ → Σa are non-zero, and there is the following

isomorphism of triangles.

a e b Σa

a e′ ⊕ b′′ b′ ⊕ b′′ Σa

1 ≀

h

≀ 1

(h′ 0 )

Proof. Without loss of generality, we can assume that h1, . . . , hn ̸= 0, see [14, Lemma

3.1]. Since the Hom-spaces are at most one dimensional, it is straightforward to check that
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h : b→ Σa is an add{b}-precover of Σa. Thus, by Lemma 2.3.21 there exists b′, b′′ ∈ add{b}
and an isomorphism α : b′ ⊕ b′′ −→ b such that the composition

b′
( 10 )−→ b′ ⊕ b′′ α−→ b

h−→ Σa

is an add{b}-cover of Σa, which we denote by h′ : b′ → Σa. We denote hα = ( h′ h′′ ) : b′ ⊕
b′′ → Σa. Since h′ : b′ → Σa is an add{b}-cover of Σa, there exists β : b′′ → b′ such that

h′β = h′′, and then (
h′ 0

)(1 β

0 1

)
=
(
h′ h′′

)
= hα.

As a consequence, we obtain the isomorphism of triangles in the claim. Now we show that

the object b′ and the morphism h′ satisfy the conditions of the claim.

We denote b′ =
⊕k

i=1 b
′
i with b

′
1, . . . , b

′
k ∈ ind Cm and h′ = ( h′1 ... h′k ). Since h

′ : b′ → Σa is

a cover, it is right-miminal, and then we have that h′1, . . . , h
′
k ̸= 0. Moreover, for each i ̸= j

we have that h′i is not of the form h′jβ for some β : b′j → b′i. Indeed, assume that there

exists β : b′j → b′i such that h′i = h′jβ. Then we define the morphism γ = (γ)s,t :
⊕k

i=1 b
′
i →⊕k

i=1 b
′
i as

(γ)s,t =



1 if s = t ̸= i,

0 if s = t = i,

β if s = j and t = i,

0 otherwise.

We have that h′γ = h′. Since γ is not an isomorphism, we obtain a contradiction with the

fact that h′ is right minimal. Thus, in particular b′i ̸∼= Σa for each i. Now we can apply the

same argument of [14, Lemma 4.6] and we obtain that HomCm(b
′
i, b

′
j) = 0 for each i ̸= j.

This concludes the argument.

From [14, Theorem 4.1] we know that the middle terms of arbitrary triangles of Cm can

be computed iteratively when m = 1. It is straightforward to check that the same holds

for m ≥ 2.

Let U be a subcategory of Cm, and consider a triangle a −→ e −→ b −→ Σa in Cm with

a, b ∈ U . From [22, Lemma 3.4] the coordinates of the indecomposable summands of e

belong to the set of coordinates of the indecomposable summands of a and b. Note that

in general this does not imply that e ∈ U . Now we discuss a necessary and sufficient

condition for U to be extension-closed.

Lemma 3.4.3. Let U be a subcategory of Cm. If U is closed under extensions of the form

a −→ e −→ b −→ Σa with a, b ∈ ind Cm, then U is extension-closed.

Proof. We divide the proof into claims.

Claim 1. The subcategory U is closed under extensions of the form a −→ e −→ b −→ Σa

with a ∈ indU and b ∈ U .
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Consider an extension a −→ e −→ b
h−→ Σa where b =

⊕n
i=1 bi, a, b1, . . . , bn ∈ ind Cm,

and h = ( h1 ... hn ). We show by induction on n that e ∈ U . If n = 1 the claim follows by

assumption. If n ≥ 2, by Lemma 3.4.2 we can further assume that b1, . . . , bn are pairwise

Hom-orthogonal, and that bi ̸∼= Σa and hi ̸= 0 for each i.

For each i ∈ {1, . . . , n} we have that HomCm(bi,Σa)
∼= K. Since Σ2 is a Serre functor for

Cm and Σ2 ∼= Στ , see Section 2.1 and Proposition 2.3.6, by Serre duality we have that

HomCm(τ
−1a, bi) ∼= DHomCm(bi,Σa)

∼= K. This is equivalent to: bi ∈ H+(τ−1a)∪H−(Σa)

for each i. We have the following possibilities: bi ∈ H−(Σa) for each i, or there exists i

such that bi ∈ H+(τ−1a). In the first case, we rename b1, . . . , bn in such a way that the

first coordinate of bn is the minimum of the first coordinates of b1, . . . , bn. In the second

case, we rename b1, . . . , bn in such a way that the first coordinate of bn is the maximum

of the first coordinates of b1, . . . , bn. We refer to Figure 3.6 for an illustration.

a

bn
x1

x2

1

a

bnx1

x2

1

Figure 3.6: On the left when bi ∈ H−(Σa) for each i ∈ {1, . . . , n}, on the right when there
exists i ∈ {1, . . . , n} such that bi ∈ H+(τ−1a).

Consider the following Octahedral Axiom diagram.

bn bn

e b Σa Σe

e
⊕n−1

i=1 bi Σx Σe

Σbn Σbn

1

1

h

1

g

0

1

Note that x ∈ U since it is the middle term of the triangle a −→ x −→ bn −→ Σa and

a, bn ∈ indU . The object x is either indecomposable or has two indecomposable direct

summands. If x is indecomposable, then e ∈ U follows by hypothesis. Now we assume

that x has two indecomposable direct summands x ∼= x1⊕x2. We denote bn = (bn,1, bn,2).

If bn ∈ H−(Σa) then x2 = (bn,2, a2), and if bn ∈ H+(τ−1a) then x2 = (bn,1, a2). In both

cases x2 does not cross any arc b1, . . . , bn−1, see Figure 3.6. We define the object b′ as
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b′ =
⊕n−1

i=1 bi. We have the following isomorphism of triangles.

x e b′ Σx

x1 ⊕ x2 e′ ⊕ x2 b′ Σx1 ⊕ Σx2

≀ ≀

g

1 ≀
( g10 )

Consider the triangle x1 −→ e′ −→ b′
g1−→ Σx1. Since x1 ∈ indU and b′ ∈ U , by induction

hypothesis we obtain that e′ ∈ U . Moreover, since x2 ∈ indU , we have that e ∼= e′⊕x2 ∈ U .
This concludes the argument of Claim 1.

Claim 2. The subcategory U is closed under extensions.

Consider a non-split extension a −→ e −→ b −→ Σa in Cm with a =
⊕k

i=1 ai, b =
⊕n

j=1 bj ,

and ai, bj ∈ indU for all i ∈ {1, . . . , k} and j ∈ {1, . . . , n}. We proceed by induction on

k. If k = 1 then we have the statement by Claim 1. Assume that k ≥ 2, and consider the

following Octahedral Axiom diagram.

ak ak

Σ−1b a e b

Σ−1b
⊕k−1

i=1 ai x b

Σak Σak

1

1 1

0

1

Consider the triangle
⊕k−1

i=1 ai −→ x −→ b −→
⊕k−1

i=1 Σai. By induction hypothesis we

obtain that x ∈ U , and then e ∈ X from Claim 1. This concludes the argument.

Proposition 3.4.4. Let U be a subcategory of Cm. Then the following statements are

equivalent.

1. The subcategory U satisfies the PT condition.

2. The subcategory U is closed under extensions of the form a −→ e −→ b −→ Σa

where a, b ∈ ind Cm.

3. The subcategory U is closed under extensions.

Proof. The equivalence of statements (1) and (2) follows from the computation of the

middle term of an extension having indecomposable outer terms, and the equivalence

between (2) and (3) is given by Lemma 3.4.3.
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3.5 Non-crossing partitions

Non-crossing partitions, introduced in [38], are combinatorial objects used in [22] for classi-

fying t-structures in Cm. We will also use them in Section 4.7 and Section 4.8 for classifying

(co-)t-structures in the Paquette Yıldırım completion of Cm.

Let k be a positive integer. Consider the unit circle S1 with anticlockwise orientation,

and a finite set of elements of S1, which we label as {1, . . . , k} = [k], with the cyclic order

1 < 2 < · · · < k < 1.

Definition 3.5.1. A non-crossing partition of [k] is a partition P of [k] such that for any

i1, i2, j1, j2 ∈ [k] which are in cyclic order i1 < j1 < i2 < j2 < i1, if i1, i2 ∈ B and j1, j2 ∈ C
for some B,C ∈ P, then B = C. If P is a non-crossing partition, its elements are called

blocks.

The Kreweras complement, Pc, of a non-crossing partition P of [k] is obtained as follows,

see Figure 3.7 for an illustration.

1. Double the elements of [k] to get the set [ke] ∪ [ko] = {1e, 1o, . . . , ke, ko} with cyclic

order 1e < 1o < · · · < ke < ko < 1e.

2. Define Pe as the non-crossing partition of [ke] which consists of P.

3. Complete Pe to a serrée (dense) non-crossing partition Pe ∪ Po of [ke] ∪ [ko], see

[38, p. 338].

4. Define Pc as Po and relabel the elements of [ko] as 1, . . . , k.

1e
1o

2e

2o

3e

3o

4e

4o
5e

5o

6e

6o

7e

7o

8e

8o
1

2

3

4

5

6

7

8

1

2

3

4

5

6

7

8

Figure 3.7: On the left P = {{1, 3, 4}, {2}, {5, 7, 8}, {6}} is a non-crossing partition of [8],
and Pc = {{1, 2}, {3}, {4, 8}, {5, 6}, {7}} on the right is its Kreweras complement.

Now we introduce some notation which will be useful in Section 4.8.8. Given i ∈ [k], by

i+ and i− we denote respectively the successor and predecessor element of [k] with respect

to the cyclic order. Now consider a non-crossing partition P of [k] and a block B ∈ P.
We denote B+ = {i+ ∈ [k] | i ∈ B} and B− = {i− ∈ [k] | i ∈ B}. Then we define the

non-crossing partitions P+ = {B+ | B ∈ P} and P− = {B− | B ∈ P} of [k]. Note that

P+ consists of an anticlockwise rotation of P, and P− of a clockwise rotation of P. It is

straightforward to check that (Pc)c, which from now on we denote by Pcc, coincides with
P+. We define cP = (Pc)+, so that we have c(Pc) = P = (cP)c.
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3.6 Torsion pairs and t-structures

The torsion pairs in Cm were classified in [21], but also [41] and [11] for the cases m = 1

and m = 2 respectively.

Theorem 3.6.1 ([21, Theorem 4.7]). Let (U ,V) be a pair of subcategories in Cm. Then

(U ,V) is a torsion pair in Cm if and only if U satisfies the PC conditions, the PT condition,

and V = U⊥.

The t-structures in Cm were classified in [22], and in [41] and [11] for the cases m = 1 and

m = 2 respectively. Now we introduce the combinatorial objects used in [22, Section 4]

for classifying the aisles of the t-structures in Cm. Let k be a positive integer and consider

the ∞-gon Zk whose set of accumulation points is [k].

Definition 3.6.2 ([22, Definition 4.5]). A decorated non-crossing partition of [k] is a pair

(P, X) given by a non-crossing partition P of [k] and an k-tuple X = (xp)p∈[k] of elements

of Zk ∪ [k], where for each p ∈ [k]

xp ∈


[p, p+) if {p} ∈ P,

(p, p+] if p, p+ ∈ B for some block B ∈ P,

(p, p+) otherwise.

The above definition will be applied to the cases k = m and k = 2m. Figure 3.8 provides

an example of decorated non-crossing partition.

1

2

3

4

5

6

7

8

x1

x2 =

x3 =
x4 x5

= x6

x7

x8

(P , X)

Figure 3.8: The decorated non-crossing partition (P, X) of [8], where P is as in Figure
3.7.

From a decorated non-crossing partition we can obtain the aisle of a t-structure, and

conversely; we refer to Figure 3.9 for an illustration. Let (P, X) be a decorated non-

crossing partition of [m], we define

U(P,X) = add
⊔
B∈P

(u1, u2) ∈ ind Cm

∣∣∣∣∣∣u1, u2 ∈
⋃
p∈B

(p, xp]

 .

The subcategory U(P,X) is the aisle of a t-structure, see [22, Proposition 4.8]. Now let U
be the aisle of a t-structure in Cm. The relation ∼U on the set [m] is defined as follows:

for any p, q ∈ [m] we have that p ∼U q if and only if p = q or there exists an arc of U with
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an endpoint in Z(p) and the other in Z(q). We define PU to be the partition of [m] given

by the equivalence classes of ∼U . For each p ∈ [m] we define

xp = sup{z ∈ Z(p) | there exists an arc of U with an endpoint equal to z}.

We denote by XU the m-tuple XU = (xp)p∈[m]. Then (PU , XU ) is a decorated non-crossing

partition of [m], see [22, Lemma 4.12]. These assignments determine a bijection.

Theorem 3.6.3 ([22, Theorem 4.6]). The following is a bijection.

{ Decorated non-crossing partitions of [m] } ←→ { Aisles of t-structures in Cm }

(P, X) 7−→ U(P,X)

(PU , XU )←−p U

Given the aisle of a t-structure, we can compute its co-aisle via the Kreweras complement

of the associated decorated non-crossing partition, see Figure 3.9 for an example. We now

introduce some notation. Let (P, X) be a decorated non-crossing partition of [m] with

X = (xp)p∈[m]. By (P, X)c we denote the pair (Q, Y ) where Q = Pc is the Kreweras

complement of P, and Y is the m-tuple Y = (xp − 1)p∈[m]. Now we define

V(Q,Y ) = add
⊔
B∈Q

(v1, v2) ∈ ind Cm

∣∣∣∣∣∣v1, v2 ∈
⋃
p∈B

[yp, p
+)

 .

Corollary 3.6.4 ([22, Corollary 4.14]). Let (U ,V) be a t-structure in Cm, (P, X) be the

decorated non-crossing partition of [m] associated to U with X = (xp)p∈[m], and (Q, Y ) =

(P, X)c. Then V = V(Q,Y ).

1

2

3

4

5

6

7

8

x1

x2 =

x3 =
x4 x5

= x6

x7

x8
1

2

3

4

5

6

7

8

y1
y2 =

y3 =
y4 y5

= y6

y7

y8

U V

Figure 3.9: The t-structure (U ,V) in C8 associated to the decorated non-crossing partition
(P, X), where P is as in Figure 3.7.

In [22, Section 4], the authors classified important classes of t-structures in Cm.

Proposition 3.6.5 ([22, Corollary 4.15, Corollary 4.19, Proposition 4.12, Corollary 4.22]).

Let (U ,V) be a t-structure in Cm and consider its associated decorated non-crossing parti-

tion (P, X) of [m] with X = (xp)p∈[m]. The following statements hold.

� The heart of (U ,V) is given by U ∩ ΣV = add{(xp − 2, xp) | xp ∈ Zm}.
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� The t-structure (U ,V) is left-bounded, or right-bounded, if and only if P = {1, . . . ,m},
or P = {{1}, . . . , {m}} respectively.

� If m ≥ 2, there are no bounded t-structures in Cm.

� The t-structure (U ,V) is left non-degenerate, or right non-degenerate, if and only if

xp ̸= p+, or xp ̸= p respectively, for each p ∈ [m].

� The t-structure (U ,V) is non-degenerate if and only if xp ∈ Zm for each p ∈ [m].

The thick subcategories of Cm were classified in [22, Section 3] via combinatorial objects

similar to decorated non-crossing partitions, namely the non-exhaustive non-crossing par-

titions, see [22, Definition 3.5].

Remark 3.6.6. From [49, Proposition 4.6] we know that in the category Cm the only co-

t-structures are (Cm, 0) and (0, Cm). As a consequence, there exist only trivial precovering

or preenveloping, and thus functorially finite, thick subcategories of Cm. Since functorially
finite thick subcategories are in bijection with TTF triples and with recollements, see

Section 2.3.5, we observe that Cm is triangulated simple (this term is inspired by the term

derived simple of [1]).
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Chapter 4

Completion of discrete cluster

categories

The Paquette–Yıldırım completion Cm of Cm was defined in [43] by taking the Verdier

quotient of C2m with respect to a specific thick subcategory. The completion was first

defined by Fisher in [19] for the case m = 1, by closing the category C1 under homotopy

colimits. In [3] the authors proved that the category C1 is also equivalent to a stable

Grassmannian category of infinite rank. In [17] was defined another completion of Cm,
namely the Neeman completion. In this chapter we introduce the definition and basic

properties of Cm. After discussing its quiver and factorization properties of its morphisms,

we classify the precovering, preenveloping, and extension-closed subcategories. Then we

give a classification of torsion pairs, t-structures, co-t-structures, and recollements of Cm.
To do so, we use combinatorial objects analogous to decorated non-crossing partitions,

used in [22] for classifying t-structures in Cm. Finally, we prove that there are bijections

between the functorially finite co-t-structures in Cm and the t-structures in Cm.

4.1 The ∞-gons Z2m and Zm

We recall that in Section 3.1 we defined the∞-gon Zm. From Zm we define another∞-gon

Zm, which will be useful to describe the geometric model of Cm. We start by taking an

intermediate step and considering the ∞-gon Z2m. We re-label the accumulation points

of Z2m as 1′, 1, . . . ,m′,m, see Figure 4.1. The set of accumulation points [m′] ∪ [m] has

cyclic order 1′ < 1 < · · · < m′ < m < 1′ and a total order 1′ < 1 < · · · < m′ < m, which

induces a total order on Z2m. The notions of interval, successor, predecessor, arc, are the

same as for the set Zm. On Z2m we define an equivalence relation ∼ as follows. For each

x, y ∈ Z2m we have that

x ∼ y if and only if x = y or x, y ∈ Z(p) for some p ∈ [m′].

Consider x ∈ Z2m, we sometimes denote the equivalence class of x by x. If x ∈ Z(p)

for some p ∈ [m′], we identify x = p with an abuse of notation. We define the set
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Zm = Z2m/ ∼ and we observe that Zm can be regarded as the set Zm ∪ [m′]. The total

order on Z2m induces a total order on Zm. Given a point z ∈ Zm = Zm ∪ [m′], we define

the successor z + 1 of z as

z + 1 =

the successor of z in Zm if z ∈ Zm,

z if z ∈ [m′].

We can define z − 1 analogously. The notions of arc of Zm and of crossing arcs are the

same of those for Zm, see Definition 3.1.1. Given p, q ∈ [m′] ∪ [m] we define the following

sets

C(p) =

Z(p) if p ∈ [m],

{p} if p ∈ [m′]
and C(p,q) =

{
(x1, x2) arc of Zm

∣∣∣ x1 ∈ C(p), x2 ∈ C(q)
}
.

1 2

1’ 1’1

2’2’2

Figure 4.1: On the left the ∞-gon Z2, in the centre Z4, and on the right Z2. The black
circles denote the accumulation points of Z2.

4.2 The geometric model

The completion Cm of Cm was defined in [43], we recall its definition and basic properties.

Consider the ∞-gon Z2m defined in Section 4.1 and the associated category C2m. We

define the subcategory D of C2m as

D = add

 ⋃
p∈[m′]

Z(p,p)

 .

We recall that Z(p,p) denotes the set of arcs of C2m having both endpoints in Z(p), see

Section 3.1. It is straightforward to check that D is a thick subcategory of C2m.

The Paquette–Yıldırım completion, Cm, of Cm is defined as the Verdier quotient C2m/D,
and is a K-linear, Hom-finite, Krull–Schmidt triangulated category, see [43, Section 3] for

more details. We denote the quotient functor as π : C2m → C2m/D = Cm and the shift

functor by Σ: Cm → Cm, as for the shift functor of Cm. We refer to Section 2.3.7 for some

background about Verdier quotients.

We recall the following properties of Cm.
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� The isoclasses of indecomposable objects of Cm are in bijection with the arcs of Zm,
see [43, Corollary 3.11].

� For any x = (x1, x2) ∈ ind C2m \ indD the object πx ∈ Cm is indecomposable by [43,

Proposition 3.10] and can be regarded as the arc (x1, x2) of Zm.

� Let x ∈ ind Cm, then there exists x′ ∈ ind C2m such that πx′ ∼= x. Indeed, if

x = (x1, x2) with x1, x2 ∈ Zm, we can take x′1, x
′
2 ∈ Z2m such that x′1 = x1 and

x′2 = x2, we define x′ = (x′1, x
′
2) ∈ ind C2m.

� Given x = (x1, x2) ∈ ind Cm we have that Σx = (x1 − 1, x2 − 1).

� The Hom-spaces of Cm between indecomposable objects are at most one-dimensional.

More precisely, we have the following proposition.

Proposition 4.2.1 ([43, Proposition 3.14]). Let x, y ∈ ind Cm. Then HomCm
(x,Σy) ∼= K

if and only if one of the following statements holds.

� The arcs x and y cross.

� The arcs x and y share exactly one endpoint z ∈ [m′], and we can reach y by rotating

x in the anticlockwise direction about z.

� The arcs x and y share both endpoints z1, z2 ∈ [m′].

Otherwise HomCm
(x,Σy) = 0.

Remark 4.2.2. We identify the indecomposable objects of Cm with the arcs of Zm, and
the additive subcategories of Cm with sets of arcs.

From now on any subcategory of Cm we refer to is assumed to be additive.

4.3 The quiver of Cm

In this section we describe the quiver of Cm having as vertices the isoclasses of indecom-

posable objects of Cm and as arrows the irreducible morphisms between them. We start by

arranging the indecomposable objects of Cm into a coordinate system, then we introduce

the Hom-hammocks and we prove the factorization properties for the morphisms. Finally,

we describe the irreducible morphisms and we prove that the coordinate system precisely

determines the quiver of Cm.

4.3.1 The coordinate system

We can arrange the isoclasses of the indecomposable objects of Cm into a coordinate system

having

� m components of type ZA∞, corresponding to the arcs of C(p,p) for p ∈ [m],

�

(
m
2

)
components of type ZA∞

∞, corresponding to the arcs of C(p,q) for p, q ∈ [m] with

p < q,
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�

(
m
2

)
components of type A1, corresponding to the arcs of C(p,q) for p, q ∈ [m′] with

p < q,

� m2 components of type A∞
∞, corresponding to the arcs of C(p,q) for p, q ∈ [m′] ∪ [m]

such that either p ∈ [m′], q ∈ [m], and p < q, or p ∈ [m], q ∈ [m′], and p < q.

Figure 4.2 illustrates the coordinate system. With Proposition 4.3.8 we describe the

irreducible morphisms of Cm and thus show that the above describes the AR quiver of Cm.

C(1,1)

C(1,2)

C(2,2)

C(1′,1)

C(1′,2′)

C(1,2′) C(2′,2)

C(1′,2)

Figure 4.2: The AR quiver of C2, cf. Figure 3.2.

4.3.2 Hom-hammocks

We define the Hom-hammocks for the category Cm analogously to Cm, cf. Definition 3.2.3.

Figure 4.4 provides an illustration.

Definition 4.3.1. Let a = (a1, a2) ∈ ind Cm, and let p, q ∈ [m′]∪ [m] such that a ∈ C(p,q).

We define the Hom-hammocks H
+
(a) and H

−
(a) as follows.

H
+
(a) =

{(x1, x2) ∈ ind Cm | a1 ≤ x1 ≤ a2 − 2 and x2 ≥ a2} if q ∈ [m],

{(x1, x2) ∈ ind Cm | a1 ≤ x1 < a2 and x2 ≥ a2} if q ∈ [m′].

H
−
(a) =



{(x1, x2) ∈ ind Cm | 1′ ≤ x1 ≤ a1 and a1 + 2 ≤ x2 ≤ a2} if p, q ∈ [m],

{(x1, x2) ∈ ind Cm | 1′ ≤ x1 ≤ a1 and a1 + 2 ≤ x2 < a2} if p ∈ [m] and q ∈ [m′],

{(x1, x2) ∈ ind Cm | 1′ ≤ x1 < a1 and a1 ≤ x2 ≤ a2} if p ∈ [m′] and q ∈ [m],

{(x1, x2) ∈ ind Cm | 1′ ≤ x1 < a1 and a1 ≤ x2 < a2} if p, q ∈ [m′].

The following fact follows from Proposition 4.2.1.

Proposition 4.3.2. Let a, b ∈ ind Cm. Then HomCm
(a, b) ∼= K if and only if b ∈ H+

(a)∪
H

−
(Σ2a).

Since Cm is not 2-Calabi-Yau, for a, b ∈ ind Cm in general b ∈ H+
(a) ∪ H−

(Σ2a) is not

equivalent to a ∈ H+
(Σ−2b)∪H−

(b). Therefore, we also define the reverse Hom-hammocks

I
+
and I

−
, for which b ∈ H+

(a) ∪H−
(Σ2a) if and only if a ∈ I+(Σ−2b) ∪ I−(b).

Definition 4.3.3. Let a ∈ ind Cm, and let p, q ∈ [m′]∪ [m] such that a ∈ C(p,q). We define
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the reverse Hom-hammocks I
+
(a) and I

−
(a) as follows.

I
+
(a) =



{(x1, x2) ∈ ind Cm | a1 ≤ x1 ≤ a2 − 2 and x2 ≥ a2} if p, q ∈ [m],

{(x1, x2) ∈ ind Cm | a1 ≤ x1 ≤ a2 and x2 > a2} if p ∈ [m] and q ∈ [m′],

{(x1, x2) ∈ ind Cm | a1 < x1 ≤ a2 − 2 and x2 ≥ a2} if p ∈ [m′] and q ∈ [m],

{(x1, x2) ∈ ind Cm | a1 < x1 ≤ a2 and x2 > a2} if p, q ∈ [m′].

I
−
(a) =

{(x1, x2) ∈ ind Cm | 1′ ≤ x1 ≤ a1 and a1 + 2 ≤ x2 ≤ a2} if p ∈ [m],

{(x1, x2) ∈ ind Cm | 1′ ≤ x1 ≤ a1 and a1 < x2 ≤ a2} if p ∈ [m′].

Note that in general H
+
(a) ̸= I

+
(a) and H

−
(a) ̸= I

−
(a). The following fact follows from

Proposition 4.2.1.

Proposition 4.3.4. Let a, b ∈ ind Cm. Then HomCm
(a, b) ∼= K if and only if a ∈

I
+
(Σ−2b) ∪ I−(b).

4.3.3 Factorization properties

Here we study the factorization properties of the morphisms of Cm. We say that a mor-

phism f : a → b in Cm factors through an object c ∈ ind Cm if there exist g : a → c and

h : d→ c such that f = hg. We say that a morphism f : a→ b in Cm factors through D if

it factors through some d ∈ indD.

Lemma 4.3.5. Let a, b ∈ ind Cm be such that HomCm
(a, b) ∼= K, and let a′ ∈ ind Cm be

such that πa′ ∼= a. The following statements hold.

1. If b ∈ H+
(a), then there exists b′ ∈ ind C2m such that πb′ ∼= b, b′ ∈ H+(a′), and any

non-zero morphism a′ → b′ in C2m does not factor through D.

2. If b ∈ H−
(Σ2a), then there exists b′ ∈ ind C2m such that πb′ ∼= b, b′ ∈ H−(Σ2a′), and

any non-zero morphism f ′ : a′ → b′ in C2m does not factor through D.

Proof. We show statement (1), statement (2) is analogous. Assume that a = (a1, a2) ∈
C(p,q) with p ∈ [m] and q ∈ [m′], the other cases are similar. We write a′ = (a′1, a

′
2) ∈ Z(p,q).

Since b = (b1, b2) ∈ H
+
(a), we have that a1 ≤ b1 < a2 and b2 ≥ a2, see Figure 4.3.

It is straightforward to check that there exists b′1 such that b
′
1 = b1 and a′1 ≤ b′1 < q, and

there exists b′2 such that b
′
2 = b2 and b′2 ≥ a′2. Therefore, b′ ∈ H+(a′) and, since b′1 /∈ Z(q),

any non-zero morphism a′ → b′ does not factor through D, see Figure 4.4.

The following lemma is dual to the lemma above, and will be useful for proving Lemma

4.4.4.

Lemma 4.3.6. Let a, b ∈ ind Cm be such that HomCm
(b, a) ∼= K, and let a′ ∈ ind Cm be

such that πa′ ∼= a. The following statements hold.
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1′

a1

q = a2

a

Zm

a′2

a′1

1′

q

q+

a′

Z2m

{C(p)

p

p+

Figure 4.3: The element b1 belongs to the blue interval of Zm, and the element b2 belongs
to the red interval of Zm. We can find b′1 such that b

′
1 = b1 belonging to the blue interval

of Z2m. The same holds for b′2 in the red interval of Z2m.

1. If b ∈ I−(a), then there exists b′ ∈ ind C2m such that πb′ ∼= b, b′ ∈ H−(a′), and any

non-zero morphism b′ → a′ in C2m does not factor through D.

2. If b ∈ I+(Σ−2a), then there exists b′ ∈ ind C2m such that πb′ ∼= b, b′ ∈ H+(Σ−2a′),

and any non-zero morphism f ′ : b′ → a′ in C2m does not factor through D.

Now we have the factorization properties of Cm, cf. Lemma 3.2.5.

Proposition 4.3.7. Let a, b, c ∈ ind Cm. Assume that one of the following statements

holds.

1. b ∈ H+
(a) and c ∈ H+

(a) ∩H+
(b).

2. b ∈ H+
(a) and c ∈ H−

(Σ2a) ∩H−
(Σ2b).

3. b ∈ H−
(Σ2a) and c ∈ H−

(Σ2a) ∩H+
(b).

Then any morphism a→ c in Cm factors through b.

Proof. We prove statement (1), statements (2) and (3) are analogous. Fix a′ ∈ ind C2m
such that πa′ ∼= a. Since b ∈ H

+
(a), by Lemma 4.3.5 there exists b′ ∈ ind C2m such

that πb′ ∼= b, b′ ∈ H+(a′), and any non-zero morphism a′ → b′ does not factor through

D. Fix such b′, since c ∈ H
+
(b), then there exists c′ ∈ ind C2m such that πc′ ∼= c,

c′ ∈ H+(b′), and any non-zero morphism b′ → c′ does not factor through D. We show

that c′ ∈ H+(a′) ∩H+(b′).

We denote a = (a1, a2), a
′ = (a′1, a

′
2), c = (c1, c2), and c′ = (c′1, c

′
2). Assume that

c′ /∈ H+(a′), then c′1 ≥ a′2 − 1. It is straightforward to check that as a consequence

c1 ≥ a2−1. Then c ̸∈ H
+
(a) and we have a contradiction. Therefore c′ ∈ H+(a′)∩H+(b′).

Now, if there exists a non-zero morphism f ′ : a′ → c′ which factors through D, then

a′2, c
′
1 ∈ Z(q), see Figure 4.4. This implies that c1 = q = a2, and then c /∈ H+

(a) giving a

contradiction. Then any non-zero morphism f ′ : a′ → c′ does not factor through D.
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H
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(Σ2a)
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Figure 4.4: Illustration of Lemma 4.3.5. The darker area in H+(a′) or in H+(Σ2a′), if
present, denotes the objects b′ ∈ H+(a′) ∪ H−(Σ2a′) such that any non-zero morphism
a′ → b′ factors through D. Whenever the darker area is not present there are no such
objects in H+(a′) ∪H−(Σ2a′).

Since b′ ∈ H+(a′) and c′ ∈ H+(a′) ∩ H+(b′), by Lemma 3.2.5 there exist h′ : a′ → b′

and g′ : b′ → c′ such that f ′ = g′h′, and then πf ′ = π(g′)π(h′). Since f ′ does not

factor through D, we have that πf ′ ̸= 0. Now consider a non-zero morphism f : a → c

in Cm. Since HomCm
(a, c) ∼= K, we have that f = λπf for some λ ∈ K∗, and then

f = λπf ′ = λπ(g′)π(h′). This concludes the argument.

4.3.4 Irreducible morphisms

In this section we describe the irreducible morphisms of Cm. From Section 4.3.1 we already

know that the isoclasses of indecomposable objects of Cm are in bijection with the arcs of

Zm and that they can be arranged in a coordinate system.

Proposition 4.3.8. Let a = (a1, a2), b = (b1, b2) ∈ ind Cm. Assume that a, b ∈ C(p,q) for

some p, q ∈ [m′] ∪ [m] and that one of the following conditions holds.

1. p ∈ [m′], q ∈ [m] and (b1, b2) = (a1, a2 + 1).

2. p ∈ [m], q ∈ [m′] and (b1, b2) = (a1 + 1, a2).

3. p, q ∈ [m] and (b1, b2) = (a1, a2 + 1) or (b1, b2) = (a1 + 1, a2).

Then any non-zero morphism a→ b is irreducible. Moreover, there are no other irreducible

morphisms in Cm between indecomposable objects.
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Proof. First we show that if any of the conditions (1), (2) and (3) holds, then any non-zero

morphism f : a → b is irreducible. Assume that condition (1) holds, for the other cases

we can proceed analogously. Consider a non-zero morphism f : a→ b and note that, since

(a1, a2 + 1) ̸∼= (a1, a2), f is not a split mono nor a split epi. Assume that f = hg with

g : a→ c and h : c→ b for some object c ∈ Cm. Since the Hom-spaces are one dimensional,

we can assume that c ∈ ind Cm. We show that g is a split mono or h is a split epi. Note

that

c ∈
(
H

+
(a) ∪H−

(Σ2a)
)
∩
(
I
−
(b) ∪ I+(Σ−2b)

)
.

Assume that c ̸∼= a and c ̸∼= b, then g : a → c factors as g = lf with l : b → c, see Figure

4.5. From the fact that 0 ̸= f = hg = hlf , it follows that hl : b → b is non-zero and

hl = λ1b for some λ ∈ K∗. This implies that b ∼= c, which gives a contradiction with our

assumption. We conclude that c ∼= a or c ∼= b, i.e. f : a→ b is irreducible.

1′ 1

1

2′

2′ 2

2

3′

3′
3

3

4′

4′

4

4

b
Σ−2b

Σ2a

a

Figure 4.5: The object c is isomorphic to a or b, or belongs to the grey area.

Now, consider a = (a1, a2), b = (b1, b2) ∈ ind Cm and a non-zero morphism f : a → b.

We show that if f is irreducible then it has to be of the form listed in the statement.

Let p, q ∈ [m′] ∪ [m] be such that a ∈ C(p,q). Assume that p ∈ [m′] and q ∈ [m], the

other cases are analogous. Note that if b2 ̸= a2 then, from Proposition 4.3.7, f factors

through the irreducible morphism a → (a1, a2 + 1), and then f is not irreducible unless

(b1, b2) = (a1, a2+1). If b2 = a2, then consider the object c = (b2−1, a2) and the non-zero

morphisms g : a→ c and h : c→ b. From Proposition 4.3.7 we have that f = hg, and then

f is not irreducible. We can conclude that if f is irreducible then (b1, b2) = (a1, a2+1).

4.4 Precovering and preenveloping subcategories

In this section we classify the precovering and preenveloping subcategories of Cm using

arc combinatorics. We also relate the precovering or preenveloping subcategories in Cm to

their preimages in C2m under the localisation functor π : C2m → Cm. In [43] the authors

classified the functorially finite weak cluster-tilting subcategories of Cm, i.e. the cluster-

tilting subcategories, generalising [19] for the case m = 1. After endowing Cm with a

specific extriangulated structure, the cluster-tilting subcategories were also classified in

[10] in terms of a larger class of triangulations of Zm. Here we classify subcategories of

Cm which are just precovering or preenveloping.
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4.4.1 Precovering subcategories of Cm

Now we classify the precovering subcategories of Cm. Our approach is to relate the precov-

ering subcategories of Cm to some subcategories of C2m which are “almost precovering”.

To do so, we need to introduce an auxiliary subcategory of C2m. Fix z0 ∈ Z. For each

p ∈ [m′] we denote by z0p ∈ Z2m the copy of z0 belonging to Z(p).

Definition 4.4.1. We define the subcategory A of C2m as

A = add

(a1, a2) ∈ ind C2m

∣∣∣∣∣∣a1, a2 ∈
⋃
p∈[m]

(p, z0p+ ]

 .

Figure 4.6 illustrates the subcategory A.
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Figure 4.6: The category A.

Now we define the completed versions of the PC conditions, cf. Definition 3.3.1.

Definition 4.4.2. Let X be a subcategory of Cm. We say that X satisfies the completed

precovering conditions, PC for short, if it satisfies the following combinatorial conditions.

(PC1) If there exists a sequence {(xn1 , xn2 )}n ⊆ X ∩ C(p,q) for some p, q ∈ [m] such that

p ̸= q and the sequences {xn1}n and {xn2}n are strictly increasing, then |p+, q+| ∈ X .

(PC2) If there exists a sequence {(xn1 , xn2 )}n ⊆ X ∩ C(p,q) for some p, q ∈ [m] and the se-

quences {xn1}n and {xn2}n are respectively strictly decreasing and strictly increasing,

then there exists a strictly decreasing sequence {yn1 }n ⊆ C(p) such that {|yn1 , q+|}n ⊆
X .

(PC2′) If there exists a sequence {(xn1 , xn2 )}n ⊆ X ∩ C(p,q) for some p, q ∈ [m] such that

p ̸= q, and the sequences {xn1}n and {xn2}n are respectively strictly increasing and

strictly decreasing, then there exists a strictly decreasing sequence {yn2 }n ⊆ C(q)

such that {(p+, yn2 )}n ⊆ X .

(PC3) If there exists a sequence {(x1, xn2 )}n ⊆ X ∩C(p,q) for some p ∈ [m′]∪ [m] and q ∈ [m]

such that p ̸= q+ and the sequence {xn2}n is strictly increasing, then |x1, q+| ∈ X .

(PC3′) If there exists a sequence {(xn1 , x2)}n ⊆ X ∩C(p,q) for some p ∈ [m] and q ∈ [m′]∪ [m]

such that p ̸= q, q ̸= p+, and the sequence {xn1}n is strictly increasing, then (p+, x2) ∈
X .
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Figure 4.7 illustrates some PC conditions.
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Figure 4.7: On the left (PC1), in the middle (PC2), and on the right (PC3).

The main result of this section is the following.

Theorem 4.4.3. Let X be a subcategory of Cm. The following statements are equivalent.

1. X is precovering in Cm.

2. π−1X ∩A is precovering in C2m.

3. X satisfies the PC conditions.

The following lemmas will be useful to prove the theorem above.

Lemma 4.4.4. The following statements hold.

1. The category A is the aisle of a t-structure in C2m.

2. For each x ∈ ind C2m there exists an A-cover a → x of x such that πa ∼= πx and a

is indecomposable.

Proof. Statement (1) follows from Theorem 3.6.3. As an alternative, from Proposition

2.3.27 it is enough to check that A is suspended and precovering. It is straightforward to

check thatA satisfies the PC conditions, therefore, by Theorem 3.3.2, A is precovering. For

showing that ΣA ⊆ A, consider a = (a1, a2) ∈ indA, then by Definition 4.4.1 a1−1, a2−1 ∈⋃
p∈[m](p, z

0
p+ − 1] ⊆

⋃
p∈[m](p, z

0
p+ ]. As a consequence, Σa = (a1− 1, a2− 1) ∈ indA. Now

we prove that A is extension-closed. Let a −→ e −→ b −→ Σa be a triangle of C2m with

a, b ∈ A. Then all the endpoints of the indecomposable summands of a and b belong to the

set
⋃
p∈[m](p, z

0
p+ ]. Therefore, by [22, Lemma 3.4], all the endpoints of the indecomposable

summands of e belong to the same set, and it follows that e ∈ A.

Now we prove statement (2). Let x = (x1, x2) ∈ ind C2m, by Lemma 2.3.21 x has an

A-cover a → x. We show that a ∈ indA and that πa ∼= πx. Let p, q ∈ [m′] ∪ [m] such

that x ∈ Z(p,q), and assume that p ∈ [m′] and q ∈ [m], the other cases are analogous. If

x1 ∈ (p, z0p ] then x ∈ indA and 1x : x → x is an A-cover of x. If x1 /∈ (p, z0p ] then let

a′ = (z0p , x2) ∈ ind C2m. We have that a′ ∈ indA. There exists a non-zero morphism a′ → x

and it is straightforward to check that it is an A-precover, see Figure 4.8. Moreover a′ → x

is right-mimimal and therefore an A-cover. Since covers are unique up to isomorphism, we
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Figure 4.8: Illustration of the argument of statement (2) of Lemma 4.4.4.

have that a ∼= a′. We also have that πa ∼= πa′ = (z0p, x2) = (x1, x2) = πx. This concludes

the argument.

Consider a, b ∈ ind Cm such that HomCm
(b, a) ∼= K. We recall, from Lemma 4.3.6, that we

can fix a′ ∈ ind C2m such that π(a′) ∼= a, and then there exists b′ ∈ ind C2m (which depends

on the choice of a′) such that π(b′) ∼= b, HomC2m(b
′, a′) ∼= K, and any non-zero morphism

b′ → a′ does not factor through D.

Lemma 4.4.5. Let a, b ∈ ind Cm be such that HomCm
(b, a) ∼= K, and let a′ ∈ ind C2m be

such that π(a′) ∼= a. Let b′ ∈ ind C2m be such that π(b′) ∼= b, HomCm
(b′, a′) ∼= K, and any

non-zero morphism b′ → a′ does not factor through D. Let b′′ → b′ be the A-cover of b′.

Then HomC2m(b
′′, a′) ∼= K and any non-zero morphism b′′ → a′ does not factor through D.

Proof. By Lemma 4.3.6 such b′ exists. If b′ ∈ A then b′′ ∼= b′ and we have the statement.

Assume that b′ /∈ A and let p, q ∈ [m′] ∪ [m] be such that b′ = (b′1, b
′
2) ∈ Z(p,q). Consider

the case p ∈ [m′] and q ∈ [m], the other cases are analogous. Since b′ /∈ A we have that

b′1 /∈ (p, z0p ], i.e. b
′
1 ∈ [z0p + 1, p+). From the argument of Lemma 4.4.4, b′′ = (z0p , b

′
2). We

have that a′ ∈ H+(b′) ∪H−(Σ2b′), we show that a′ ∈ H+(b′′) ∪H−(Σ2b′′).

If a′ ∈ H+(b′) then b′1 ≤ a′1 ≤ b′2 − 2 and a′2 ≥ b′2. Since b′1 > z0p , then a′ ∈ H+(b′′).

Now, if a′ ∈ H−(Σ2b′) then a′1 ≤ b′1 − 2 and b′1 ≤ a′2 ≤ b′2 − 2. Assume that a′1 ̸≤ z0p − 2,

then b′1 − 2 ≤ a′1 ≤ z0p − 1. In particular, a′1 ∈ Z(p) and any non-zero morphism b′ → a′

factors through D giving a contradiction, see Figure 4.4. Therefore a′1 ≤ z0p−2. Moreover,

since b′1 > z0p , from b′1 ≤ a′2 ≤ b′2 − 2 we also have that z0p ≤ a′2 ≤ b′2 − 2 and obtain that

a′ ∈ H−(Σ2b′′). We can conclude that HomC2m(b
′′, a′) ∼= K.

We show that any non-zero morphism b′′ → a′ does not factor through D. If this is not

the case, then a′ ∈ H−(Σ2b′′) and a′1 ∈ Z(p). As a consequence, HomCm
(b, a) = 0 giving

a contradiction. We obtain that any non-zero morphism b′′ → a′ does not factor through

D, and this concludes the argument.

Lemma 4.4.6. Let X be a subcategory of Cm. The subcategory X satisfies the PC condi-

tions if and only if π−1X ∩A satisfies the PC conditions.

Proof. We show that X satisfies (PC1) if and only if π−1X ∩ A satisfies (PC1), we refer
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to Figure 4.9 for an illustration. Assume that X satisfies (PC1) and that there exists a

sequence {(xn1 , xn2 )}n ⊆ Z(p,q)∩
(
π−1X ∩A

)
for some p, q ∈ [m′]∪ [m] such that p ̸= q with

{xn1}n and {xn2}n strictly increasing sequences. Note that p, q /∈ [m′], otherwise for n big

enough we have {(xn1 , xn2 )}n ̸⊆ A. For each n we define πxn = yn = (yn1 , y
n
2 ), note that

{yn1 }n and {yn2 }n are still strictly increasing sequences, and consider the sequence {yn}n ⊆
X ∩ C(p,q). Since X satisfies (PC1), then |p+, q+| ∈ X and π−1X contains any arc of C2m
having one endpoint in Z(p+) and the other in Z(q+). In particular, there exist strictly

decreasing sequences {zn1 }n ⊆ Z(p+) and {zn2 }n ⊆ Z(q+) such that {|zn1 , zn2 |}n ⊆ π−1X ∩A.
This proves that π−1X ∩A satisfies (PC1).

Now assume that π−1X ∩A satisfies (PC1) and that there exists a sequence {(xn1 , xn2 )}n ⊆
X ∩C(p,q) for some p, q ∈ [m] such that p ̸= q, and {xn1}n and {xn2}n are strictly increasing

sequences. For each n there exists yn = (yn1 , y
n
2 ) ∈ indπ−1X ∩ A such that πyn ∼= xn.

Thus, there exists a sequence {|yn1 , yn2 |}n ⊆
(
π−1X ∩A

)
∩C(p,q) such that {yn1 }n and {yn2 }n

are stricly increasing sequences. Since π−1X ∩A satisfies (PC1), then there exist strictly

decreasing sequences {zn1 }n ⊆ Z(p+) and {zn2 }n ⊆ Z(q+) such that {|zn1 , zn2 |}n ⊆ π−1X ∩A.
As a consequence we have that |p+, q+| ∈ X . This proves that X satisfies (PC1).

It is straightforward to check that X satisfies (PC3) and (PC3′) if and only if π−1X ∩ A
satisfies (PC3) and (PC3′). Moreover, if X satisfies (PC2), (PC2′), (PC3), and (PC3′)

then π−1X∩A satisfies (PC2) and (PC2′). Finally, if π−1X∩A satisfies (PC2) and (PC2′)

then X satisfies (PC2) and (PC2′). We conclude that X satisfies the PC conditions if and

only if π−1X ∩A satisfies the PC conditions.
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Figure 4.9: Illustration of the argument of Lemma 4.4.6.

Proposition 4.4.7. Let X be a subcategory of Cm. If π−1X ∩ A is a precovering subcat-

egory of C2m then X is a precovering subcategory of Cm.

Proof. From Remark 2.3.20 it is enough to check that X is precovering at the level of the
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indecomposable objects. Consider a ∈ ind Cm, then there exists a′ ∈ ind C2m such that

πa′ ∼= a, and there exists f : x→ a′ a π−1X ∩A-precover of a′. Consider πf : πx→ a, we

show that πf satisfies the condition of Remark 2.3.20. First assume that f does not factor

through D. Consider b ∈ indX and g : b → a in Cm. Without loss of generality we can

assume that g ̸= 0. From Lemma 4.4.4 and Lemma 4.4.5, there exists b′ ∈ indπ−1X ∩ A
such that πb′ ∼= b and there exists a non-zero morphism g′ : b′ → a′ in C2m which does not

factor through D. Since the Hom-spaces in Cm are at most one dimensional, we have that

g = λπg′ for some λ ∈ K∗. Moreover, since f : x→ a′ is a π−1X ∩ A-precover of a′, there
exists h : b′ → x in C2m such that fh = g′. We obtain that λπ(f)π(h) = π(fh) = g in Cm.
This proves that πf : πx→ a is an X -precover of a.

Now we consider the case when f factors through D. We show that HomCm
(b, a) = 0 for

all b ∈ indX . Assume that there exists a non-zero morphism g : b → a in Cm for some

b ∈ indX , then as above there exists b′ ∈ indπ−1X ∩ A such that πb′ ∼= b and there

exists a non-zero morphism g′ : b′ → a′ in C2m which does not factor through D. Since

f : x → a′ is a π−1X ∩ A-precover of a′, there exists h : b′ → x in C2m such that fh = g′.

Since f factors through D, we have that g′ factors through D, giving a contradiction. We

can conclude that if f factors through D then HomCm
(b, a) = 0 for all b ∈ indX . As a

consequence, πf = 0 is an X -precover of a.

The following proposition is the analogue of [21, Proposition 3.7] in Cm and its proof is

similar.

Proposition 4.4.8. Let X be a subcategory of Cm. If X is a precovering subcategory then

it satisfies the PC conditions.

Proof. Assume that X is a precovering subcategory of Cm, we show that it satisfies (PC1).

Assume that there is a sequence {xn = (xn1 , x
n
2 )}n ⊆ indX ∩ C(p,q) for some p, q ∈ [m]

with p ̸= q such that {xn1}n and {xn2}n are strictly increasing sequences. We show that

a = |p+, q+| ∈ indX . Consider ( f1 ··· fk ) : y1 ⊕ · · · ⊕ yk → a an X -precover of a with

y1, . . . , yk ∈ indX . Note that HomCm
(xn, a) ∼= K for each n. Fix n, and consider a non-

zero morphism gn : xn → a. Then there exists hn = ( hn1 ··· hnk )
T : xn → y1 ⊕ · · · ⊕ yk such

that fhn = gn. Then, for each n there exists l ∈ {1, . . . , k} such that gn factors through

fl.

There exists l ∈ {1, . . . , k} such that gn factors through fl for infinitely many n ∈ Z.
Indeed, if for each l only finitely many of the gn factor through fl, then there are only

finitely many gn’s and this contradicts the fact that the sequence {xn}n is infinite. Now fix

an l such that gn factors through fl for infinitely many n ∈ Z. Without loss of generality

we can assume that for each n ∈ Z the morphism gn factors through fl. Indeed, if this

is not the case, we can extract an infinite subsequence of {xn}n such that all gn : xn → a

satisfy that property. From now on we denote the object yl as y, the morphism fl : yl → a

as f : y → a, and we denote by hn : xn → y the morphism such that fhn = gn.
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Since HomCm
(y, a) ∼= K and HomCm

(xn, y) ∼= K for all n ∈ Z, we have that

y ∈

(⋂
n∈Z

H
+
(xn) ∪H−

(Σ2xn)

)
∩
(
I
−
(a) ∪ I+(Σ−2a)

)
.

We refer to Figure 4.10 for an illustration.
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Figure 4.10: On the left the argument for (PC1), on the right for (PC2). The grey areas
represent where the object y belongs.

We show that y ∼= a. Assume that y ̸∼= a, from Proposition 4.3.7 there exists a non-zero

morphism f ′ : a → y such that hn = f ′gn for each n ∈ Z. Since fhn = gn ̸= 0, then

ff ′gn ̸= 0 and ff ′ : a→ a is non-zero. Thus, ff ′ = λ1a for some λ ∈ K∗ and a ∼= y, which

contradicts our assumption. We obtain that a ∼= y ∈ X , and we conclude that X satisfies

(PC1).

Now we show that X satisfies (PC2). Assume that there is a sequence {(xn1 , xn2 )} ⊆
indX ∩ C(p,q) for some p, q ∈ [m] such that {xn1}n is strictly decreasing and {xn2}n is

strictly increasing. We show that there is a strictly decreasing sequence {yn1 }n ⊆ C(p)

such that {|yn1 , q+|}n ⊆ X .

Consider an object a = |a1, q+| with a1 ∈ Z(p) such that x11 < a1 ≤ x12 − 2. Then for each

n there exists a non-zero morphism gn : xn → a. Consider an X -precover ( f1 ··· fk ) : y1 ⊕
· · · ⊕ yk → a of a. With the same argument as above there exists l ∈ {1, . . . , k} such

that gn : xn → a factors through fl : yl → a for all n (up to taking subsequences). Let

y = yl, proceeding similarly as above we obtain that y ∈
{
|z, q+|

∣∣x11 ≤ z ≤ a11}, see Figure
4.10. We define z1 = y, which is the first element of our desired sequence. Now we

consider a′ = |a′1, q+| with x11 < a′1 ≤ x21. By repeating the same argument there exists

z2 ∈ {|z, q+||a′1 ≤ z ≤ a1} which is an object of X . With this procedure we obtain our

desired sequence {zn}n. This proves that X satisfies (PC2).

The argument of (PC2′) is similar to the argument of (PC2), the arguments of (PC3) and

(PC3′) are similar to the argument of (PC1). We can conclude that X satisfies the PC

conditions.

We now have our classification of the precovering subcategories of Cm.

Proof of Theorem 4.4.3. The claim follows directly from Theorem 3.3.2, Lemma 4.4.6,

Proposition 4.4.7, and Proposition 4.4.8.
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4.4.2 Preenveloping subcategories of Cm

Here we discuss a characterization of the preenveloping subcategories of Cm dual to The-

orem 4.4.3. First we define an auxiliary category B, which is the dual version of A. We

recall that in Section 4.4.1 we fixed an integer z0 ∈ Z, now we define w0 = z0 − 1. For

each p ∈ [m′] we denote by w0
p ∈ Z2m the copy of w0 belonging to Z(p).

Definition 4.4.9. We define the subcategory B of C2m as

B = add

(b1, b2) ∈ ind C2m

∣∣∣∣∣∣b1, b2 ∈
⋃

p∈[m′]

[w0
p, p

++)

 .

Figure 4.11 illustrates the subcategory B.
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Figure 4.11: The category B.

For convenience of the reader, we record the duals of Definition 4.4.2 and Theorem 4.4.3.

Definition 4.4.10. Let X be a subcategory of Cm. We say that X satisfies the completed

preenveloping conditions, PE for short, if it satisfies the following combinatorial conditions.

(PE1) If there exists a sequence {(xn1 , xn2 )}n ⊆ X ∩C(p,q) for some p, q ∈ [m] such that p ̸= q

and the sequences {xn1}n and {xn2}n are strictly decreasing, then (p−, q−) ∈ X .

(PE2) If there exists a sequence {(xn1 , xn2 )}n ⊆ X ∩C(p,q) for some p, q ∈ [m] such that p ̸= q

and the sequences {xn1}n and {xn2}n are respectively strictly increasing and strictly

decreasing, then there exists a strictly increasing sequence {yn1 }n ⊆ C(p) such that

{(yn1 , q−)}n ⊆ X .

(PE2′) If there exists a sequence {(xn1 , xn2 )}n ⊆ X ∩ C(p,q) for some p, q ∈ [m] such that

the sequences {xn1}n and {xn2}n are respectively strictly decreasing and strictly in-

creasing, then there exists a strictly increasing sequence {yn2 }n ⊆ C(q) such that

{(p−, yn2 )}n ⊆ X .

(PE3) If there exists a sequence {(x1, xn2 )}n ⊆ X ∩ C(p,q) for some p ∈ [m′] ∪ [m] and

q ∈ [m] such that p ̸= q, p ̸= q− and the sequence {xn2}n is strictly decreasing, then

(x1, q
−) ∈ X .

(PE3′) If there exists a sequence {(xn1 , x2)}n ⊆ X ∩C(p,q) for some p ∈ [m] and q ∈ [m′]∪ [m]

such that the sequence {xn1}n is strictly decreasing, then (p−, x2) ∈ X .
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Theorem 4.4.11. Let X be a subcategory of Cm. The following statements are equivalent.

1. X is preenveloping in Cm.

2. π−1X ∩ B is preenveloping in C2m.

3. X satisfies PE conditions.

The following lemma will be useful in Section 4.7.2 for computing the heart of a t-structure.

Lemma 4.4.12. The following statements hold.

1. The category B is the co-aisle of a t-structure in C2m.

2. For each x ∈ ind Cm there exists x′ ∈ indA∩Σ−1B ⊆ indA∩ΣB such that πx′ ∼= x.

Proof. Statement (1) is the dual of statement (1) of Lemma 4.4.4. For statement (2),

consider the A-cover x′ → x of x as in statement (2) of Lemma 4.4.4. We have that

π(x′) ∼= x, and it is straightforward to check that x′ ∈ Σ−1B. Moreover, since Σ−1B ⊆
B ⊆ ΣB, we have that x′ ∈ ΣB. This concludes the proof.

4.5 Extension-closed subcategories

In this section we classify the extension-closed subcategories of Cm. To do so, we use

the fact that the extension-closed subcategories of Cm are precisely those closed under

extensions having indecomposable outer terms, see Proposition 3.4.4. First we introduce

the completed version of the PT condition, cf. Definition 3.4.1. We refer to Proposition

4.2.1 for the computation of the Hom-spaces of Cm.

Recall that we identify the indecomposable objects of Cm with the arcs of Zm.

Definition 4.5.1. Let x, y ∈ ind Cm be such that HomCm
(x,Σy) ∼= K. The arcs of

ind Cm \ {x, y} which connect the endpoints of x and y are called Ptolemy arcs of x and

y. We say that a subcategory X of Cm satisfies the completed Ptolemy condition, PT

condition for short, if it is closed under taking Ptolemy arcs.

Figure 4.12 provides an illustration of the Ptolemy arcs in Cm.

x

y

x

y

Figure 4.12: The dotted arcs are the Ptolemy arcs of x and y. On the left x and y cross,
on the right they share one endpoint which is an accumulation point.
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Now we prove the characterization of the extension-closed subcategories of Cm. The middle

term of a non-split extension in Cm having indecomposable outer terms was computed in

[43, Section 3].

Proposition 4.5.2. Let X be a subcategory of Cm. The following statements are equiva-

lent.

1. The subcategory X satisfies the PT condition.

2. The subcategory X is closed under extensions of the form x1 −→ c −→ x2 −→ Σx1

with x1, x2 ∈ ind Cm.

3. The subcategory X is closed under extensions.

Proof. The proof of the equivalence of (1) and (2) is straightforward and follows from [43,

Section 3]. The fact that (3) implies (2) is trivial. We prove that (2) implies (3). To this

end, first we show that π−1X is closed under extensions, and then that X is closed under

extensions.

Assume that X is closed under extensions with indecomposable outer terms. Consider the

preimage π−1X in C2m. It is straightforward to check that π−1X is an additive subcategory

of C2m. We show that π−1X is closed under extensions having indecomposable outer

terms. Consider a triangle a −→ e −→ b −→ Σa in C2m with a, b ∈ indπ−1X . Then

πa −→ πe −→ πb −→ πΣa is a triangle in Cm, see Section 2.3.7. Moreover, from [43,

Proposition 3.10] it follows that πa and πb are either indecomposable objects or zero, and

then πa, πb ∈ indX . From (2) we obtain that πe ∈ X , i.e. e ∈ π−1X . This proves that

π−1X is closed under extensions.

Now we show that X is closed under extensions. Consider a triangle x1 −→ c −→ x2 −→
Σx1 in Cm with x1, x2 ∈ X . Then there exists a triangle a −→ e −→ b −→ Σa in C2m
whose image after π is isomorhic in Cm to x1 −→ c −→ x2 −→ Σx1. Thus πa, πb ∈ X ,
i.e. a, b ∈ π−1X . Since π−1X is closed under extensions, we have e ∈ π−1X and then

c ∼= πe ∈ X . This completes the proof.

4.6 Torsion pairs

We classify the torsion pairs in Cm. We recall from Proposition 2.3.27 that a torsion pair

(X ,Y) is uniquely determined by its torsion class X , and therefore it is enough to classify

the torsion classes.

Theorem 4.6.1. Let X be a subcategory of Cm. Then X is a torsion class in Cm if and

only if X satisfies the PC conditions and the PT condition. Moreover, there is a bijection.

{ Torsion-classes in Cm } ←→
{

Extension-closed subcategories U ⊆ C2m
such that D ⊆ U and U ∩ A is precovering

}
X 7−→ π−1X

πU ←−p U
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Proof. The first statement follows directly from Proposition 2.3.27, Theorem 4.4.3, and

Proposition 4.5.2. The bijection follows from Proposition 2.3.38 and Theorem 4.4.3.

We have the following corollaries which follow directly from Theorem 4.6.1 and will be

useful in Section 4.7 and Section 4.8 to classify t-structures and co-t-structures.

Corollary 4.6.2. Let X be a subcategory of Cm. Then X is the aisle of a t-structure in

Cm if and only if X satisfies the PC conditions, the PT condition, and X is closed under

clockwise rotations. Moreover, there is a bijection.

{ Aisles of t-structures in Cm } ←→
{

Suspended subcategories U ⊆ C2m such

that D ⊆ U and U ∩ A is precovering

}
X 7−→ π−1X

πU ←−p U

Corollary 4.6.3. Let X be a subcategory of Cm. Then X is the aisle of a co-t-structure in

Cm if and only if X satisfies the PC conditions, the PT condition, and X is closed under

anticlockwise rotations. Moreover, there is a bijection.

{ Aisles of co-t-structures in Cm } ←→
{

Co-suspended subcategories U ⊆ C2m such

that D ⊆ U and U ∩ A is precovering

}
X 7−→ π−1X

πU ←−p U

4.7 T-structures

We classify the t-structures in Cm. We start by classifying the aisles of the t-structures,

then we compute the co-aisles and the hearts. Finally, we classify the bounded and non-

degenerate t-structures.

4.7.1 Aisles of t-structures

In Section 3.6 we discussed the classification of the aisles of t-structures of Cm in terms of

decorated non-crossing partitions, see Definition 3.6.2. Here we introduce similar combi-

natorial objects which classify the aisles of t-structures in Cm.

Definition 4.7.1. A half-decorated non-crossing partition of [m′] ∪ [m] is a pair (P, X)

given by a non-crossing partition P of [m′] ∪ [m] and a 2m-tuple X = (xp)p∈[m′]∪[m] such

that for each p ∈ [m′] we have that xp = p+, and for each p ∈ [m]

xp ∈


[p, p+) if {p} ∈ P,

(p, p+] if p, p+ ∈ B for some block B ∈ P,

(p, p+) otherwise.
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Example 4.7.2. Figure 4.13 gives an example of non-crossing partition and half-decorated

non-crossing partition.

1′

1

2′

2

3′

3

4′

4x1′ =

x1 =

x2′ =x2 = = x3′

x3

= x4′

x4
1′

1

2′

2

3′

3

4′

4y1′ =

y1 =

y2′

y2 =

y3′

y3

y4′

y4

(P , X) (P , Y )

Figure 4.13: On the left (P, X) is a half-decorated non-crossing partition of [4′] ∪ [4],
and on the right (P, Y ) is a decorated non-crossing partition of [4′] ∪ [4], with P =
{{1′, 1, 2′, 3′}, {2}, {3, 4′, 4}}.

Remark 4.7.3. Half-decorated non-crossing partitions and non-crossing partitions are

closely related but distinct combinatorial objects. A decorated non-crossing partition of

[m′]∪ [m] may not be a half-decorated non-crossing partition of [m′]∪ [m], and vice versa.

For example, (P, X) of Figure 4.13 is not a decorated non-crossing partition, and (P, Y )

is not a half-decorated non-crossing partition.

The main result of this section is the following analogue of Theorem 3.6.3. The notation

employed in the statement will be defined in Definition 4.7.6 and Definition 4.7.9.

Theorem 4.7.4. The following is a bijection.{
Half-decorated non-crossing

partitions of [m′] ∪ [m]

}
←→ { Aisles of t-structures in Cm }

(P, X) 7−→ πU(P,X)

(Pπ−1X , Xπ−1X )←−p X

To prove this result, we take an intermediate step through C2m. From Corollary 4.6.2 the

aisles of t-structures in Cm are in bijection with the suspended subcategories U of C2m
such that D ⊆ U and U ∩ A is precovering. These can be regarded as “almost aisles” of

t-structures in C2m and are classified in terms of half-decorated non-crossing partitions of

[m′]∪ [m], see in Proposition 4.7.5. The aisles of the t-structures in Cm are then obtained

by localising the “almost aisles” in C2m. Figure 4.14 illustrates this process.

The following proposition classifies the “almost aisles” of t-structures in C2m.

Proposition 4.7.5. The following is a bijection.{
Half-decorated non-crossing

partitions of [m′] ∪ [m]

}
←→

{
Suspended subcategories U ⊆ C2m such that

D ⊆ U and U ∩ A is precovering

}
α : (P, X) 7−→ U(P,X)

(PU , XU )←−p U : β
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(P, X)
half-decorated non-crossing

partition of [4′] ∪ [4]

U
suspended subcategory of C8
such that U ∩ A is precovering

X
aisle of t-structure in C4

Figure 4.14: Illustration of how to obtain the aisle of a t-structure of Cm from a half-
decorated non-crossing partition of [m′] ∪ [m].

The rest of this section is devoted to prove Proposition 4.7.5. We start by defining the

assignments of the maps α and β.

Definition 4.7.6. Let (P, X) be a half-decorated non-crossing partition of [m′]∪ [m]. We

define

U(P,X) = add
⊔
B∈P

(u1, u2) ∈ ind C2m

∣∣∣∣∣∣u1, u2 ∈
⋃
p∈B

(p, xp]

 ,

where we use the following convention: if xp = p then (p, xp] = ∅, and if xp = p+ then

(p, xp] = Z(p).

We check that the map α is well defined.

Proposition 4.7.7. Let (P, X) be a half-decorated non-crossing partition of [m′] ∪ [m].

Then U(P,X) is a suspended subcategory of C2m such that D ⊆ U(P,X) and U(P,X) ∩ A is

precovering.

Proof. We show that D ⊆ U . Consider d = (d1, d2) ∈ indD, then d1, d2 ∈ Z(p) for some

p ∈ [m′]. Since p ∈ B for some block B ∈ P, then Z(p,p) ⊆ indU , and then d ∈ U(P,X).

Morevoer, it is straightforward to check that ΣU(P,X) ⊆ U(P,X). For showing that U(P,X)

is extension-closed, we can proceed as in the argument of [22, Proposition 4.8].

Now we show that U(P,X) ∩ A is precovering. Let X̃ be the vector X̃ = (x̃p)p∈[m′]∪[m]

where for each p ∈ [m′] ∪ [m]

x̃p =

z0p if p ∈ [m′],

xp if p ∈ [m].

Then (P, X̃) is a decorated non-crossing partition of [m′]∪ [m] and we can associate to it

the aisle of a t-structure U
(P,X̃)

, see Theorem 3.6.3. We recall that

U
(P,X̃)

= add
⊔
B∈P

(u1, u2) ∈ ind C2m

∣∣∣∣∣∣u,u2 ∈
⋃
p∈B

(p, x̃p]

 .
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It is straightforward to check that U
(P,X̃)

= U(P,X) ∩ A. Then U(P,X) ∩ A is the aisle of a

t-structure in C2m, and in particular it is precovering. This concludes the argument.

Now we define the assignment of the map β. To this end, given an “almost aisle” in C2m,
we define an equivalence relation ∼U on the set [m′] ∪ [m] in the same way as in Section

3.6. The same argument of [22, Lemma 4.10] shows that ∼U is an equivalence relation.

Definition 4.7.8. Let U be a suspended subcategory of C2m such that D ⊆ U and U ∩A
is precovering. The relation ∼U on the set [m′] ∪ [m] is defined as follows: for any p, q ∈
[m′] ∪ [m] we have that p ∼U q if and only if p = q or there exists an arc of U with an

endpoint in Z(p) and the other in Z(q).

Definition 4.7.9. Keeping the assumptions and notation of Definition 4.7.8, we define

PU to be the partition of [m′] ∪ [m] given by the equivalence classes of ∼U . For each

p ∈ [m′] ∪ [m] we define

xp = sup{z ∈ Z(p) | there exists an arc of U with an endpoint equal to z}.

We denote by XU the 2m-tuple XU = (xp)p∈[m′]∪[m].

With Proposition 4.7.13 we will show that (PU , XU ) is a half-decorated non-crossing par-

tition of [m′] ∪ [m]. The following remark and lemmas are useful for that purpose.

Remark 4.7.10. Consider a suspended subcategory U of C2m such that D ⊆ U and U ∩A
is precovering. We observe that U ∩ A is the aisle of a t-structure in C2m. We denote by

(PU∩A, XU∩A) the decorated non-crossing partition associated to U ∩ A. We recall that

PU∩A is defined as the set of equivalence classes of [m′]∪ [m] under the equivalence relation

∼U∩A, see Section 3.6. The following lemmas relate (PU , XU ) and (PU∩A, XU∩A).

Lemma 4.7.11. Let U be a suspended subcategory of C2m such that D ⊆ U and U ∩ A is

precovering. Let (PU∩A, XU∩A) be the decorated non-crossing partition associated to U∩A.
Then PU = PU∩A.

Proof. We show that for any p, q ∈ [m′]∪ [m] we have that p ∼U q if and only if p ∼U∩A q.

It is straightforward to check that if p ∼U∩A q then p ∼U q. Assume that p ∼U q. If p = q

then the claim is straightforward. If p ̸= q then there exists u ∈ indU having one endpoint

in Z(p) and the other endpoint in Z(q). Note that there exists n ≥ 0 such that Σnu ∈ A
and then, since ΣnU ⊆ U , we obtain that u ∈ U ∩ A. Then we have that p ∼U∩A q. This

concludes the argument.

Lemma 4.7.12. Let U be a subcategory of C2m as in Lemma 4.7.11, XU = (xp)p∈[m′]∪[m],

and XU∩A = (x̃p)p∈[m′]∪[m]. Then for each p ∈ [m′] ∪ [m]

x̃p =

z0p if p ∈ [m′],

xp if p ∈ [m].
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Proof. Let p ∈ [m′] ∪ [m]. We recall that by construction, see Section 3.6, we have that

x̃p = sup{z ∈ Z(p) | there exists an arc of U ∩ A with an endpoint equal to z}.

If p ∈ [m′], there exists an arc of U ∩ A with an endpoint equal to z0p . Moreover, for

any z ∈ Z(p) such that z > z0p there is no arc of A, and then no arc of U ∩ A, with an

endpoint in z. Thus, x̃p = z0p . Now consider p ∈ [m], we show that x̃p = xp. We divide

the argument into claims.

Claim 1. Let z ∈ Z(p). If there exists an arc of U with an endpoint equal to z, then there

exists an arc of U ∩ A with an endpoint equal to z.

Assume that there exists u ∈ indU having an endpoint equal to z. If u ∈ U ∩ A, then we

have the claim. Now assume that u ∈ U and u /∈ A. We denote u = (u1, u2). We assume

that u1 = z, the other case is analogous. Since u /∈ A, we have that u2 ∈ Z(q) for some

q ∈ [m′] and u2 > z0p . Then we are in the situation of Figure 4.15.

z0q

p+

q

q+

p
u1

u2

d1

d2

Figure 4.15: Illustration of the argument of Claim 1.

Consider d = (d1, d2) ∈ Z(q,q) with d1 ≤ z0p < u2 < d2. Since d ∈ D ⊆ U , u and d

are crossing, and U is extension-closed, we obtain that (z, d1) = (u1, d1) ∈ U . Moreover,

(z, d1) ∈ A. This concludes the argument of Claim 1.

Claim 2. If x̃p = p then xp = p.

Assume that x̃p = p, i.e. there is no z ∈ Z(p) such that there is an arc of U ∩ A with an

endpoint equal to z. By Claim 1 there is no z ∈ Z(p) such that there is an arc of U with

an endpoint equal to z, i.e. xp = p. This concludes the argument of Claim 2.

Claim 3. If x̃p = p+ then xp = p+.

The proof is straightforward.

Claim 4. x̃p = xp.

If x̃p = p or x̃p = p+ then the claim follows from Claim 2 and Claim 3. Assume that

there exists z ∈ Z(p) such that x̃p = z. As a consequence, there is an arc of U ∩A with an

endpoint equal to z, and then there is an arc of U with an endpoint equal to z. Moreover,

for any z′ ∈ Z(p) such that z′ > z there is no arc of U ∩ A with an endpoint equal to z′.

Then, by Claim 1, for any z′ ∈ Z(p) such that z′ > z there is no arc of U with an endpoint
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equal to z′. Thus, xp = z. This concludes the argument of Claim 4.

We can conclude that x̃p = z0p for each p ∈ [m]′, and x̃p = xp for each p ∈ [m].

Now we can prove that the map β of Proposition 4.7.5 is well defined.

Proposition 4.7.13. Let U be a suspended subcategory of C2m such that D ⊆ U and U ∩A
is precovering. Then (PU , XU ) is a half-decorated non-crossing partition.

Proof. We check that (PU , XU ) satisfies the conditions of Definition 4.7.1. Consider U ∩A,
which is the aisle of a t-structure, and its associated decorated non-crossing partition

(PU∩A, XU∩A). We recall that PU is a partition of [m′] ∪ [m] and that, from Lemma

4.7.11, PU∩A = PU . As a consequence, PU is a non-crossing partition of [m′] ∪ [m]. Now,

for the decorations we denote XU = (xp)p∈[m′]∪[m] and XU∩A = (x̃p)p∈[m′]∪[m]. From

Lemma 4.7.12 we have that xp = x̃p for each p ∈ [m]. Moreover, for each p ∈ [m′],

since Z(p,p) ⊆ indD ⊆ indU , we have that xp = p+. We can conclude that (PU , XU ) is a

half-decorated non-crossing partition of [m′] ∪ [m].

Given U a suspended subcategory of C2m such that D ⊆ U and U ∩ A is precovering, the

following lemma shows that any shift of U has the same properties of U . This fact will be
useful in the proof of Proposition 4.7.5.

Lemma 4.7.14. Let U be a suspended subcategory of C2m such that D ⊆ U and U ∩ A is

precovering. Consider the associated half-decorated non-crossing partition (PU , XU ) with

XU = (xp)p∈[m′]∪[m]. The following statements hold.

1. For any n ∈ Z the subcategory ΣnU of C2m is suspended, D ⊆ ΣnU , and ΣnU ∩A is

precovering.

2. Consider (PΣnU , XΣnU ). Then PΣnU = PU and XΣnU = (xp − n)p∈[m′]∪[m].

Proof. First we prove statement (1), statement (2) follows by construction, see Definition

4.7.6. It is straightforward to check that ΣnU is extension-closed and contains D, we show
that ΣnU ∩ A is precovering. By Proposition 2.3.38 we have that π−1πU = U , and, since
π−1πU ∩ A = U ∩ A is precovering, by Theorem 4.4.3 we have that πU is precovering

in Cm. Now fix n ∈ Z. Since πU is precovering, then ΣnπU is precovering in Cm. As a

consequence, from Theorem 4.4.3 we have that ΣnU ∩A = π−1πΣnU ∩A = π−1ΣnπU ∩A
is precovering. This concludes the proof.

Finally, we can prove Proposition 4.7.5.

Proof of Proposition 4.7.5. From Proposition 4.7.7 and Proposition 4.7.13 the maps α and

β are well defined. We divide the proof into steps.

Step 1. The map β is injective.

Let U and U ′ be suspended subcategories of C2m such that D ⊆ U , D ⊆ U ′, and such

that U ∩ A and U ′ ∩ A are precovering. Assume that (PU , XU ) = (PU ′ , XU ′), we show
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that U = U ′. First we show that ΣnU ∩ A = ΣnU ′ ∩ A for each n ∈ Z. By Lemma

4.7.11, Lemma 4.7.12, and Lemma 4.7.14, (PΣnU∩A, XΣnU∩A) = (PΣnU ′∩A, XΣnU ′∩A). By

Theorem 3.6.3 we obtain that ΣnU ∩ A = ΣnU ′ ∩ A.

Now we show that U ⊆ U ′, the other inclusion can be obtained in the same way. Consider

u ∈ indU , we have that Σnu ∈ A for some n ≥ 0. Then Σnu ∈ ΣnU ∩ A. Since

ΣnU ∩A = ΣnU ′ ∩A, we have that Σnu ∈ ΣnU ′ ∩A and then u ∈ U ′. This concludes the

argument of Step 1.

Step 2. We show that βα = id.

Let (P, X) be a half-decorated non-crossing partition of [m′] ∪ [m]. Let U(P,X) be the

associated subcategory of C2m, which we denoted by U . Let (PU , XU ) be the half-decorated

non-crossing partition associated to U . We show that (P, X) = (PU , XU ).

Showing the equality P = PU is equivalent to show that for any p, q ∈ [m′] ∪ [m] we

have that p ∼U q if and only if p, q ∈ B for some block B ∈ P. This follows directly

from Definition 4.7.6 and Definition 4.7.8. Now we show that X = XU . We denote

X = (xp)p∈[m′]∪[m] and XU = (yp)p∈[m′]∪[m]. By construction, see Definition 4.7.6 and

Definition 4.7.9, we have the following equalities.

yp = sup{z ∈ Z(p) | there exists an arc of U = U(P,X) with an endpoint equal to z} = xp

Therefore we have that (P, X) = (PU , XU ). This concludes the argument of Step 2. We

can conclude that α and β are mutually inverse.

4.7.2 Co-aisles of t-structures

From Theorem 4.7.4 we have a classification of the aisles of the t-structures in Cm, now
we compute the corresponding co-aisles in terms of non-crossing partitions. As before,

we take an intermediate step through C2m. Given a half-decorated non-crossing partition

(P, X) of [m′] ∪ [m], we consider its complement (P, X)c = (Q, Y ), where Q = Pc is the
Kreweras complement of P, see Section 3.6. With a computation similar to Section 3.6,

(Q, Y ) corresponds to a subcategory V of C2m. This is a co-suspended subcategory of C2m
such that D ⊆ V and V ∩ B is preenveloping, therefore V can be thought as an “almost

co-aisle” in C2m. From such V we obtain the corresponding co-aisle in Cm after localising.

Figure 4.16 illustrates this process.

Definition 4.7.15. Let (P, X) be a half-decorated non-crossing partition of [m′]∪[m] with

X = (xp)p∈[m′]∪[m]. We define the complement, (P, X)c, of (P, X) to be the pair (Q, Y )

where Q = Pc is the Kreweras complement of P, and Y is the 2m-tuple Y = (yp)p∈[m′]∪[m]

with

yp =

p if p ∈ [m′],

xp − 1 if p ∈ [m].

We describe how to obtain an “almost co-aisle” of t-structure in C2m from the complement

of a half-decorated non-crossing partition of [m′] ∪ [m].
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Figure 4.16: Illustration of how to obtain the co-aisle of the aisle of Figure 4.14.

Definition 4.7.16. Let (P, X) be a half-decorated non-crossing partition of [m′] ∪ [m]

and let (Q, Y ) = (P, X)c. We define

V(Q,Y ) = add
⊔
B∈Q

(v1, v2) ∈ ind C2m

∣∣∣∣∣∣v1, v2 ∈
⋃
p∈B

[yp, p
+)

 .

Consider the complement (Q, Y ) of a half-decorated non-crossing partition of [m′] ∪ [m].

The following lemmas and remark establish some properties of the subcategory V(Q,Y ) of

C2m. The first is analogous to Proposition 4.7.7.

Lemma 4.7.17. Let (P, X) be a half-decorated non-crossing partition of [m′] ∪ [m] and

let (Q, Y ) = (P, X)c. Then V(Q,Y ) is co-suspended and contains D.

Proof. The proof is analogous to the argument of Proposition 4.7.7.

Lemma 4.7.18. Let (P, X) be a half-decorated non-crossing partition of [m′] ∪ [m] and

let (Q, Y ) = (P, X)c. Then V(Q,Y ) ∩ B =
(
U(P,X) ∩ A

)⊥
.

Proof. For each p ∈ [m′] ∪ [m] we define

ỹp =

yp if p ∈ [m],

w0
p if p ∈ [m′]

where we recall from Section 4.4.2 that w0
p = z0p − 1. It is straightforward to check that

V(Q,Y ) ∩ B = add
⊔
B∈Q

(v1, v2) ∈ ind C2m

∣∣∣∣∣∣v1, v2 ∈
⋃
p∈B

[ỹp, p
+)

 .

Moreover, by Corollary 3.6.4, the left hand side is equal to
(
U(P,X) ∩ A

)⊥
.

Remark 4.7.19. Let U(P,X) and V(Q,Y ) be as in Lemma 4.7.18. Since U(P,X) ∩ A is

precovering and suspended, by Proposition 2.3.27
(
U(P,X) ∩ A,V(Q,Y ) ∩ B

)
is a t-structure.
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The following lemma and proposition show that an “almost co-aisle” in C2m is, after

localising, the co-aisle of a t-structure in Cm.

Lemma 4.7.20. Let X be the aisle of a t-structure in Cm, let (P, X) be the half decorated

non-crossing partition associated to X , and let (Q, Y ) = (P, X)c. Then πV(Q,Y ) ⊆ X
⊥
.

Proof. Assume that there exist x ∈ indX and y ∈ indπV(Q,Y ) such that HomCm
(x, y) ∼=

K. Note that there exists y′ ∈ indB such that π(y′) ∼= y. Then y′ ∈ π−1πV(Q,Y ) and

by Proposition 2.3.38 and Lemma 4.7.17, we have that y′ ∈ indV(Q,Y ) ∩ B. We define

U = π−1X , we have that U = U(P,X). Now, by Lemma 4.4.4 and Lemma 4.4.5, there

exists x′ ∈ indA such that π(x′) ∼= x, and then x′ ∈ indU ∩ A, and HomC2m(x
′, y′) ∼= K.

Since x ∈ indU ∩A and y′ ∈ indV(Q,Y ) ∩B, this gives a contradiction with Lemma 4.7.18.

Then we can conclude that HomCm
(X , πV(Q,Y )) = 0.

Proposition 4.7.21. Let (X ,Y) be a t-structure in Cm, U = π−1X , (P, X) be its as-

sociated half-decorated non-crossing partition, and (Q, Y ) = (P, X)c. Then the following

equalities hold:

Y = πV(Q,Y ) = π
(
V(Q,Y ) ∩ B

)
= π

(
(U ∩ A)⊥

)
.

Proof. First we show that πV(Q,Y ) = π
(
V(Q,Y ) ∩ B

)
. The inclusion π

(
V(Q,Y ) ∩ B

)
⊆

πV(Q,Y ) is straightforward. We show the other inclusion. Consider y ∈ indπV(Q,Y ), then

there exists y′ ∈ indB such that π(y′) ∼= y. Since y ∈ πV(Q,Y ), we have that y′ ∈
π−1πV(Q,Y ). By Proposition 2.3.38 and Lemma 4.7.17 we have that π−1πV(Q,Y ) = V(Q,Y ).

Thus, y′ ∈ indV(Q,Y ) ∩ B and then y ∼= π(y′) ∈ π
(
V(Q,Y ) ∩ B

)
. From Lemma 4.7.18 we

also have the equality π
(
V(Q,Y ) ∩ B

)
= π

(
(U ∩ A)⊥

)
. It remains to show the equality

Y = πV(Q,Y ), to do so we check that
(
X , πV(Q,Y )

)
is a torsion pair.

Note that by Lemma 4.7.20 we have that πV(Q,Y ) ⊆ X⊥, we show that X ∗ πV(Q,Y ) =

Cm. Since X = π(U ∩ A) and πV(Q,Y ) = π
(
(U ∩ A)⊥

)
, it is equivalent to show that

π (U ∩ A) ∗ π
(
(U ∩ A)⊥

)
= Cm.

Let a ∈ Cm, there exists a′ ∈ C2m such that π(a′) ∼= a. Since (U ∩ A) ∗ (U ∩ A)⊥ = C2m,
there exists a triangle u −→ a′ −→ v −→ Σa in C2m with u ∈ U ∩ A and v ∈ (U ∩ A)⊥ .
After localising we obtain the triangle π(u) −→ a −→ π(v) −→ Σπ(u) in Cm. Note that

π(u) ∈ π(U∩A) and π(v) ∈ π
(
(U ∩ A)⊥

)
, thus we have that a ∈ π (U ∩ A)∗π

(
(U ∩ A)⊥

)
.

We can conclude that
(
X , πV(Q,Y )

)
is a torsion pair, and as a consequence Y = πV(Q,Y ).

4.7.3 Hearts

With Theorem 4.7.4 we classified the aisles of t-structures in Cm, and with Proposition

4.7.21 we computed the corresponding co-aisle. Now we can compute the heart of a t-

structure (X ,Y) in Cm. We first consider the preimage of (X ,Y) under π, which we denote

by (U ,V). Note that (U ,V) is not a t-structure of C2m, but (U ∩ A,V ∩ B) is. We can

compute the heart of (U ∩A,V ∩ B) as in Proposition 3.6.5, and then obtain the heart of

(X ,Y) by localising. Figure 4.17 illustrates this process.
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Figure 4.17: The heart of the t-structure (X ,Y) of Figure 4.14 and Figure 4.16.

Corollary 4.7.22. Let (X ,Y) be a t-structure in Cm. Consider its associated decorated

non-crossing partition (P, X) of [m′] ∪ [m], with X = (xp)p∈[m′]∪[m]. Then the heart

H = X ∩ ΣY is given by

H = add{(xp − 2, xp) | p ∈ [m] and xp ∈ Zm}.

Proof. Let U = π−1X , V = π−1Y, U ′ = U ∩A, and V ′ = V ∩B. By Lemma 4.7.18, the pair

(U ′,V ′) is a t-structure in C2m. Consider the heart H′ = U ′ ∩ΣV ′, we show that πH′ = H.
Then the claim follows directly from Proposition 3.6.5.

First we show the inclusion πH′ ⊆ H. Consider h′ ∈ indH′. Since h′ ∈ U ′ ⊆ U , we
have that πh′ ∈ πU and from Proposition 2.3.38 we have that πU = X . Similarly, since

h′ ∈ ΣV ′ ⊆ ΣV, we obtain that πh′ ∈ πΣV = ΣπV = ΣY. Thus, πh′ ∈ X ∩ ΣY = H.

Now we show the inclusion H ⊆ πH′. Let h ∈ indH, from Lemma 4.4.12 there exists

h′ ∈ indA ∩ ΣB such that πh′ ∼= h. Since h ∈ X , then h′ ∈ π−1X = U . Moreover, since

h ∈ ΣY, then h′ ∈ π−1ΣY = ΣV. Thus, h′ ∈ U ∩ A and h′ ∈ ΣV ∩ ΣB. We obtain that

h′ ∈ U ′ ∩ ΣV ′ = H′, and then h ∼= πh′ ∈ πH′. We can conclude that H = πH′.

4.7.4 Boundedness

We classify the bounded t-structures in Cm, and we obtain that for each m ≥ 1 there are

no bounded t-structures in Cm. We refer to Proposition 3.6.5 for the classification of the

bounded t-structures in Cm.

Proposition 4.7.23. Let (X ,Y) be a t-structure in Cm, let (P, X) be its associated half-

decorated non-crossing partition of [m′] ∪ [m], U = π−1X and V = π−1Y. The following

statements are equivalent.

1. The t-structure (X ,Y) is left bounded in Cm.

2. The t-structure (U ∩ A,V ∩ B) is left bounded in C2m.

3. The non-crossing partition P has as unique block {1′, 1, . . . ,m′,m}.

Proof. We prove the equivalence of statements (1) and (2), for the equivalence between
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(2) and (3) we refer to Proposition 3.6.5. Assume that (1) holds, we check the inclusion

C2m ⊆
⋃
n∈ZΣ

n(U ∩ A), the other inclusion is trivial. Consider a ∈ ind C2m. Note that

there exists k ∈ Z such that a ∈ ΣkA. Moreover, since π(a) ∈ Cm, there exists l ∈ Z such

that π(a) ∈ ΣlX , and then a ∈ Σlπ−1X = ΣlU . Thus, we have that a ∈ ΣlU ∩ ΣkA. Let

n = min{k, l}, then a ∈ Σn(U ∩ A).

Now we assume that (2) holds, we check the inclusion Cm ⊆
⋃
n∈ZΣ

nX , the other inclusion
is trivial. Consider a ∈ ind Cm, then there exists a′ ∈ ind C2m such that π(a′) ∼= a. Then

there exists n ∈ Z such that a′ ∈ Σn(U ∩ A) ⊆ ΣnU , and then a ∼= π(a′) ∈ πΣnU = ΣnX .
This concludes the proof.

Dually, we have the following proposition.

Proposition 4.7.24. Keeping the assumptions and notation of Proposition 4.7.23, the

following statements are equivalent.

1. The t-structure (X ,Y) is right bounded in Cm.

2. The t-structure (U ∩ A,V ∩ B) is right bounded in C2m.

3. The non-crossing partition P has as blocks {1′}, {1}, . . . , {m′}, {m}.

We have the following corollary of Proposition 4.7.23 and Proposition 4.7.24.

Corollary 4.7.25. For each m ≥ 1 there are no bounded t-structures in Cm.

4.7.5 Non-degeneracy

We classify the non-degenerate t-structures in Cm. We refer to Proposition 3.6.5 for the

classification of the non-degenerate t-structures in Cm.

Proposition 4.7.26. Let (X ,Y) be a t-structure in Cm, let (P, X) be its associated half-

decorated non-crossing partition with X = (xp)p∈[m′]∪[m], and U = π−1X . The following

statements are equivalent.

1. The t-structure (X ,Y) is left non-degenerate in Cm.

2. We have that
⋂
n∈ZΣ

nU = D.

3. For each p ∈ [m] we have that xp ̸= p+, and for each p, q ∈ [m′] if p, q ∈ B for some

block B ∈ P, then p = q.

Proof. First we show the equivalence between the statements (1) and (2) beginning with

(1) implies (2). Assume that (X ,Y) is left non-degenerate, i.e.
⋂
n∈ZΣ

nX = 0. The

inclusion D ⊆
⋂
n∈ZΣ

nU is straightforward, we show the other inclusion. Consider u ∈
ind C2m such that u ∈ ΣnU for all n ∈ Z, then π(u) ∈ πΣnU = ΣnX for all n ∈ Z. As a

consequence, π(u) = 0 and then u ∈ D.

Now to show that (2) implies (1), assume that
⋂
n∈ZΣ

nU = D, we show that
⋂
n∈ZΣ

nX =

0. Assume that there exists x ∈ ind Cm such that x ∈ ΣnX for all n ∈ Z. Then there exists

x′ ∈ ind C2m such that π(x′) ∼= x, and x′ ∈ π−1(ΣnX ) = ΣnU for all n ∈ Z. Then x′ ∈ D
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and x ∼= π(x′) = 0, contradicting the fact that x ∈ ind Cm. This proves the equivalence

between (1) and (2).

Now we prove the equivalence between statements (2) and (3). Assume that
⋂
n∈ZΣ

nU =

D and that there exists p ∈ [m] such that xp = p+, then Z(p,p) ⊆ indU . Let u ∈ Z(p,p),

then x ∈ ΣnU for each n ∈ Z. As a consequence x ∈ D, and this contradicts the fact that

p ∈ [m]. This proves that xp ̸= p+. Now consider p, q ∈ [m′] such that p, q ∈ B for some

block B ∈ P, then U contains all arcs having one endpoint in Z(p) and the other in Z(q).

Consider such u, then u ∈ ΣnU for each n ∈ Z. As a consequence u ∈ D, and then p = q.

This proves that (2) implies (3).

Now assume that statement (3) holds, we show that
⋂
n∈ZΣ

nU = D. The inclusion

D ⊆
⋂
n∈ZΣ

nU is straightforward, we show the other inclusion. Let u ∈ ind
⋂
n∈ZΣ

nU ,
we show that u ∈ D. Assume that u has an endpoint z ∈ Z(p) for some p ∈ [m]. Since

u ∈ indU , then z ∈ (p, xp]. Moreover, since xp ̸= p+, there exists n ∈ Z such that

Σnu /∈ U , and this contradicts the fact that u ∈
⋂
n∈ZΣ

nU . Thus, u ∈ Z(p,q) for some

p, q ∈ [m′]. Then p, q ∈ B for some B ∈ P and as a consequence p = q, i.e. u ∈ D. This

concludes the argument.

Dually, we have the following proposition.

Proposition 4.7.27. Keeping the assumptions and notation of Proposition 4.7.26, let

(Q, Y ) = (P, X)c, and let V = π−1Y. The following statements are equivalent.

1. The t-structure (X ,Y) is right non-degenerate.

2. We have that
⋂
n∈ZΣ

nV = D.

3. For each p ∈ [m] we have that xp ̸= p, and for each p, q ∈ [m′] if p, q ∈ C for some

block C ∈ Q, then p = q.

Combining Proposition 4.7.26 and Proposition 4.7.27 we obtain the following corollary.

Corollary 4.7.28. Keeping the assumptions and notation of Proposition 4.7.26 and Propo-

sition 4.7.27, the following statements are equivalent.

1. The t-structure (X ,Y) is non-degenerate.

2. We have that
⋂
n∈ZΣ

nU = D =
⋂
n∈ZΣ

nV.

3. For each p ∈ [m] we have that xp ∈ Z(p), and for each p, q ∈ [m′] if p, q ∈ B for

some block B ∈ P, or p, q ∈ C for some block C ∈ Q, then p = q.

With the following example we show that there exist half-decorated non-crossing partitions

of [m′] ∪ [m] satisfying condition (3) of Corollary 4.7.28.

Example 4.7.29. Consider P the non-crossing partition P = {{1′, 1}, {2′, 2}, . . . , {m′,m}}
of [m′]∪[m], and X = (xp)p∈[m′]∪[m] with xp ∈ Z(p) for each p ∈ [m]. Then (P, X) is a half-

decorated non-crossing partition of [m′]∪[m], and Pc = {{1′}, {2′}, . . . , {m′}, {1, 2, . . . ,m}},
see Section 3.6. Note that (P, X) satisfies condition (3) of Corollary 4.7.28.
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As a consequence, we have the following corollary.

Corollary 4.7.30. Non-degenerate t-structures in Cm exist for each m ≥ 1.

4.8 Co-t-structures

We know that in the category Cm the only co-t-structures are (Cm, 0) and (0, Cm), see
Remark 3.6.6. In Cm this is not the case, Figure 4.18 gives an example of a non-trivial

co-t-structure in Cm. In this section we classify the aisles of the co-t-structures, we com-

pute the co-aisles and co-hearts. We also classify the bounded and non-degenerate co-t-

structures, and the co-t-structures having a left or right adjacent t-structure. Moreover,

from the classification of the co-t-structures, we can easily obtain the classification of the

recollements of Cm.

1′

2′

3′

4′

x

Figure 4.18: The subcategory add{x} of C4 is the aisle of a co-t-structure.

4.8.1 Aisles of co-t-structures

Here we classify the aisles of the co-t-structures in Cm similarly to the classification of

the aisles of the t-structures in Section 4.7.1. The definition below is similar to Definition

4.7.1.

Definition 4.8.1. A half-decorated half-non-crossing partition of [m′]∪[m] is a pair (P, X)

given by a non-crossing partition P of [m′] and a 2m-tuple X = (xp)p∈[m] such that

xp ∈ [p, p+] for each p ∈ [m].

The main result of this section is the following analogue of Theorem 4.7.4. The notation

employed in the statement will be defined in Definition 4.8.4 and Definition 4.8.6.

Theorem 4.8.2. The following is a bijection.{
Half-decorated half-non-crossing

partitions of [m′] ∪ [m]

}
←→

{
Aisles of co-t-structures in

Cm

}
(P, X) 7−→ πU(P,X)

(Pπ−1X , Xπ−1X )←−p X

To prove this result, we proceed as in Section 4.7.1 by taking an intermediate step through

C2m. From Corollary 4.6.3 the aisles of co-t-structures in Cm are in bijection with certain
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subcategories of C2m, which can be regared as “almost aisles” of co-t-structures. These

are co-suspended subcategories U of C2m such that D ⊆ U and U ∩ A is precovering, and

are classified with half-decorated half-non-crossing parititions of [m′]∪ [m] in Proposition

4.8.3. The aisles of co-t-structures in Cm are then obtained after localising the “almost

aisles” of co-t-structures in C2m. Figure 4.19 illustrates this process.

1′
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2′
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3′
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4′

4x1 =

x2 =

x3

x4
1′

1

2′

2

3′

3

4′

4

x3

x4
1′

2′

3′

4′

x3

x4

(P, X)
half-decorated half-non-crossing

partition of [4′] ∪ [4]

U
co-suspended subcategory of C8
such that U ∩ A is precovering

X
aisle of co-t-structure in C4

Figure 4.19: Illustration of how to obtain the aisle of a co-t-structure in Cm from a half-
decorated half-non-crossing partition of [m′] ∪ [m].

The rest of this section is devoted to prove the following proposition. The assignments of

the maps α and β will be defined in Definition 4.8.4 and Definition 4.8.6.

Proposition 4.8.3. The following is a bijection.{
Half-decorated half-non-crossing

partitions of [m′] ∪ [m]

}
←→

{
Co-suspended subcategories U ⊆ D such that

D ⊆ U and U ∩ A is precovering

}
α : (P, X) 7−→ U(P,X)

(PU , XU )←−p U : β

The following definition and lemma define the map α and show that it is well defined.

Definition 4.8.4. Let (P, X) be a half-decorated half-non-crossing partition of [m′]∪ [m].

We define

U(P,X) = add
⊔
B∈P

(u1, u2) ∈ ind C2m

∣∣∣∣∣∣u1, u2 ∈
⋃
p∈B

[xp− , p
+)

 ,

where we use the following convention: if xp− = p− then [xp− , p
+) = Z(p−) ⊔ Z(p), and if

xp− = p then [xp− , p
+) = Z(p).

Proposition 4.8.5. Let (P, X) be a half-decorated half-non-crossing partition of [m′]∪[m].

Then U(P,X) is a co-suspended subcategory of C2m such that D ⊆ U and U∩A is precovering.

Proof. In order to show that U(P,X) is extension-closed, contains D, and is closed under

Σ−1, we can proceed similarly to the argument of Proposition 4.7.7. We show that U(P,X)∩
A is precovering. By Theorem 3.3.2 we know that this is equivalent to showing that U(P,X)
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satisfies the PC conditions, see Definition 3.3.1.

We check that U(P,X) satisfies (PC1), the other conditions are analogous. Assume that

there exists a sequence {(xn1 , xn2 )}n ⊆ U(P,X) ∩ A ∩ Z(p,q) for some p, q ∈ [m′] ∪ [m] such

that p ̸= q and the sequences {xn1}n and {xn2}n are strictly increasing. Then p, q ∈ [m].

By Definition 4.8.4 we have that p+, q+ ∈ B for some block B ∈ P. As a consequence,

there exist strictly decreasing sequences {yn1 }n ⊆ Z(p+) and {yn2 }n ⊆ Z(q+) such that

{|yn1 , yn2 |}n ⊆ U(P,X) ∩A. This proves that (PC1) holds, and concludes the argument.

With the following definition and proposition we define the map β of Proposition 4.8.3

and we check that it is well defined. Given a co-suspended subcategory U of C2m such that

D ⊆ U and U ∩A is precovering, we define the equivalence relation ∼U on the set [m′] as

in Definition 4.7.8.

Definition 4.8.6. Let U be a co-suspended subcategory of C2m such that D ⊆ U and

U ∩ A is precovering. We define PU to be the partition of [m′] given by the equivalence

classes of ∼U . For each p ∈ [m] we define

xp = inf{z ∈ Z(p) | there exists u ∈ U with an endpoint equal to z}.

We denote by XU the m-tuple XU = (xp)p∈[m].

Proposition 4.8.7. Keeping the notation of Definition 4.8.6, the pair (PU , XU ) is a half-

decorated half-non-crossing partition of [m′] ∪ [m].

Proof. We already know that PU is a partition of [m′], we only need to check that PU
non-crossing. To this end we can apply the same argument of [22, Lemma 4.12].

The following lemma is useful for the argument of Proposition 4.8.3.

Lemma 4.8.8. Let U be a co-suspended subcategory of C2m such that D ⊆ U and U ∩A is

precovering. Consider the half-decorated half-non-crossing partition (PU , XU ) with XU =

(xp)p∈[m′]∪[m]. Let p, q ∈ [m′] be such that p, q ∈ B for some block B ∈ PU . Then any arc

of C2m having one endpoint in [xp− , p
+) and the other in [xq− , q

+) is an arc of U .

Proof. In order to simplify the notation, we assume that q ̸= 1′. If q = 1′ we can proceed

analogously. We denote by [xp− , p
+)× [xq− , q

+) the set of arcs a = (a1, a2) ∈ ind C2m such

that a1 ∈ [xp− , p
+) and a2 ∈ [xq− , q

+). We show that [xp− , p
+) × [xq− , q

+) ⊆ indU . We

have the equality

[xp− , p
+)× [xq− , q

+) = Z(p,q) ⊔
(
[xp− , p)× Z(q)

)
⊔
(
Z(p) × [xq− , q)

)
⊔
(
[xp− , p)× [xq− , q)

)
.

We assume that xp− ̸= p and xq− ̸= q, the other cases are analogous. We divide the proof

into steps.

Step 1. We show that Z(p,q) ⊆ indU .
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If p = q we have the claim from the fact that D ⊆ U . Now assume that p ̸= q. Since

p, q ∈ B for some block B ∈ PU , there exists u ∈ indU such that u ∈ Z(p,q). We show

that Σnu ∈ indU for each n ∈ Z, then, using the fact that U is extension-closed, it is

straightforward to check that U contains any arc of Z(p,q). Since Σ−1U ⊆ U , we already

know that Σnu ∈ U for each n ≤ 0, it remains to check that Σnu ∈ U for each n ≥ 1.

Consider the arcs a = (u1− 1, u1+1) ∈ Z(p,p) and b = (u2− 1, u2+1) ∈ Z(q,q). The arcs u

and a cross, and then, since U satisfies the PT condition, u′ = (u1− 1, u2) ∈ U . Moreover,

u′ and b cross and u′′ = (u1 − 1, u2 − 1) = Σu ∈ U . Using this argument we obtain that

Σnu ∈ U for each n ≥ 1. This concludes the argument of Step 1.

Step 2. We show that [xp− , p)× Z(q) ⊆ indU .

Let a = (a1, a2) ∈ ind C2m with a1 ∈ [xp− , p) and a2 ∈ Z(q), we show that a ∈ U . First we
show that there exists an arc of U with an endpoint equal to a1. If there is not such arc,

then there is no arc u ∈ indU with an endpoint in [xp− , a1], otherwise Σnu ∈ U has an

endpoint equal to a1 for some n ≤ 0. Since

xp− = inf{z ∈ Z(p−) | there exists an arc of U with an endpoint equal to z}

this gives a contradiction, and therefore there exists an arc of U with an endpoint equal to

a1. Let u
′ be such arc, then Σnu′ ∈ U for each n ≤ 0. Moreover, since U satisfies the PT

condition, we obtain that (a1, a1 + 2), (a1, a1 + 3), · · · ∈ U . Note that these arcs are also

in A because they belong to Z(p−). Therefore we have a sequence {(a1, a1 + 2+ n)}n≥0 ⊆
indU ∩A such that {a2 + 2+ n}n≥0 is strictly increasing. Since U ∩A is precovering and

satisfies condition (PC3), it follows that there exists an arc v = (a1, v2) ∈ Z(p−,p)∩U such

that v2 ≤ a2. Consider an arc of the form z = (z1, a2) ∈ Z(p,q) with p < z1 < v2. Since

the arcs v and z cross and Z(p,q) ⊆ U , then a = (a1, a2) ∈ U . This proves Step 2.

Step 3. Analogously as in Step 2 we have that Z(p) × [xq− , q) ⊆ indU .

Step 4. We show that [xp− , p)× [xq− , q) ⊆ indU .

Let a = (a1, a2) ∈ [xp− , p)× [xq− , q), we show that a ∈ U . If p = q, consider the sequence

{(a1, a1+2+n)}n≥0 ⊆ U∩A of Step 2. Since (a1, a2) = (a1, a1+2+n) ∈ U for some n ≥ 0,

we have that a ∈ U . Now assume that p ̸= q. We consider the arc v = (a1, v2) ∈ Z(p−,p)

of Step 2, and an arc z = (z1, a2) ∈ Z(p,q−) with p < z1 < v2. Since the arcs v and z cross

and z ∈ Z(p) × [xq− , q) ⊆ U , by Step 3 a = (a1, a2) ∈ U . This concludes the argument of

Step 4. We can conclude that [xp− , p
+)× [xq− , q

+) ⊆ indU .

Finally, we can prove Proposition 4.8.3.

Proof of Proposition 4.8.3. From Definition 4.8.4 and Proposition 4.8.5 we have that the

maps are well defined. We divide the proof into steps.

Step 1. The map α is injective.

Let (P, X) and (Q, Y ) be two half-decorated half-non-crossing partitions of [m′]∪ [m] such
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that U(P,X) = U(Q,Y ), we show that (P, X) = (Q, Y ). Assume that P ̸= Q. Then there

exist p, q ∈ [m′] with p ̸= q such that p and q belong to the same block of P and to distinct

blocks of Q, or vice versa p and q belong to the same block of Q and to distinct blocks of

P. In the first case, there exists an arc of U(P,X) with an endpoint in Z(p) and the other

in Z(q), while there is no such arc in U(Q,Y ). As a consequence U(P,X) ̸= U(Q,Y ), giving a

contradiction. In the second case the role of P and Q exchange and we obtain the same

contradiction. Thus we have that P = Q.

Now we show that X = Y . We denote X = (xp)p∈[m] and Y = (yp)p∈[m], and we assume

that X ̸= Y . Let p ∈ [m] be such that xp ̸= yp, then either xp < yp or xq < yp. Assume

that xp < yp, the other case is analogous. Since p ≤ xp < yp, there is an arc of U(Q,Y )

with an endpoint greater that xp, while there is no such arc in U(P,X). We obtain that

U(P,X) ̸= U(Q,Y ), giving a contradiction. This concludes the argument of Step 1.

Step 2. We show that αβ = id.

Consider U a co-suspended subcategory of C2m such that D ⊆ U and U ∩A is precovering.

We show that U = U(PU ,XU ). First we show the inclusion U(PU ,XU ) ⊆ U . Consider u =

(u1, u2) ∈ indU(PU ,XU ), then there exist a block B ∈ PU and p, q ∈ B such that u1 ∈
[xp− , p

+) and u2 ∈ [xq− , q
+), where XU = (xp)p∈[m]. Then u ∈ indU by Lemma 4.8.8.

Now we show the inclusion U ⊆ U(PU ,XU ). Consider u = (u1, u2) ∈ indU , then there exist

p, q ∈ [m′] such that u1 ∈ [xp− , p
+) and u2 ∈ [xq− , q

+) where

xp− = inf{z ∈ Z(p−) | there exists an arc of U with an endpoint equal to z}

and xq− is defined similarly. We show that p, q ∈ B for some block B ∈ PU , i.e. that there
exists an arc of U with an endpoint in Z(p) and the other in Z(q). Then we can conclude that

u1, u2 ∈
⋃
p∈B[xp− , p

+), and then u ∈ U(PU ,XU ). If p = q the claim is straightforward, we

assume that p ̸= q. We can write [xp− , p
+) = [xp− , p)⊔Z(p) and [xq− , q

+) = [xq− , q)⊔Z(q).

If u1 ∈ Z(p) and u2 ∈ Z(q) then the claim follows directly. We assume that u1 /∈ Z(p) or

u2 /∈ Z(q).

Assume that u1 ∈ [xp− , p) and u2 ∈ [xq− , q). We consider the sequence {Σ−nu = (u1 +

n, u2 + n)}n≥0 ⊆ indU . This sequence is also in A because it is contained in Z(p−,q−).

Since U ∩A is precovering and satisfies condition (PC1), there exists an arc of U with an

endpoint in Z(p) and the other in Z(q). This gives the claim.

Now assume that u1 ∈ Z(p) and u2 ∈ [xq− , q). We consider the sequence {Σ−nu =

(u1+n, u2+n)}n≥0 ⊆ indU . The sequence {(u2, u2+2+n)}n≥0 ⊆ Z(q−,q−) is obtained from

the crossings of the sequence {Σ−nu}n≥0. We have that {(u2, u2+2+n)}n≥0 ⊆ indU ∩A
because this sequence is contained in Z(q−,q−) and U satisfies the PT condition. Since

U ∩ A is precovering and satisfies condition (PC3), there exists an arc x ∈ indU with an

endpoint equal to u2 and the other in Z(q). The arcs Σ−1u and x cross, and from this

crossing we obtain an arc u′ ∈ indU with an endpoint in Z(p) and the other endpoint in

Z(q). The case where u1 ∈ [xp− , p) and u2 ∈ Z(q) is analogous, therefore we have the claim.

82



This concludes the argument of Step 2. We can conclude that the two maps of the claim

are mutually inverse.

4.8.2 Co-aisles of co-t-structures

We compute the co-aisles of co-t-structures in Cm using a method similar to Section 4.7.2.

From a half-decorated half-non-crossing partition (P, X) of [m′] ∪ [m], we consider its

complement (P, X)c, obtained from the Kreweras complement Pc of P, see Section 3.6.

This corresponds to a subcategory V of C2m, which can be thought as an “almost co-aisle”

of a co-t-structure in C2m. This is a suspended subcategory V of C2m such that D ⊆ V
and V ∩ B is preenveloping. The subcategory V gives a co-aisle of a co-t-structure in Cm
after localising. Figure 4.20 illustrates this process.
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Figure 4.20: Illustration of how to obtain the co-aisle of the aisle of Figure 4.19

Definition 4.8.9. Let (P, X) be a half-decorated half-non-crossing partition of [m′]∪ [m]

with X = (xp)p∈[m′]∪[m]. We define the complement, (P, X)c, of (P, X) to be the pair

(Q, Y ) whereQ = Pc is the Kreweras complement of P, and Y is them-tuple Y = (yp)p∈[m]

where yp = xp − 1 for each p ∈ [m].

From the complement of a half-decorated half-non-crossing partition of [m′] ∪ [m] we

obtain an “almost co-aisle” of co-t-structure in C2m. The following definition is similar to

Definition 4.7.16.

Definition 4.8.10. Let (P, X) be a half-decorated half-non-crossing partition of [m′]∪[m]

and let (Q, Y ) = (P, X)c. We define

V(Q,Y ) = add
⊔
B∈Q

(v1, v2) ∈ ind C2m

∣∣∣∣∣∣v1, v2 ∈
⋃
p∈B

(p, yp+ ]

 .

Lemma 4.8.11. Let (P, X) be a half-decorated half-non-crossing partition of [m′] ∪ [m]

and let (Q, Y ) = (P, X)c. Then V(Q,Y ) contains D and is extension-closed.

Proof. The proof is analogous to the argument of Proposition 4.8.5.
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Consider the complement (Q, Y ) of a half-decorated half-non-crossing partition of [m′] ∪
[m]. The following lemmas and remark describe some properties of the subcategory V(Q,Y ).

Lemma 4.8.12. Let (P, X) be a half-decorated half-non-crossing partition of [m′] ∪ [m]

and let (Q, Y ) = (P, X)c. Then V(Q,Y ) ∩ B = (U(P,X) ∩ A)⊥.

Proof. It is straightforward to check that

V(Q,Y ) ∩ B = add
⊔
B∈Q

(v1, v2) ∈ ind C2m

∣∣∣∣∣∣v1, v2 ∈
⋃
p∈B

[w0
p, yp+ ]


where we recall from Section 4.4.1 that w0

p = z0p − 1 for each p ∈ [m′]. We denote the

right hand side of the equality by W. Proceeding analogously as in the argument of [22,

Corollary 4.14], it is straightforward to check that Σ−1W consists precisely of all the arcs

of C2m which do not cross U ∩ A. As a consequence V(Q,Y ) ∩ B = (U ∩ A)⊥ .

Remark 4.8.13. Let U(P,X) and V(Q,Y ) be as in Lemma 4.8.12. Since U(P,X) ∩ A is

precovering and extension-closed, by Proposition 2.3.27,
(
U ∩ A,V(Q,Y ) ∩ B

)
is a torsion

pair. It is not a t-structure nor a co-t-structure because in general U ∩ A is not closed

under Σ or Σ−1, cf. Remark 4.7.19.

Let (Q, Y ) be the complement of a half-decorated half-non-crossing partition of [m′]∪ [m].

With the following proposition we prove that by localising V(Q,Y ) we obtain the co-aisle

of a co-t-structure in Cm. The argument is the same of Proposition 4.7.21.

Proposition 4.8.14. Let (X ,Y) be a co-t-structure in Cm, U = π−1X , (P, X) be its

associated half-decorated half-non-crossing partition, and (Q, Y ) = (P, X)c. Then the

following equalities hold.

Y = πV(Q,Y ) = π
(
V(Q,Y ) ∩ B

)
= π

(
(U ∩ A)⊥

)
4.8.3 Co-hearts

We classified the aisles of co-t-structures in Cm in Theorem 4.8.2, and we computed the

co-aisle of a co-t-structure in Proposition 4.8.14. Here we compute the co-heart of a

co-t-structure in Cm.

First we introduce some notation. Let (P, X) be a half-decorated half-non-crossing parti-

tion of [m′] ∪ [m]. Consider p, q ∈ [m′] ∪ [m], we write q = p+B if

� p, q ∈ [m′], and

� p, q ∈ B for some block B ∈ P, and

� q is the next element of [m′] ∩ B we meet while moving from p along S1 in the

anticlockwise direction.

If B = {p}, then by convention p+B = p.
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Now let (X ,Y) be a co-t-structure in Cm. We consider the preimage (π−1X , π−1Y) of

(X ,Y), which we denote by (U ,V). The pair (U ,V) is not a torsion pair, but (U ∩A,V∩B)
is. Moreover, (U ∩ A,V ∩ B) is not a co-t-structure, but we can still compute S ′ =

(U ∩A)∩Σ−1(V ∩B) similarly. The co-heart of (X ,Y) is obtained by localising S ′. Figure
4.21 illustrates this process.
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Figure 4.21: Illustration of how to obtain the co-heart of the co-t-structure of Figure 4.19
and Figure 4.20.

In the proposition below we recall that |z0p , xq− | is equal to (z0p , xq−) if p < q− and is equal

to (xq− , z
0
p) if q

− < p, see Section 3.1.

Proposition 4.8.15. Let (X ,Y) be a co-t-structure in Cm, (P, X) be its associated half-

decorated half-non-crossing partition of [m′] ∪ [m] with X = (xp)p∈[m], U = π−1X , and

V = π−1Y. Then

(U ∩A)∩Σ−1(V ∩B) = add
{
|z0p , xq− |

∣∣∣p, q ∈ [m′], q = p+B for some B ∈ P, xq− ∈ Z(q−)
}
.

Proof. First we show that arcs of the form a = |z0p , xq− |, where q = p+B for some block

B ∈ P and xq− ∈ Z(q−), belong to (U ∩ A) ∩ Σ−1(V ∩ B). By Definition 4.4.1 and

Definition 4.8.4 we have that a ∈ indU ∩ A, we check that a ∈ indΣ−1(V ∩ B). From

Lemma 4.8.12 this is equivalent to check that a does not cross any arc u ∈ indU ∩A. Note
that z0p ∈ [z0p , xp+ ] and xq− ∈ [z0q−− , xq− ]. Moreover, since q = p+B for some block B ∈ P,
we have that p, q−− ∈ C for some block C ∈ Pc, see Section 3.6. From Definition 4.4.9

and Definition 4.8.10 this implies that a = |z0p , xq− | ∈ indΣ−1V ∩ B.

Now we show that any arc a ∈ ind(U ∩ A) ∩ Σ−1(V ∩ B), provided that it exists, is of

the form a = |z0p , xq− | with p, q ∈ [m′] such that q = p+B for some block B ∈ P, and
xq− ∈ Z(q−). We divide the argument into steps.

Step 1. Let z be an endpoint of a. We show that z = zp0 for some p ∈ [m′], or z = xp− for

some p ∈ [m′] such that xp− ∈ Z(p−).

Since a ∈ indU ∩ A, then z ∈ [xp− , z
0
p ] for some p ∈ [m′], and since a ∈ indV ∩ B, then

z ∈ [z0q , xq+ ] for some q ∈ [m′]. If z ∈ (p, z0p ] then q = p and z = z0p . Therefore we have

the claim.

Step 2. Let p, q ∈ [m′] be such that one endpoint of a is of the form xp− or z0p , and the
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other endpoint is of the form xq− or z0q . We show that a ̸∼= |z0p , z0q | and a ̸∼= |xp− , xq− |.

If a ∼= |z0p , z0q | then a and Σa are crossing and, since Σa = |z0p − 1, z0q − 1| ∈ indU ∩ A,
this gives a contradiction. Similarly, if a ∼= |xp− , xq− | then a is crossed by Σ−1a = |xp− +

1, xq− + 1| ∈ indU ∩ A and we obtain again a contradiction.

Step 3. We know that a ∼= |z0p , xq− | for some p, q ∈ [m′] such that p, q ∈ B for some block

B ∈ P and xq− ∈ Z(q−). We show that q = p+B .

Assume that q ̸= p+B . Then B ̸= {p}, otherwise p = q and q = p+B . If p = q consider

r ∈ B \{p}. Then there exists an arc in indU ∩A with an endpoint in (p, z0p ] and the other

endpoint in (r, zr0] which crosses a, and this gives a contradiction. Now assume that p ̸= q,

then there exists r ∈ B \{p, q} such that p, r, q are in cyclic order. The arc |zr0, z
q
0| ∈ U ∩A

crosses a, and this gives a contradiction. This concludes the argument.

The following corollary can be proved with the same argument of Corollary 4.7.22.

Corollary 4.8.16. Let (X ,Y) be a co-t-structure in Cm. Consider (P, X) its half-decorated

half-non-crossing partition of [m′] ∪ [m] with X = (xp)p∈[m]. Then the co-heart S =

X ∩ Σ−1Y is given by

S = add
{
|p, xq− |

∣∣∣p, q ∈ [m′], q = p+B for some B ∈ P, and xq− ∈ Z(q−)
}
.

4.8.4 Boundedness

We study the bounded co-t-structures in Cm. We find that form ≥ 2 there are no bounded

co-t-structures.

Proposition 4.8.17. Let (X ,Y) be a co-t-structure in Cm, (P, X) be its associated half-

decorated half-non-crossing partition with X = (xp)p∈[m], and U = π−1X . The following

statements are equivalent.

1. The co-t-structure (X ,Y) is left bounded in Cm.

2. We have that
⋃
n∈ZΣ

nU = C2m.

3. The half-non-crossing partition P has as unique block {1′, . . . ,m′} and for each p ∈
[m] we have that xp ̸= p+.

Proof. The equivalence between the statements (1) and (2) is straightforward, we show

the equivalence between (2) and (3). Assume that P = {{1′, . . . ,m′}} and xp ̸= p+ for

each p ∈ [m]. Let a = (a1, a2) ∈ ind C2m, we check that a ∈ ΣnU for some n ∈ Z. There

exists n ≥ 0 such that a1+n ∈ [xp− , p
+) and a2+n ∈ [xq− , q

+) for some p, q ∈ [m′]. Since

p and q belong to the same block of P, we have that Σ−na = (a1 + n, a2 + n) ∈ U , and
then a ∈ ΣnU .

Now assume that
⋃
n∈ZΣ

nU = C2m, we check that (3) holds. Let p, q ∈ [m′], and consider

a ∈ ind C2m with an endpoint in Z(p) and the other in Z(q). By assumption there exists

n ∈ Z such that a ∈ ΣnU , and then Σ−na ∈ U . Since the endpoints of Σ−na still belong
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to Z(p) and Z(q), we have that p, q ∈ B for some block B ∈ P. This means that any two

elements of [m′] belong to the same block of P, i.e. P = {{1′, . . . ,m′}}. Now, assume that

xp = p+ for some p ∈ [m]. Consider an arc a ∈ Z(p,p), we observe that Σna /∈ U for each

n ∈ Z, and this gives a contradiction. This concludes the argument.

Dually, we have the following proposition.

Proposition 4.8.18. Let (X ,Y) be a co-t-structure in Cm, let (P, X) be its associated half-

decorated half-non-crossing partition with X = (xp)p∈[m], and V = π−1X . The following

statements are equivalent.

1. The co-t-structure (X ,Y) is right bounded in Cm.

2. We have that
⋃
n∈ZΣ

nV = C2m.

3. The half-non-crossing partition P has as blocks {1′}, . . . , {m′}, and xp ̸= p for each

p ∈ [m].

Corollary 4.8.19. For each m ≥ 2 there are no bounded co-t-structures in Cm.

Proof. Assume that m ≥ 2. If there exists a bounded co-t-structure in Cm, then, by

Proposition 4.8.17 and Proposition 4.8.18, its associated half-decorated half-non-crossing

partition (P, X) of [m′] ∪ [m] is such that P = {1′, . . . ,m′} = {{1′}, . . . , {m′}}, giving a

contradiction. Therefore, there are no bounded co-t-structures in Cm if m ≥ 2.

4.8.5 Non-degeneracy

We classify the non-degenerate co-t-structures in Cm. We find that for m ≥ 2 there are

no non-degenerate co-t-structures. In general it is straightforward to check that left or

right bounded co-t-structures are also right or left non-degenerate respectively. We will

see that also the converse holds in Cm.

Proposition 4.8.20. Let (X ,Y) be a co-t-structure in Cm, (P, X) be its associated half-

decorated half-non-crossing partition with X = (xp)p∈[m′]∪[m], and U = π−1X . The follow-

ing statements are equivalent.

1. The co-t-structure (X ,Y) is left non-degenerate.

2. We have that
⋂
n∈ZΣ

nU = D.

3. The half-non-crossing partition P has blocks {1′}, . . . , {m′}, and xp ̸= p for each

p ∈ [m].

Proof. For the equivalence between the statements (1) and (2) we can use the same argu-

ment of Proposition 4.7.26. We prove the equivalence between (2) and (3). Assume that⋂
n∈ZΣ

nU = D and that there exist p, q ∈ [m′] such that p, q ∈ B for some B ∈ P. Then
U contains any arc having one endpoint in Z(p) and the other endpoint in Z(q). Consider

such arc u, then Σnu ∈ U for each n ∈ Z, i.e. u ∈
⋂
n∈ZΣ

nU . Then u ∈ D and p = q. Now

assume that there exists p ∈ [m] such that xp = p, then U contains any arc u ∈ Z(p,p).
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Thus, u ∈
⋂
n∈ZΣ

nU = D, and then u ∈ Z(q,q) for some q ∈ [m′] and this contradicts the

fact that p ∈ [m]. This proves that (3) holds.

Now we assume that statement (3) holds, we check that
⋂
n∈ZΣ

nU ⊆ D, the other inclusion
is straightforward. Let u ∈ ind

⋂
n∈ZΣ

nU , then u ∈ U and there exist p, q ∈ [m′] such

that u has one endpoint in [xp− , p
+) and the other endpoint in [xq− , q

+). Then p, q ∈ B
for some block B ∈ P, and as a consequence p = q and u has both endpoints in [xp− , p

+).

Assume that u has an endpoint in [xp− , p), then, since xp ̸= p, there exists n ∈ Z such

that Σnu /∈ U , i.e. u /∈
⋂
n∈ZΣ

nU . Then u ∈ Z(p,p), and as a consequence u ∈ D. This

concludes the argument.

Dually, we have the following proposition.

Proposition 4.8.21. Let (X ,Y) be a co-t-structure of Cm, (P, X) be its associated half-

decorated half-non-crossing partition with X = (xp)p∈[m′]∪[m], and V = π−1X . The follow-

ing statements are equivalent.

1. The co-t-structure (X ,Y) is right non-degenerate.

2. We have that
⋂
n∈ZΣ

nV = D.

3. The half-non-crossing partition P has as unique block {1′, . . . ,m′} and for each p ∈
[m] we have that xp ̸= p+.

Corollary 4.8.22. For each m ≥ 2 there are no non-degenerate co-t-structures in Cm.

We also have the following corollary, which combines these results with those in Section

4.8.4.

Corollary 4.8.23. Let (X ,Y) be a co-t-structure in Cm. Then (X ,Y) is left bounded if

and only if it is right non-degenerate, and (X ,Y) is right-bounded if and only if it is left

non-degenerate.

4.8.6 Adjacent triples

We classify the co-t-structures in Cm having a left adjacent or right adjacent t-structure.

Theorem 4.8.24. Let (X ,Y) be a co-t-structure in Cm and (P, X) be its associated half-

decorated half-non-crossing partition with X = (xp)p∈[m]. The following statements hold.

1. The co-t-structure (X ,Y) has a right adjacent t-structure if and only if for each

p ∈ [m] if xp = p+ then {p+} ∈ P.

2. The co-t-structure (X ,Y) has a left adjacent t-structure if and only if for each p ∈ [m]

if xp = p then p−, p+ ∈ B for some block B ∈ P.

Proof. We prove statement (1), statement (2) is dual. Let V = π−1Y and (Q, Y ) = (P, X)c

with Y = (yp)p∈[m]. If (X ,Y) has a right adjacent t-structure, then Y is precovering and

V ∩ A satisfies the PC conditions, see Theorem 4.4.3. Let p ∈ [m] be such that xp = p+,

then yp = p+. We show that p−, p+ ∈ C for some block C ∈ Q. Since yp = p+, V ∩ A
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contains all the arcs having one endpoints in (p−, z0p− ] and the other in Z(p), see Definition

4.4.1 and Definition 4.8.10. By (PC3) or (PC3′) there exists an arc of V with an endpoint

in Z(p−) and the other in Z(p+). Thus, p−, p+ ∈ C for some block C ∈ Q. Since Q = Pc,
this is equivalent to {p+} ∈ P.

Now assume that (2) holds, i.e. if yp = p+ then p−, p+ ∈ C for some block C ∈ Q.
We show that Y is precovering, i.e. that V ∩ A is precovering. We check that V ∩ A
satisfies (PC1) the other conditions are analogous. Assume that there exists a sequence

{(vn1 , vn2 )}n ⊆ V∩A∩Z(p,q) for some p, q ∈ [m′]∪ [m] such that p ̸= q with {vn1 }n and {vn2 }n
strictly increasing. Then p, q ∈ [m] and, since there exist arcs of V in Z(p,q), p−, q− ∈ C for

some C ∈ Q. Moreover, yp = p+ and yq = q+, and then by assumption p−, p+, q−, q+ ∈ C.
Then, V ∩ A contains any arc having one endpoint in (p+, z0p+ ] and the other endpoint

in (q+, z0q+ ]. In particular, there exist strictly decreasing sequences {wn1 }n ⊆ Z(p+) and

{wn2 }n ⊆ Z(q+) such that {|wn1 , wn2 |}n ⊆ V ∩ A. This concludes the argument.

4.8.7 Recollements

We recall that in a triangulated category recollements are in bijection with TTF triples

and functorially finite thick subcategories, see Section 2.3.5. Thick subcategories of Cm
and Cm were classified in [22] and [40] respectively. The category Cm has only trivial

functorially finite thick subcategories, see Remark 3.6.6. This is no longer the case for Cm,
where there exist non-trivial precovering or preenveloping thick subcategories, see Figure

4.18 for an example.

The following theorem follows directly from Theorem 4.8.2.

Theorem 4.8.25. Let (X ,Y) be a co-t-structure of Cm and (P, X) be its associated half-

decorated half-non-crossing partition. The following statements are equivalent.

1. X is a precovering thick subcategory.

2. Y is a preenveloping thick subcategory.

3. For each p ∈ [m] either xp = p or xp = p+.

The following corollary combines Theorem 4.8.24 and Theorem 4.8.25.

Corollary 4.8.26. Let X be a subcategory of Cm. The following statements are equivalent.

1. X is a functorially finite thick subcategory.

2. The half-decorated half-non-crossing partition of [m′] ∪ [m] associated to the co-t-

structure (X ,X⊥), which we denote by (P, X) with X = (xp)p∈[m], satisfies the

following condition: for each p ∈ [m] either xp = p or xp = p+, and if xp = p then

p−, p+ ∈ B for some block B ∈ P.

4.8.8 Functorially finite co-t-structures

We compare the co-t-structures in Cm, which we classified in terms of half-decorated

half-non-crossing partitions, with the t-structures in Cm, which are classified in terms of
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decorated non-crossing partitions. Indeed, the similarity of these combinatorial objects

suggests there may be a connection between them. We find the following result, which

we prove using combinatorial arguments, although we expect there may be an (at least

partial) homological argument.

We recall that a co-t-structure is functorially finite if both X and Y are functorially finite,

i.e. (X ,Y) admits both a left adjacent t-structure and a right adjacent t-structure.

Theorem 4.8.27. There exist bijections between the following classes of torsion pairs.

1. The functorially finite co-t-structures in Cm and the t-structures in Cm.

2. The left bounded co-t-structures in Cm and the right bounded t-structures in Cm.

3. The right bounded co-t-structures in Cm and the left bounded t-structures in Cm.

We start with the following observation about decorated non-crossing partitions. We refer

to Definition 3.6.2.

Observation 4.8.28. Let (P, X) be a decorated non-crossing partition of [m]. Then

(P, X) can be “embedded” in [m′]∪ [m], i.e. (P, X) can be regarded as a pair where P is

a non-crossing partition of [m], and X = (xp)p∈[m] is such that

� if xp = p then {p} ∈ P, and

� if xp = p+ then {p, p++} ∈ B for some block B ∈ P.

We introduce the following terminology.

Definition 4.8.29. A half-decorated half-non-crossing partition of [m′] ∪ [m] is called

functorially finite if it corresponds to a functorially finite co-t-structure.

We have the following characterization of functorially finite half-decorated half-non-crossing

partitions.

Remark 4.8.30. By Theorem 4.8.24, a half decorated half-non-crossing partition (P, X)

of [m′] ∪ [m], with X = (xp)p∈[m], is functorially finite if and only if, for each p ∈ [m], we

have that

� if xp = p then p−, p+ ∈ B for some block B ∈ P, and

� if xp = p+ then {p+} ∈ P.

We recall that in Section 3.5 we defined the notation Pc, cP, P−, and P+ for a non-crossing

partition P.
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Lemma 4.8.31. The following is a bijection.
Functorially finite half-decorated

half-non-crossing partitions of

[m′] ∪ [m]

←→
{

Decorated non-crossing

partitions of [m]

}
α : (P, X) 7−→ ((Pc)+, X)

((cP)−, X)←−p (P, X) : β

Proof. We check that the map α is well defined, for β the proof is analogous. Since P, and
thus Pc, is a non-crossing partition of [m′], by Observation 4.8.28, (Pc)+ is a non-crossing

partition of [m]. Now let p ∈ [m]. If xp = p then p−, p+ ∈ B for some block B ∈ P, i.e.
{p−} ∈ Pc and as a consequence {p} ∈ (Pc)+. Similarly, if xp = p+ then {p+} ∈ P, i.e.
p−, p+ ∈ C for some C ∈ Pc, and then p, p++ ∈ C+ which is a block of (Pc)+. This proves
that α is well defined. The fact that α and β are mutually inverse is straightforward to

check and follows from the fact that c(Pc) = (cP)c, see Section 3.5.

Now we can prove our result.

Proof of Theorem 4.8.27. We prove statement (1). The functorially finite co-t-structures

in Cm are classified in terms of functorially finite half-decorated half-non-crossing parti-

tions of [m′] ∪ [m], which, by Lemma 4.8.31, are in bijection with decorated non-crossing

partitions of [m]. Since these are in bijection with the t-structures in Cm, we obtain the

claim.

Now we prove (2), (3) is dual. By Proposition 4.8.17, left bounded co-t-structures in Cm
are in bijection with half-decorated half-non-crossing partitions (P, X) of [m′]∪ [m] of the

form: P = {1′, . . . ,m′} andX = (xp)p∈[m] is such that xp ̸= p+ for each p ∈ [m]. Moroever,

by Proposition 3.6.5, right bounded t-structures in Cm are in bijection with decorated non-

crossing partitions (P, X) of [m] of the form P = {{1}, . . . , {m}} and X = (xp)p∈[m] is

such that xp ̸= p+ for each p ∈ [m]. It is straightforward to check that the maps α and β

of Lemma 4.8.31 restrict to these subsets, and therefore we have a well-defined bijection

between them. This concludes the proof.
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Chapter 5

Higher-CY discrete cluster

categories

We introduce the category Cw,m, which is a candidate higher-CY version of Cm. When

m = 1, Cw,1 is equivalent as an additive category to the Holm–Jørgensen category Tw,
studied in [27]. We define Cw,m as a subcategory of Cm which is not full: it consists of the

w-admissible objects and morphisms of Cm, where being w-admissible is a property defined

combinatorially. Under the assumption that a certain conjecture holds, the restriction to

Cw,m of the triangles and shift functor of Cm form a triangulated structure for Cw,m.
Assuming this conjecture, we prove that Cw,m is w-CY and we describe its AR quiver. We

also classify the precovering subcategories, the (weakly) w-cluster tilting subcategories,

and the torsion pairs in Cw,m, generalising some existing results in [27] and [14] for the

case m = 1, and in [21] for w = 2.

5.1 The category Cw,m

For the rest of this chapter we denote Cm by C2,m. We fix an integer w ≥ 2 and we

introduce the category Cw,m. We start by defining w-admissible objects and morphisms.

Definition 5.1.1 ([27, Definition 2.3]). An indecomposable object a = (a1, a2) ∈ ind C2,m
is called w-admissible a2 − a1 ≡ 1 mod (w − 1). An object of C2,m is called w-admissible

if it is the zero object, or if all its indecomposable direct summands are w-admissible.

We check that the property of being w-admissible is preserved under isomorphism.

Lemma 5.1.2. Let a, b ∈ C2,m. If a is w-admissible and a ∼= b, then b is w-admissible.

Proof. Since C2,m is Krull–Schmidt, we can further assume that a and b are indecompos-

able. The claim follows because, since a ∼= b, a and b have the same coordinates.

We introduce the following concept before defining w-admissible morphisms.
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Definition 5.1.3. Let a = (a1, a2), b = (b1, b2) ∈ ind C2,m be w-admissible. We say that b

is w-compatible with a if b ∈ H+(a) ∪H−(Σ2a), and

� if b ∈ H+(a), we have b1 − a1 ≡ 0 mod (w − 1),

� if b ∈ H−(Σ2a), we have a1 − b1 ≡ 1 mod (w − 1).

Definition 5.1.4. Let a, b ∈ ind C2,m and let f ∈ HomC2,m(a, b). We say that f is w-

admissible if

� f = 0 and the objects a and b are w-admissible;

� f ̸= 0, the objects a and b are w-admissible and b is w-compatible with a.

Let a1, . . . , an, b1, . . . , bm ∈ indC2,m. A morphism f :
⊕n

j=1 aj →
⊕m

i=1 bi of C2,m is called

w-admissible if its entries fi,j : aj → bi are w-admissible for each i and j.

We prove that the class of w-admissible morphisms is closed under composition.

Proposition 5.1.5. The composition of two w-admissible morphisms is a w-admissible

morphism.

Proof. Let a, b, c ∈ C2,m be w-admissible, let f : a→ b and g : b→ c be w-admissible. We

show that gf : a → c is w-admissible. We first assume that a = (a1, a2), b = (b1, b2), and

c = (c1, c2) are indecomposable.

If gf = 0 then it is w-admissible. Now assume that gf ̸= 0. We prove that c is w-

compatible with a. Since f ̸= 0 and g ̸= 0, b ∈ H+(a) ∪ H−(Σ2a) and c ∈ (H+(b) ∪
H−(Σ2b))∩ (H+(a)∪H−(Σ2a)). By Lemma 3.2.7 we have the following possibilities: b ∈
H+(a) and c ∈ H+(a)∩H+(b), b ∈ H+(a) and c ∈ H−(Σ2a)∩H+(Σ2b), and b ∈ H−(Σ2a)

and c ∈ H−(Σ2a)∩H+(b). In the first case we have that c1−a1 = (c1−b1)+(b1−a1) ≡ 0

mod (w−1), and then c is w-compatible with a, the other cases are analogous. Therefore,

gf : a→ c is w-admissible.

Now we remove the assumption that a, b, and c are indecomposable and we consider

their decomposition into indecomposable w-admissible direct summands: a =
⊕n

j=1 aj ,

b =
⊕l

i=1 bi, c =
⊕k

h=1 ch. Consider an entry (gf)hj : aj → ch of gf and assume that

(gf)hj ̸= 0. We show that ch is w-compatible with aj . Note that 0 ̸= (gf)hj =
∑l

i=1 ghifij

implies that ghifij ̸= 0 for some 1 ≤ i ≤ m. As a consequence, since 0 ̸= ghifij : aj → ch

is w-admissible, then ch is w-compatible with aj . We obtain that (gf)hj : aj → ch is

w-admissible. We can conclude that gf is w-admissible beacuse all its entries are w-

admissible.

We introduce the category Cw,m as a subcategory of C2,m, though not a full one. Indeed,

the Hom-sets of Cw,m are vector subspaces of the Hom-spaces of C2,m.

Definition 5.1.6. We define Cw as the subcategory of C2,m having as objects the w-

admissible objects of C2,m and as morphisms the w-admissible morphisms of C2,m.

Proposition 5.1.7. Let a, b ∈ Cw,m. Then HomCw,m(a, b) is a subspace of HomC2,m(a, b).
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Proof. Let f, g ∈ HomCw,m(a, b) and λ ∈ K. We have to show that f+λg ∈ HomCw,m(a, b).

We consider the decompositions of a and b into w-admissible indecomposable direct sum-

mands: a =
⊕n

j=1 aj and b =
⊕l

i=1 bi. We show that all the entries (f + λg)i,j of

f + λg are w-admissible. We fix i and j. If (f + λg)i,j = 0 then it is w-admissible. If

fi,j + λgi,j = (f + λg)i,j ̸= 0, then fi,j ̸= 0 or gi,j ̸= 0. Since fi,j , gi,j : aj → bi are

w-admissible, it follows that bi is w-compatible with aj , and then (f + λg)i,j : aj → bi is

w-admissible.

Proposition 5.1.8. Let a, b ∈ ind Cw,m. Then

HomCw(a, b)
∼=

K if b ∈ H+(a) ∪H−(Σ2a) and b is w-compatible with a,

0 otherwise.

Proof. If b /∈ H+(a)∪H−(Σ2a) then, since HomC2,m(a, b) = 0, we obtain HomCw,m(a, b) =

0. Assume that b ∈ H+(a)∪H−(Σ2a), then HomC2,m(a, b)
∼= K. If b is w-compatible with a,

then any morphism of HomC2,m(a, b) is w-admissible, i.e. HomCw,m(a, b) = HomC2,m(a, b)
∼=

K. If b is not w-compatible with a, then the only w-admissible morphism of HomC2,m(a, b)

is zero, i.e. HomCw,m(a, b) = 0.

5.2 Triangulated structure

We observe that the category Cw,m is K-linear, Hom-finite, and Krull–Schmidt, see Section

5.1. Now we want to prove that Cw,m has a triangulated structure. To do so, we first

define the shift functor and the collection of triangles. The shift functor Σ: Cw,m → Cw,m
is defined as the restriction of the shift functor Σ: C2,m → C2,m to Cw,m. We have to check

that this functor is well defined.

Lemma 5.2.1. Let Σ be the restriction of the shift functor Σ: C2,m → C2,m to the subcat-

egory Cw,m. Then Σ sends objects of Cw,m to objects of Cw,m, and morphisms of Cw,m to

morphisms of Cw,m.

Proof. By the additivity of Σ it is enough to consider indecomposable objects and mor-

phisms between indecomposable objects. Consider a = (a1, a2) an indecomposable w-

admissible object, it is straightforward to check that (a2 − 1) − (a1 − 1) = a2 − a1 ≡ 1

mod (w−1), i.e. Σa is still w-admissible. Now consider a, b ∈ ind Cw,m and a w-admissible

morphism f : a→ b. If f = 0 then Σf = 0 is w-admissible. If f ̸= 0 then b is w-compatible

with a and it is straightforward to check that Σb is w-compatible with Σa. As a conse-

quence, Σf is a w-admissible morphism.

Now we define a triangulated structure of Cw,m, from the triangles of C2,m which are

w-admissible.

Definition 5.2.2. A triangle a
f−→ e

g−→ b
h−→ Σa of C2,m is called w-admissible if a, b

and c are w-admissible objects and f and g are w-admissible morphisms.
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We want to prove the w-admissible triangles and the shift functor give a triangulated

structure of Cw,m, see Theorem 5.2.17. This result will rely on some conjectures, see

Section 5.2.2.

5.2.1 Making morphisms admissible

Before discussing Theorem 5.2.17, we need some technical lemmas about admissible mor-

phisms. We start with the following.

Lemma 5.2.3. Let a, b, c ∈ ind Cw,m, f : a→ b, and g : b→ c be morphisms such that gf

is w-admissible and non-zero. Then f is w-admissible if and only if g is w-admissible.

Proof. We prove that if f is w-admissible then g is w-admissible, the other implication is

analogous. Since gf ̸= 0, by Lemma 3.2.7, we have the following possibilities: b ∈ H+(a)

and c ∈ H+(a) ∩ H+(b), b ∈ H+(a) and c ∈ H−(Σ2b) ∩ H−(Σ2a), b ∈ H−(Σ2a) and

c ∈ H+(b) ∩ H−(Σ2a). Assume that the first case holds, the other cases are analogous.

We have that c1 − b1 = (c1 − a1) − (b1 − a1) ≡ 0 mod (w − 1) because c1 − a1 ≡ 0

mod (w − 1) and the same holds for b1 − a1. Thus, c is w-compatible with b and then g

is w-admissible.

From a morphism of C2,m between two w-admissible objects, we can obtain a w-admissible

morphism by taking its w-admissible part.

Definition 5.2.4. Let a1, . . . , an, b1, . . . , bk ∈ ind Cw,m and f = (fi,j)i,j :
⊕n

i=1 aj →⊕k
i=1 bi. We define f , the w-admissible part of f , as

(f)i,j =

fi,j if fi,j is w-admissible,

0 otherwise.

The following lemmas describe how the w-admissible part of a morphism behaves with

respect to composition. Note that in the lemma below the objects a, b and c are not

necessarily indecomposable.

Lemma 5.2.5. Let a, b, c ∈ Cw,m, f : a → b, and g : b → c be morphisms in C2,m. The

following statements hold.

1. If f is w-admissible and gf is w-admissible, then gf = gf .

2. If g is w-admissible and gf is w-admissible, then gf = gf .

Proof. We prove statement (1), statement (2) is analogous. We write the decomposition

of a, b and c into indecomposable w-admissible direct summands as: a =
⊕n

j=1 aj , b =⊕k
i=1 bi, and c =

⊕k
h=1 ch. We write the morphisms as: f = (fi,j)i,j and g = (gh,i)h,i. We
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fix h and j, we prove that (gf)h,j = (gf)h,j . We define the following sets of indices:

I1 = {1 ≤ i ≤ k | gh,i is w-admissible and gh,ifi,j ̸= 0}, and

I2 = {1 ≤ i ≤ k | gh,i is not w-admissible and gh,ifi,j ̸= 0}.

Note that we can write (gf)h,j and (gf)h,j as follows:

(gf)h,j =
k∑
i=1

gh,ifi,j =
∑
i∈I1

gh,ifi,j +
∑
i∈I2

gh,ifi,j , and

(gf)h,j =

k∑
i=1

gh,ifi,j =
∑
i∈I1

gh,ifi,j .

We denote S1 =
∑

i∈I1 gh,ifi,j and S2 =
∑

i∈I2 gh,ifi,j . We prove that S2 = 0. Assume

that S2 ̸= 0. If (gf)h,j ̸= 0 then ch is w-compatible with aj . Moreover, since S2 ̸= 0, there

exists i such that gh,i is not w-admissible and gh,ifi,j ̸= 0. Since ch is w-compatible with

aj , gh,ifi,j is w-admissible. By Lemma 5.2.3 we have that gh,i is w-admissible, giving a

contradiction.

Now, if (gf)h,j = 0, we have that S1 = −S2 ̸= 0. As a consequence, since S1 ̸= 0, there

exists i such that gh,i is w-admissible and gh,ifi,j ̸= 0. Since both gh,i and fi,j are w-

admissible, ch is w-compatible with aj . This contradicts the fact that S2 ̸= 0 as above.

Therefore, we can conclude that S2 = 0. This implies that (gf)h,j = (gf)h,j .

Lemma 5.2.6. Let a, b, c ∈ Cw,m, f : a → b and g : b → c be morphisms. The following

statements hold.

1. If f is w-admissible, then gf = gf .

2. If g is w-admissible, then gf = gf .

Proof. We prove statement (1), statement (2) is analogous. Keeping the same notation of

the argument of Lemma 5.2.5, for each pair of indices h and j we have that

(gf)h,j =

k∑
i=1

gh,ifi,j =
∑
i∈I1

gh,ifi,j +
∑
i∈I2

gh,ifi,j ,

(gf)h,j =
k∑
i=1

gh,ifi,j =
∑
i∈I1

gh,ifi,j +
∑
i∈I2

gh,ifi,j , and

(gf)h,j =
k∑
i=1

gh,ifi,j =
∑
i∈I1

gh,ifi,j .

Note that for each i ∈ I1 we have that both gj,i and fi,j are w-admissible, and then

gh,ifi,j = gh,ifi,j . Moreover, for each i ∈ I2, by Lemma 5.2.3, we have that gh,ifi,j is not

w-admssible, and then gh,ifi,j = 0. Thus, we obtain that (gf)h,j = (gf)h,j . Therefore, we

can conclude that gf = gf .
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With the following lemmas we prove that the w-admissible part of an isomorphism between

w-admissible objects is still an isomorphism.

Lemma 5.2.7. Let n1 and n2 be positive integers, a1, a2 ∈ ind Cw,m be such that a1 ̸∼= a2,

f : an1
1 → an2

2 and g : an2
2 → an1

1 be morphisms. Then gf = 0 and fg = 0.

Proof. We prove that gf = 0, the other claim is similar. We write f = (fi,j)i,j and g =

(gh,j)h,j . For each h and j we have that (gf)h,j =
∑n2

i=1 gh,ifi,j . Note that gh,ifi,j : a1 → a1

is zero, otherwise fi,j : a1 → a2 is a split monomorphism, which contradicts the fact that

a1 ̸∼= a2. Thus, all the entries (gf)h,j are equal to zero.

Lemma 5.2.8. Let a ∈ Cw,m. If φ : a→ a is an isomorphism, then φ is an isomorphism.

Proof. After reordering the indecomposable direct summands of a, we can write a =⊕n
i=1 a

ki
i , where a1, . . . , an ∈ ind Cw,m are pairwise non-isomorphic. We write φ = (φi,j)i,j

where φi,j : a
kj
j → akii . We proceed by induction on n.

If n = 1, it is straightforward to check that φ : ak11 → ak11 is w-admissible, and then φ = φ

is an isomorphism. If n ≥ 2, we define a′ =
⊕n−1

i=1 a
ki
i , and we write: a = a′ ⊕ aknn and

φ =
(
φ′
1,1 φ′

1,2

φ′
2,1 φn,n

)
, where φ′

1,1 : a
′ → a′, φ′

1,2 : a
kn
n → a′, and φ′

2,1 : a
′ → aknn . We prove that

φ′
1,1 and φn,n are isomorphisms.

Since φ is invertible, there exists φ−1, which we denote by ψ =
(
ψ′
1,1 ψ′

1,2

ψ′
2,1 ψn,n

)
. Thus, by

Lemma 5.2.7, we have that 1a′ = φ′
1,1ψ

′
1,1 + φ′

1,2ψ
′
2,1 = φ′

1,1ψ
′
1,1 and 1a′ = ψ′

1,1φ
′
1,1 +

ψ′
1,2φ

′
2,1 = ψ′

1,1φ
′
1,1. As a consequence φ′

1,1 is an isomorphism, and similarly we obtain

that φn,n is an isomorphism.

By the induction hypothesis, we have that φ′
1,1 and φn,n = φn,n have inverses, which we

denote by α1,1 and αn,n respectively. Now, we define α1,2 = −α1,1φ′
1,2αn,n and α2,1 =

−α2,2φ′
2,1αn,n. Consider the morphism α =

( α1,1 α1,2
α2,1 αn,n

)
. It is straightforward to check

that αφ =
(

1a′ 0
0 1

a
kn
n

)
= φα. We can conclude that φ is an isomorphism.

Lemma 5.2.9. Let φ be a w-admissible isomorphism, then φ−1 is w-admissible.

Proof. We denote ψ = φ−1. Since φψ = 1 is w-admissible, then, by Lemma 5.2.5, φψ =

φψ = 1. Similarly, we also obtain that ψφ = 1 and therefore ψ = ψ, i.e. ψ is w-

admissible.

5.2.2 The conjecture

In Theorem 5.2.17 we want to prove that the functor Σ: Cw,m → Cw,m and the w-admissible

triangles, from Definition 5.2.2, form a triangulated structure for Cw,m. We can prove this

result under the assumption that the following conjecture holds.

Conjecture 5.2.10. Any w-admissible morphism h : b → Σa can be extended to a w-

admissible triangle.
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We prove Conjecture 5.2.10 for some cases. We first consider the case of a triangle having

indecomposable outer terms, then the triangles having only first term indecomposable.

5.2.3 Triangles having indecomposable outer terms

Lemma 5.2.11. Let a, b ∈ ind Cw,m be such that b ̸∼= Σa, and h : b → Σa be a non-zero

w-admissible morphism. Then any triangle a −→ e −→ b −→ Σa is w-admissible.

Proof. Consider a triangle a
f−→ e

g−→ b
h−→ Σa, we prove that e, f , and g are w-

admissible. We recall that the middle term e is either indecomposable or has two in-

decomposable summands, see Section 3.4. Assume that e has two indecomposable sum-

mands, for the other case we can proceed similarly. We write f =
(
f1
f2

)
: a → e1 ⊕ e2

and g = ( g1 g2 ) : e1 ⊕ e2 → b. Since a = (a1, a2) and b = (b1, b2) cross, we have the

following possibilities: a1 < b1 < a2 < b2, i.e. Σa ∈ H−(Σ2b), or b1 < a1 < b2 < a2, i.e.

Σa ∈ H+(b), see Section 3.4. Assume that the first case holds, the other case is analogous.

We have that e ∼= e1 ⊕ e2 with e1 = (a1, b2) and e2 = (b1, a2).

Note that e1 and e2 are w-admissible, indeed b2 − a1 = (b2 − b1) + (b1 − (a1 − 1))− 1 ≡ 1

mod (w−1) and a2−b1 = (a2−a1)−(b1−(a1−1))+1 ≡ 1 mod (w−1). Moreover, since

e1, e2 ∈ H+(a) and b ∈ H+(e1)∩H+(e2), it is straightforward to check that e1 and e2 are

w-compatible with a, and b is w-compatible with e1 and e2. We can conclude that f1, f2,

g1, and g2 are w-admissible, i.e. f and g are w-admissible. Thus, a
f−→ e

g−→ b
h−→ Σa is

a w-admissible triangle.

Proposition 5.2.12. Let a, b ∈ ind Cw,m and h : b → Σa be a w-admissible morphism.

Then there exists a w-admissible triangle a −→ e −→ b
h−→ Σa.

Proof. If h = 0 or h is an isomorphism, then a
( 10 )−→ a⊕b ( 0 1 )−→ b

0−→ Σa or a −→ 0 −→ b
h−→

Σa are, respectively, w-admissible triangles. Now assume that h is not an isomorphism

and h ̸= 0. Consider a triangle a
f−→ e

g−→ b
h−→ Σa in C2,m, by Lemma 5.2.11 we have

that it is w-admissible.

5.2.4 Triangles having one indecomposable outer term

Lemma 5.2.13. Let a, b1, . . . , bn ∈ ind Cw,m be such that the objects b1, . . . , bn are pairwise

Hom-orthogonal and bi ̸∼= Σa for each i. Let b =
⊕n

i=1 bi and h = ( h1 ... hn ) : b→ Σa be a

w-admissible morphism such that hi ̸= 0 for each i. Then any triangle a −→ e −→ b
h−→

Σa is w-admissible.

Proof. The proof is by induction on n. The case n = 1 is Lemma 5.2.11. Assume that

n ≥ 2. Consider a triangle a
f−→ e

g−→ b
h−→ Σa, we prove that it is w-admissible.

Since Σa ∈ H+(bi)∪H−(Σ2bi) for each i, we have that b1, . . . , bn ∈ H+(τ−1a)∪H−(Σa).

Assume that b1, . . . , bn ∈ H+(τ−1a), the other cases are analogous. After reordering the

objects b1, . . . , bn, we can assume that their first coordinates are in increasing order, Figure

3.6 provides an illustration.
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By [22, Lemma 4.16], the object e has either n indecomposable direct summands, when

the first coordinate of bn is equal to a2 − 1, or n + 1 indecomposable direct summands,

otherwise. Assume that e has n+1 indecomposable direct summands e ∼= e1⊕ · · · ⊕ en+1,

the other case is analogous.

It is straightforward to check that HomC2,m(a, ej)
∼= K for each j, and HomC2,m(ej , bi)

∼= K

if and only if i = j or i = j−1. Thus, in order to show that the triangle a
f−→ e

g−→ b
h−→

Σa is w-admissible, it is enough to check that e1, . . . , en+1 are w-admissible, e1, . . . , en+1

are w-compatible with a, and bi is w-compatible with ei and ei+1 for each i.

Let h′ = ( h1 ··· hn−1 ) and h′′ = ( h2 ··· hn ). Consider the triangles

a −→ e1 ⊕ · · · ⊕ en−1 ⊕ e′n −→
n−1⊕
i=1

bi
h′−→ Σa and

a −→ e′′2 ⊕ e3 ⊕ · · · ⊕ en+1 −→
n⊕
i=2

bi
h′′−→ Σa.

By the induction hypothesis, e1, . . . , en+1 are w-admissible. We denote bi = (bi,1, bi,2) for

each i. Thus, by [22, Lemma 4.16], we have that e1 = (a1, b1,2), ei = (bi−1,1, bi,2) for each

2 ≤ i ≤ n, and en+1 = (bn−1, a2). Moreover, ei ∈ H+(a) for each 1 ≤ i ≤ n + 1 and

bi ∈ H+(ei) ∩H+(ei+1) for each 1 ≤ i ≤ n, see Figure 5.1.

a τ−1a

b1

b2

b3

e1

e2

e3

e4

Figure 5.1: The middle term e ∼= e1⊕e2⊕e3⊕e4 of the triangle a −→ e −→ b1⊕b2⊕b3 −→
Σa in C2,2.

Therefore, by Definition 5.1.3, e1, . . . , en+1 are w-compatible with a and bi is w-compatible

with ei and ei+1 for each 1 ≤ i ≤ n. We can conclude that the triangle a
f−→ e

g−→ b
h−→

Σa is w-admissible.

Proposition 5.2.14. Let h : b→ Σa be a w-admissible morphism such that a is indecom-

posable. Then there exists a w-admissible triangle a −→ e −→ b
h−→ Σa.

Proof. Consider a triangle a −→ e −→ b
h−→ Σa. We write b =

⊕n
i=1 bi with b1, . . . , bn ∈

ind Cw,m, and h = ( h1 ··· hn ) :
⊕n

i=1 bi → Σa. We divide the proof into steps.

Step 1. We show that, without loss of generality, we can assume that h1, . . . , hn ̸= 0.
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Up to reordering the summands of b, we can write h = ( h1 ··· hk 0 ··· 0 ) :
(⊕k

i=1 bi

)
⊕(⊕n

i=k+1 bi
)
→ Σa. We denote b′ =

⊕k
i=1 bi, b

′′ =
⊕n

i=k+1 bi, and h
′ = ( h1 ··· hk ). Thus

h = ( h′ 0 ). Note that, if h′ extends to a w-admissible triangle, i.e. there exists a w-

admissible triangle a
f ′−→ e′

g′−→ b′
h′−→ Σa, then

a

(
f ′

0

)
−→ e′ ⊕ b′′

(
g′ 0
0 1

)
−→ b′ ⊕ b′′ h−→ Σa

is a w-admissible triangle, and we obtain the claim.

Step 2. We prove the statement assuming that h1, . . . , hk ̸= 0.

Now assume that all the entries of h are non-zero. We recall that, by Lemma 3.4.2, there

exist b′ =
⊕k

i=1 b
′
i a direct summand of b and a morphism h′ = ( h′1 ··· h′k ) : b

′ → Σa such

that b′1, . . . b
′
k are pairwise Hom-orthogonal, b′i ̸∼= Σa and h′i ̸= 0 for each i. Moreover,

there is the following isomorphism of triangles.

a e b Σa

a e′ ⊕ b′′ b′ ⊕ b′′ Σa

1 ≀

h

φ 1(
f ′

0

) (
g′ 0
0 1

)
(h′ 0 )

(5.1)

Since the second row is a triangle in C2,m, we have that a
f ′−→ e′

g′−→ b′
h′−→ Σa is a

triangle because it is a direct summand of a triangle, see [29, Lemma A.1]. Note that b′

is w-admissible because it is a direct summand of b, and h′ is w-admissible because h is

w-admissible and all its entries are non-zero. Since h′ is w-admissible and the assumptions

of Lemma 5.2.13 are satisfied, it follows that a
f ′−→ e′

g′−→ b′
h′−→ Σa is a w-admissible

triangle, and as a consequence the second row of 5.1 is a w-admissible triangle.

By Lemma 5.2.5, Lemma 5.2.8, and Lemma 5.2.9, we have that: φ and (φ)−1 are iso-

morphisms, (φ)−1
(
g′ 0
0 1

)
is w-admissible, and ( h′ 0 )φ = h. We denote g′′ = (φ)−1

(
g′ 0
0 1

)
.

Thus, the following diagram commutes.

a e′ ⊕ b′′ b Σa

a e′ ⊕ b′′ b′ ⊕ b′′ Σa

(
f ′

0

)

1

g′′

1

h

φ 1(
f ′

0

) (
g′ 0
0 1

)
(h′ 0 )

Since the second row of the diagram above is a triangle, we have that a

(
f ′

0

)
−→ e′ ⊕ b′′ g′′−→

b
h−→ Σa is a w-admissible triangle. We conclude that h extends to a w-admissible

triangle.

Proposition 5.2.15. Let h : b→ Σa be a w-admissible morphism and a −→ e −→ b
h−→

Σa be a triangle in C2,m. Then e ∈ Cw,m.

Proof. We write a =
⊕n

i=1 ai with a1, . . . , an ∈ ind Cw,m. We proceed by induction on n.
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If n = 1 then, by Proposition 5.2.14 we have that h extends to a w-admissible triangle

a −→ e′ −→ b
h−→ Σa. Thus, e ∼= e′ and, by Lemma 5.1.2 we have that e is w-admissible.

Now assume that n ≥ 2. Let a′ =
⊕n−1

i=1 ai, then a = a′ ⊕ an, h =
(
h1
h2

)
: b→ Σa′ ⊕ Σan,

and f = ( f1 f2 ). We consider the following Octahedral Axiom diagram

a′ a′

Σ−1b a′ ⊕ an e Σa

Σ−1b an x b

Σa′ Σa′ Σa′ ⊕ Σan

1

( 10 ) f1

−Σ−1h

1

f

( 0 1 )

g

u 1

−Σ−1h2 f ′

0

g′

v h

1 ( 10 )

where an
f ′−→ x

g′−→ b
h2−→ Σan is a w-admissible triangle, which exists, by Proposition

5.2.14, because h2 is w-admissible and an is indecomposable. Since ( v0 ) = hg′ is w-

admissible, then v is w-admissible. Therefore, by induction hypothesis, e is w-admissible.

5.2.5 The axioms

We prove that if Conjecture 5.2.10 holds then the functor Σ: Cw,m → Cw,m and the w-

admissible triangles form a triangulated structure for Cw,m.

Proposition 5.2.16. Assume that Conjecture 5.2.10 holds. Let a
f−→ e

g−→ b
h−→ Σa be

a triangle in C2,m with a, e, b ∈ Cw,m and g, h w-admissible morphisms. Then a
f−→ e

g−→
b

h−→ Σa is a w-admissible triangle.

Proof. By Conjecture 5.2.10, there exists a w-admissible triangle a
f ′−→ e

g′−→ b
h−→ Σa.

Then there exists an isomorphism φ : e→ e such that the diagram below commutes.

a e b Σa

a e b Σa

f ′

1

g′

φ

h

1 1

f g h

By Lemma 5.2.5 we have that gφ = gφ = g′. Moreover, since f ′ is w-admissible, by

Lemma 5.2.6 we have that φf ′ = φf ′ = f . Now, by Lemma 5.2.8, φ is an isomorphism,

and the diagram below commutes.

a e b Σa

a e b Σa

f ′

1

g′

φ

h

1 1

f g h

Therefore, a
f−→ e

g−→ b
h−→ Σa is a triangle in C2,m. Since it is also w-admissible, then
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we conclude that it is a w-admissible triangle.

Theorem 5.2.17. Assume that Conjecture 5.2.10 holds. Then the w-admissible triangles

and the functor Σ: Cw,m → Cw,m form a triangulated structure for Cw,m.

Proof. We check the axioms of Definition 2.3.1 individually.

(TR1) It is straightforward to check that the class if w-admissible triangles is closed under

w-admissible isomorphism, and that a
1a−→ a −→ 0 −→ Σa is a w-admissible triangle

for each a ∈ Cw,m. Moreover, by Conjecture 5.2.10, each w-admissible morphism

extends to a w-admissible triangle.

(TR2) It is straightforward to check that rotations of w-admissible triangles are still w-

admissible triangles.

(TR3) Let a
f−→ e

g−→ b
h−→ Σa and x

u−→ y
v−→ z

r−→ Σx be w-admissible triangles,

and α : a → x, β : e → y be w-admissible morphisms such that βf = uα. We show

that there exists γ : b→ z a w-admissible morphism such that the following diagram

commutes.

a e b Σa

x y z Σx

f

α

g

β

h

γ Σα

u v r

Since the first and second rows of the diagram above are also triangles in C2,m, we
know that there exists γ : b → z making the diagram above commutative. If γ is

w-admissible, then we have the claim. If γ is not w-admissible, then we consider

instead its w-admissible part γ, see Definition 5.2.4. By Lemma 5.2.5, we obtain

that γg = γg = vβ and rγ = rγ = (Σα)h, since γg = vβ and rγ = (Σα)h are w-

admissible. Thus, there exists a w-admissible morphism making the diagram above

commutative.

(TR4”) Let a
f−→ e

g−→ b
h−→ Σa and a

u−→ x
v−→ y

r−→ Σa be w-admissible triangles,

and let α : b → y be a w-admissible morphism such that rα = h. Since the two

w-admissible triangles are also triangles in C2,m, there exists a morphism β : e → x

such that the following diagram commutes

a e b Σa

a x y Σa

f

1a

g

β

h

α 1Σa

u v r

and e

(
β
−g

)
−→ x ⊕ b

( v α )−→ y
(Σf)r−→ Σe is a triangle in C2,m. As a consequence, by

Lemma 5.2.5, if we replace β with β, the diagram above still commutes. Moreover,

by Proposition 5.2.16,

e

(
β
−g

)
−→ x⊕ b ( v α )−→ u

(Σf)r−→ Σe
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is a w-admissible triangle.

We conclude that Cw,m is triangulated.

For the rest of this chapter we assume that Conjecture 5.2.10 holds.

5.3 Calabi-Yau dimension

We prove that Σw is a Serre functor for Cw,m, i.e. Cw,m has w-CY dimension. We start

with the following lemmas.

Lemma 5.3.1. Let a ∈ ind Cw,m. Then Σwa ∈ H−(Σ2a).

Proof. We denote a = (a1, a2). Note that, since w ≥ 2, a1−w ≤ a1−2 and a2−w ≤ a2−2.
In order to prove that Σwa ∈ H−(Σ2a), it remains to check that a2−w ≥ a1. This follows
from the fact that a2−a1 ≡ 1 mod (w−1), i.e. a2 = a1+1+k(w−1) for some k ≥ 1.

Lemma 5.3.2. Let a, b ∈ ind Cw,m and assume that there exists 0 ̸= f ∈ HomCw,m(a, b).

Then there exists 0 ̸= g ∈ HomCw,m(b,Σ
wa) such that gf ̸= 0.

Proof. Since f ̸= 0, we have that b ∈ H+(a)∪H−(Σ2a). Assume that b ∈ H+(a), we show

that Σwa ∈ H−(Σ2b). As a = (a1, a2) is w-admissible, we can write a2−a1 = k(w−1)+1

for some k ≥ 1, and as b = (b1, b2) is w-compatible with a we can write b1−a1 = h(w− 1)

for some h ≥ 0.

We have that a1 − w ≤ b1 − 2 and a2 − w ≤ b2 − 2. Indeed, since b ∈ H+(a), a1 ≤ b1 ≤
b1 +w− 2 and also a2 ≤ b2 ≤ b2 +w− 2. Thus, in order to prove that Σwa ∈ H−(Σ2b), it

remains to check that a2 − w ≥ b1. Since b ∈ H+(a), then b1 ≤ a2 − 2 and 2 ≤ a2 − b1 =

a2−a1+a1−b1 = (k−h)(w−1)+1. As a consequence, we have that k−h ≥ 1, otherwise,

if k − h ≤ 0 we obtain that 2 ≤ 1 which is impossible. Then a2 − b1 ≥ (w − 1) + 1 = w,

i.e. a2 − w ≥ b1. This shows that Σwa ∈ H−(Σ2b). Moreover, b1 − (a1 − w) ≡ 1

mod (w − 1) and then Σwa is w-compatible with b. Thus, there exists a w-admissible

non-zero morphism g : b → Σwa. By Lemma 5.3.1 we have that Σwa ∈ H−(Σ2a). Since

b ∈ H+(a) and Σwa ∈ H−(Σ2b) ∩H−(Σ2a), then, by Proposition 4.3.7, gf ̸= 0.

If b ∈ H−(Σ2a), then we can prove analogously that Σwa ∈ H+(b)∩H−(Σ2a) and that Σwa

is w-compatible with b. Thus, there exists a w-admissible non-zero morphism g : b→ Σwa

such that gf ̸= 0. This concludes the proof.

The following result follows from the lemmas above. Moreover, by Theorem 2.1.5, it

follows that Σw is a Serre functor.

Proposition 5.3.3. Let a, b ∈ Cw,m. The following is a non-degenerate bilinear form.

Φa,b : HomCw,m(a, b)×HomCw,m(b,Σ
wa) −→ K

(f, g) 7−→ Tr(gf)
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Proof. It is straightforward to check that Φa,b is bilinear, we prove that it is non-degenerate.

Let f : a → b be non-zero, we show that there exists g : b → Σwa such that Φa,b(f, g) =

Tr(gf) ̸= 0. We denote a =
⊕n

t=1 at and b =
⊕k

s=1 bs with a1, . . . , an, b1, . . . , bk ∈ ind Cw,m,
and f = (fs,t)s,t with fs,t : at → bs. Since f ̸= 0, there exist 1 ≤ i ≤ n and 1 ≤ j ≤ k

such that fi,j : aj → bi is non-zero. By Lemma 5.3.2, there exists γ : bi → Σwaj such that

γfi,j ̸= 0. Now, we define g = (gs,t)s,t : b→ Σwa as

gs,t =

γ if s = j and t = i,

0 otherwise.

Then, (gf)t,t = γfi,j ̸= 0 if t = j, and (gf)t,t = 0 otherwise. As a consequence, Tr(gf) ̸= 0.

Similarly, we can prove that given a non-zero morphism g : b→ Σwa, there exists f : a→ b

such that Φa,b(gf) = Tr(gf) ̸= 0. We conclude that Φa,b is non-degenerate.

5.4 The AR quiver

We describe the AR quiver of Cw,m. We introduce the Hom-hammocks and we study

the factorization properties of the morphisms of Cw,m. Then we discuss the irreducible

morphisms and the almost split triangles.

5.4.1 The coordinate system

We introduce a coordinate system for Cw,m, and in Section 5.4.3 we prove that it describes

the AR quiver of Cw,m. For each p, q ∈ [m] and 0 ≤ i ≤ w − 2, we define the set of

w-admissible arcs

Z(p,q,i) =
{
a = (a1, a2) ∈ ind Cw,m | a ∈ Z(p,q) and a1 ≡ i mod (w − 1)

}
.

We can arrange the isoclasses of indecomposable objects of Cw,m into a coordinate system

having

� (w − 1)m components of type ZA∞, each corresponding to the sets of arcs Z(p,q,i)

for p ∈ [m] and 0 ≤ i ≤ w − 2, and

� (w − 1)
(
m
2

)
components of type ZA∞

∞, each corresponding to the sets of arcs Z(p,q,i)

for p, q ∈ [m], p < q, and 0 ≤ i ≤ w − 2.

Figure 5.2 illustrates the coordinate system of Cw,m.

5.4.2 Hom-hammocks and factorization properties

We introduce the Hom-hammocks in Cw,m. The following definition is the higher number

of accumulation points version of [26, Definition 2.5] or [14, Section 2.2, p. 7].
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Z(1,1,0)

Z(1,2,0)

Z(2,2,0)

Z(1,1,2)

Z(1,2,2)

Z(2,2,2)

Z(1,1,1)

Z(1,2,1)

Z(2,2,1)

Figure 5.2: The coordinate system of C4,2.

Definition 5.4.1. Let a = (a1, a2) ∈ ind Cw,m. We define

H+
w (a) = {b = (b1, b2) ∈ ind Cw,m | b ∈ H+(a) and b1 − a1 ≡ 0 mod (w − 1)} and

H−
w (a) = {b = (b1, b2) ∈ ind Cw,m | b ∈ H−(a) and a1 − b1 ≡ 0 mod (w − 1)}.

We observe that

H+
w (a) = {b = (b1, b2) ∈ ind Cw,m | a1 ≤ b1 ≤ a2 − w and b2 ≥ a2} and

H−
w (a) = {b = (b1, b2) ∈ ind Cw,m | a1 + w ≤ b2 ≤ a2 and b1 ≥ a1}.

Figure 5.3 provides an illustration of the Hom-hammocks of Cw,m. With Proposition 5.4.3

we will prove that the Hom-hammocks describe the Hom-spaces of Cw,m. First, we need the

following lemma. We recall that, by Lemma 5.3.1, Σwa ∈ H−(Σ2a) for each a ∈ ind Cw,m.

a Σwa

H+
w (a)

H−
w (Σwa)

Figure 5.3: The Hom-hammocks H+
w (a) and H

−
w (Σ

wa) for a ∈ ind C4,2.

Lemma 5.4.2. Let a, b ∈ ind Cw,m. The following statements hold.

1. b ∈ H+
w (a) if and only if b ∈ H+(a) and b is w-compatible with a.

2. b ∈ H−
w (Σ

wa) if and only if b ∈ H−(Σ2a) and b is w-compatible with a.

Proof. Statement (1) is straightforward, we prove statement (2). We write a = (a1, a2)

and b = (b1, b2). Assume that b ∈ H−
w (Σ

wa), then b ∈ H−(Σwa) by Definition 5.4.1. We

show that b ∈ H−(Σ2a). Note that b1 ≤ a1 − w ≤ a1 − 2 and b2 ≤ a2 − w ≤ a2 − 2, it

remains to check that b2 ≥ a1. Since b is w-admissible, b2 − b1 = 1 + k(w − 1) for some

k ≥ 1. Moreover, since b ∈ H−
w (Σ

wa), we have that (a1 − w) − b1 ≡ 0 mod (w − 1), i.e.
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(a1 − w)− b1 = l(w − 1) for some l ≥ 0. Thus,

b2 − a1 = (b2 − b1)− (a1 − b1) = (b2 − b1)− ((a1 − w)− b1)− w = (k + l − 1)(w − 1).

We have that k+ l−1 ≥ 0. Indeed, since b ∈ H−(Σwa), b2−a1 ≥ −w+2, and this implies

that k + l − 1 ̸≤ −1, otherwise we have the contradiction −w + 2 ≤ b2 − a1 ≤ −w + 1.

As a consequence, b2 − a1 ≥ 0, and this proves that b ∈ H−(Σ2a). Moreover, a1 − b1 =

(a1 − w)− b1 + w ≡ 1 mod (w − 1), i.e. b is w-compatible with a.

Now assume that b ∈ H−(Σ2a) and b is w-compatible with a. We prove that b ∈ H−
w (Σ

wa).

Note that b2 ≥ a1 ≥ a1−w+2 and, since b is w-compatible with a, a1− b1 = 1+ l(w− 1)

for some l ≥ 1, and as a consequence a1 − b1 ≥ w. Therefore, it remains to check that

b2 ≤ a2−w. Since a and b are w-admissible, a2−a1 = 1+n(w−1) and b2−b1 = 1+h(w+1)

for some n, h ≥ 1. Thus,

a2 − b2 = (a2 − a1) + (a1 − b1)− (b2 − b1) = 1 + (n+ l − h)(w − 1).

Since b2 ≤ a2 − 2, we obtain that n+ l− h ≥ 1 similarly as above. Then, a2 − b2 ≥ w, i.e.
b2 ≤ a2 −w. This proves that b ∈ H−(Σwa). Moreover, (a1 −w)− b1 = (a1 − b1)−w ≡ 0

mod (w − 1). This concludes the argument.

The following proposition follows directly from Definition 5.1.8 and Lemma 5.4.2.

Proposition 5.4.3. Let a, b ∈ ind Cw,m. Then

HomCw,m(a, b)
∼=

K if b ∈ H+
w (a) ∪H−

w (Σ
wa), and

0 otherwise.

The factorization properties of the morphisms in Cw,m follow directly from Proposition

4.3.7 and Lemma 5.4.2. We refer to [14, Proposition 2.3] for the case m = 1 and to

Lemma 3.2.5 for the case w = 2.

Proposition 5.4.4. Let a, b, c ∈ ind Cw,m, f : a → b, and g : b → c be non-zero w-

admissible morphisms. Assume that one of the following conditions hold.

1. b ∈ H+
w (a) and c ∈ H+

w (a) ∩H+
w (b).

2. b ∈ H+
w (a) and c ∈ H−

w (Σ
wa) ∩H−

w (Σ
wb).

3. b ∈ H−
w (Σ

wa) and c ∈ H−
w (Σ

wa) ∩H+
w (b).

Then gf ̸= 0.

5.4.3 Irreducible morphisms and almost-split sequences

With the following proposition we describe the irreducible morphisms of Cw,m and we

prove that the coordinate system discussed in Section 5.4.1 yields the AR quiver of Cw,m.
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We recall that when we say that a morphism f : a → b factors through an object c, we

mean that there exist g : a→ c and h : c→ b such that f = hg.

Proposition 5.4.5. Let a = (a1, a2), b = (b1, b2) ∈ ind Cw,m. If b = (a1, a2 + w − 1) or

b = (a1 + w − 1, a2), then any non-zero w-admissible morphism a → b is irreducible in

Cw,m. Moreover, there are no other w-admissible irreducible morphisms in Cw,m between

indecomposable w-admissible objects.

Proof. Assume that b = (a1, a2 + w − 1), and consider a non-zero morphism f : a → b.

Moreover, assume that f = hg for some w-admissible morphisms g : a→ c and h : c→ b.

We prove that g is a split monomorphism or g is a split epimorphism. Note that, by the

one-dimensionality of the Hom-spaces, we can assume that c is indecomposable. We have

that

c ∈
(
H+
w (a) ∪H−

w (Σ
wa)
)
∩
(
H−
w (b) ∪H+

w (Σ
−wb)

)
= {a, b}.

We refer to Figure 5.4 for an illustration. Thus, either c ∼= a or c ∼= b, i.e. g is a

split monomorphism or h is a split epimorphism. We conclude that f is irreducible. If

b = (a1 + w − 1, a2) then we can proceed with an analogous argument.

a Σwa

H+
w (a) ∪H−

w (Σwa)

H−
w (b) ∪H+

w (Σ−wb)

b
Σ−wb

Figure 5.4: Illustration of the argument of Proposition 5.4.5.

Now consider an irreducible morphism f : a→ b in Cw,m with b ∈ ind Cw,m. By Proposition

5.4.4, if b2 = a2 then f factors through (a1, a2 + w − 1), and if b2 ̸= a2 then f factors

through (a1+w−1, a2). Assume that the first case holds. There exist non-zero morphisms

g : a→ (a1, a2+w−1) and h : (a1, a2+w−1)→ b such that f = hg. Since f is irreducible,

g is a split monomorphism or h is a split epimorphism. Therefore, we obtain that b ∼=
(a1, a2 +w− 1). If f factors through (a1, a2 +w− 1), we obtain that b ∼= (a1 +w− 1, a2)

for the same reason. This concludes the argument.

Since Cw,m has a Serre functor, see Proposition 5.3.3, then, by Proposition 2.3.6, it has

almost split triangles. We denote the AR translate of Cw,m by τw.

Theorem 5.4.6. Let a = (a1, a2) ∈ ind Cw,m. The following statements hold.

1. If a2 = a1 + w, then (a1 − w + 1, a2 − w + 1) −→ (a1 − w + 1, a2) −→ (a1, a2) −→
Σ(a1 − w + 1, a2 − w + 1) is an almost split triangle.

2. If a2 ̸= a1+w, then (a1−w+1, a2−w+1) −→ (a1, a2−w+1)⊕ (a1−w+1, a2) −→
(a1, a2) −→ Σ(a1 − w + 1, a2 − w + 1) is an almost split triangle.
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Thus, we have that τwa = (a1 − w + 1, a2 − w + 1).

Proof. It is straightforward to check that the triangles in the statement are w-admissible,

we prove that they are almost split. Assume that a2 ̸= a1+w, the other case is analogous.

We prove that the morphism f : (a1−w+1, a2−w+1)→ (a1, a2−w+1)⊕(a1−w+1, a2)

is left almost-split. First, note that f is not a split monomorphism. Then, consider a w-

admissible morphism h : (a1 −w+1, a2 −w+1)→ b which is not a split monomorphism.

Without loss of generality, we can further assume that b is indecomposable. By Proposition

5.4.4, h factors through (a1, a2−w+1), if b2 = a2, or through (a1−w+1, a2), otherwise.

Thus, there exists g : (a1, a2 − w + 1)⊕ (a1 − w + 1, a2)→ b such that h = gf .

5.5 Precovering subcategories

We classify the precovering subcategories of Cw,m in terms of converging sequences of w-

admissible arcs. We refer to Section 3.3 for the case w = 2, and to [14, Section 6] for the

case m = 1. The following is the w-CY version of Definition 3.3.1. We recall that the

accumulation points of Zm are in cyclic order, i.e. 1 < 2 < · · · < m < 1, and, for each

p ∈ [m], p+ denotes the next accumulation point of p with respect to the cyclic order.

Moreover, in the definition below, if q = m then Z(p,q+,i) means Z(1,p,i−1 mod (w−1)). We

refer to Section 4.1 for the notation |x1, x2|.

Definition 5.5.1. Let X be a subcategory of Cw,m. We say that X satisfies the w-

precovering conditions, w-PC for short, if it satisfies the following combinatorial conditions.

(w-PC1) If there exists a sequence {(xn1 , xn2 )}n ⊆ X∩Z(p,q,i) for some p, q ∈ [m] such that p ̸= q

and the sequences {xn1}n and {xn2}n are strictly increasing, then there exist strictly

decreasing sequences {yn1 }n ⊆ Z(p+) and {yn2 }n ⊆ Z(q+) such that {|yn1 , yn2 |}n ⊆
X ∩ Z(p+,q+,i).

(w-PC2) If there exists a sequence {(xn1 , xn2 )}n ⊆ X ∩ Z(p,q,i) for some p, q ∈ [m] such that

p ̸= q+ and the sequences {xn1}n and {xn2}n are respectively strictly decreasing and

strictly increasing, then there exist strictly decreasing sequences {yn1 }n ⊆ Z(p) and

{yn2 }n ⊆ Z(q+) such that {|yn1 , yn2 |}n ⊆ U ∩ Z(p,q+,i).

(w-PC2′) If there exists a sequence {(xn1 , xn2 )}n ⊆ U ∩ Z(p,q,i) for some p, q ∈ [m] such that

q ̸= p+, p ̸= q, and the sequences {xn1}n and {xn2}n are respectively strictly increasing

and strictly decreasing, then there exist strictly decreasing sequences {yn1 }n ⊆ Z(p+)

and {yn2 }n ⊆ Z(q) such that {(yn1 , yn2 )}n ⊆ X ∩ Z(p+,q,i).

(w-PC3) If there exists a sequence {(x1, xn2 )}n ⊆ X ∩Z(p,q,i) for some p, q ∈ [m] such that the

sequence {xn2}n is strictly increasing, then there exists a strictly decreasing sequence

{yn2 }n ⊆ Z(q+) such that {|x1, yn2 |}n ⊆ X ∩ Z(p,q+,i).

(w-PC3′) If there exists a sequence {(xn1 , x2)}n ⊆ U∩Z(p,q,i) for some p, q ∈ [m] such that p ̸= q

and the sequence {xn1}n is strictly increasing, then there exists a strictly decreasing

sequence {yn1 }n ⊆ Z(p+) such that {(yn1 , x2)}n ⊆ X ∩ Z(p+,q,i).
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Figure 5.5 illustrates the w-PC conditions. The following theorem is analogous to Theorem

3.3.2, and we use an argument similar to those of [21, Theorem 3.1, Proposition 3.7].

Moreover, part of the argument of the theorem below is similar to Proposition 4.4.8. We

write a full proof for the convenience of the reader.

2

3

4

1

2

3

4

1

2

3

4

1

2

3

4

1

2

3

4

1

2

3

4

1

Figure 5.5: The first row illustrates (w-PC1), on the left, (w-PC2) in the middle, and (w-
PC3) on the right, when q ̸= m. The second row illustrates the same PC conditions when
q = m. The blue or red arcs are w-admissible. The blue arcs are of the form x = (x1, x2)
with x1 ≡ i mod (w− 1) and the red arcs are such that x1 ≡ i− 1 mod (w− 1) for some
0 ≤ i ≤ w − 2

.

Theorem 5.5.2. A subcategory of Cw,m is precovering if and only if it satisfies the w-PC

conditions.

Proof. We divide the proof into steps.

Step 1. Assuming that X is a precovering subcategory of Cw,m, we prove that X satisfies

the w-PC conditions.

We prove that (w-PC1) holds. Consider a sequence {xn = (xn1 , x
n
2 )}n ⊆ X ∩ Z(p,q,i)

such that p ̸= q and the sequences {xn1}n and {xn2}n are strictly increasing. Then consider

a = (a1, a2) ∈ ind Cw,m∩Z(p+,q+,i) such that HomCw,m(x
n, a) ∼= K for each n ∈ Z, see Figure

5.6, and for each n consider a non-zero morphism gn : x
n → a. Since X is precovering,

there exists ( f1 ... fk ) : y1⊕· · ·⊕yk → a, an X -precover of a, with y1, . . . , yk ∈ indX . Note
that each gn factors through some of the morphisms f1, . . . , fk. Therefore, we can extract

a subsequence of {(xn1 , xn2 )}n for which each gn : (x
n
1 , x

n
2 ) → a factors through fl : yl → a

for some l ∈ {1, . . . , k}. For the rest of the argument, we denote yl by y and fl by f . We

have that

y ∈

(⋂
n∈Z

H+
w (xn) ∪H−

w (Σ
wxn)

)
∩
(
H−
w (a) ∪H+

w (Σ
−wa)

)
.
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Thus, y = (y1, y2) ∈ Z(p+,q+,i), y1 < a1, and y2 < a2. We refer to Figure 5.6 for an

illustration. Now consider a′ = (a′1, a
′
2) ∈ Z(p+,q+,i) such that a′1 < y1 and a′2 < y2. Then

we repeat the same argument as above and we find y′ ∈ X ∩ Z(p+,q+,i) such that y′1 < a′1
and y′2 < a′2. Thus, we obtain the desired sequence of (w-PC1).

Now, we prove that (w-PC2) holds. Consider a sequence {xn = (xn1 , x
n
2 )}n ⊆ X ∩ Z(p,q,i)

such that p ̸= q+ and {xn1}n and {xn2}n are respectively strictly decreasing and strictly

increasing. Let a ∈ Z(p,q+,i) be such that HomCw,m(x
n, a) ∼= K for each n ∈ Z. By using

the same argument as above, there exists y = (y1, y2) ∈ X ∩ Z(p+,q,i) such that y1 < a1

and y2 < a2. Then consider a′ = (a′1, a
′
2) ∈ Z(p,q+,i) such that a′1 < y1, a

′
2 < y2, and

HomCw,m(x
n, a) ∼= K for each n ≥ 2. Then we can find y′ = (y′1, y

′
2) ∈ X ∩ Z(p+,q,i) such

that y′1 < a′1 and y′2 < a′2. Proceeding in this way we obtain the desired sequence of

(w-PC2). The arguments for (w-PC2′), (w-PC3), and (w-PC3′) are similar.

x1
x2 x3

ay

x1
x2

x3

ay

H−
w (a) ∪H+

w (Σ−wa)⋂
n H

+
w (xn) ∪H−

w (Σwxn)

Figure 5.6: Illustration of the argument of Theorem 5.5.2 for proving that if X is precov-
ering then it satisfies (w-PC1) and (w-PC2).

Step 2. Assume that X is a subcategory of Cw,m which satisfies the w-PC conditions, we

prove that X is precovering.

Let a = (a1, a2) ∈ ind Cw,m, we show that there exists an X -precover of a. Let A+ =

H+
w (Σ

−wa), A− = H−
w (a) and A = A+ ∪ A−. Note that if A ∩ X = ∅, then 0 → a is an

X -precover of a. Now assume that A ∩ X ̸= ∅. Then we construct a finite sequence of

indecomposable objects x1, . . . , xn ∈ X as follows. Let

α =

sup{s ∈ Zm | there exists (s, t) ∈ A− ∩ X} if A− ∩ X ̸= ∅, or

sup{s ∈ Zm | there exists (t, s) ∈ A+ ∩ X} otherwise.
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From the fact that X satisfies the w-PC conditions, it follows that α ∈ Zm. Indeed,

if α /∈ Zm, then there exists a sequence {xn = (xn1 , x
n
2 )}n ⊆ X which belongs to A−

and is such that {xn1}n is strictly increasing, or belongs to A+ and is such that {xn2}n is

strictly increasing. Assume that the first case holds, the other case is analogous. As a

consequence, up to extracting a subsequence of {xn}n, we have that xn2 is constant, strictly

increasing, or strictly decreasing. Thus, {xn}n satisfies one of the (w-PC) conditions. As

a consequence, there exists y = (y1, y2) ∈ X ∩ A− such that y1 > α = supxn1 , giving a

contradiction. Thus, α ∈ Zm. Now we define

β =

sup{s ∈ Zm | (α, s) ∈ A−} if A− ∩ X ̸= ∅, or

sup{s ∈ Zm | (s, α) ∈ A+} otherwise.

Since X satisfies the w-PC conditions, we have that β ∈ Zm similarly as above. Then

we denote x1 = (α, β) if A− ∩ X ̸= ∅, and x1 = (β, α) otherwise. We denote H1 =

H−
w (x

1)∪H+
w (Σ

−wx1), and we consider A−
1 = A− \H1, A

+
1 = A− \H1, and A1 = A−

1 ∪A
+
1 .

If A1 ∩ X = ∅, then each x ∈ indX such that HomCw,m(x, a)
∼= K belongs to A ∩ H1.

Moreover, it is straightforward to check that any non-zero morphism x→ a factors through

the non-zero morhism x1 → a. This implies that x→ a is an X -precover of a.

Now assume that A1∩X ̸= ∅, then we find x2 ∈ A1 as above and define A2 = A\(H1∪H2),

where H2 = H−
w (x

2)∪H+(Σ−wx2). By repeating this same procedure until we find k such

that Ak ∩ X = ∅, we obtain a sequence {xn = (xn1 , x
n
2 )}n ⊆ A ∩ X . We prove that this

sequence is finite. Assume that {xn}n is infinite, then infinitely many of the objects xn’s

belong to A−, or infinitely many of the objects xn’s belong to A+. Assume that the first

case holds, the second case is analogous. Then, note that xn+1
1 < xn1 and xn+1

2 > xn2 for

each n, see Figure 5.7. Thus, by (w-PC2), there exists y = (y1, y2) ∈ X ∩ A such that,

since x11, x
2
1, . . . are maximal, y1 = xn1 and y2 > xn2 for some n. This gives a contradiction

with the maximality of xn2 . Therefore, we have that the sequence {xn}n = {x1, . . . , xk} is
finite. Figure 5.7 illustrates this sequence.

a

x1

a

x1

x2

A1

H1 ∩A

A2

(H1 ∪H2) ∩A

Figure 5.7: Illustration of the argument of Theorem 5.5.2 for proving that if X satisfies
the w-PC conditions then it is precovering.

Note that, by construction, if x ∈ indX is such HomCw,m(x, a)
∼= K, then x /∈ Ak because

Ak ∩ X = ∅. Thus, x ∈ A \ Ak = A \ (A \ (H1 ∪ · · · ∪Hk)) = A ∩ (H1 ∪ · · · ∪ Hk), see

Figure 5.7, and then x ∈ Hi for some 1 ≤ i ≤ k. By Proposition 5.4.4, any non-zero

morphism x → a factors through xi. Therefore, we conclude that
⊕k

n=1 x
n → a is an

X -precover.
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5.6 w-cluster tilting subcategories

In this section we classify the w-cluster tilting subcategories of Cw,m in terms of certain

maximal collections of w-admissible arcs. We refer to [21] for the case w = 2 and to [27]

for m = 1. We recall that a subcategory of Cw,m is w-cluster tilting if and only if it is

weakly left w-cluster tilting and precovering, see Proposition 2.3.32. Moreover, since Cw,m
is w-CY, being weakly left w-cluster tilting is equivalent to being weakly w-cluster tilting,

see Remark 2.3.30.

In Section 5.5 we classified the precovering subcategories of Cw,m, now we classify the

weakly w-cluster tilting subcategories of Cw,m. In [27] there is a classification of the weakly

w-cluster tilting subcategories for the case m = 1. This classification can be extended to

m ≥ 2 in a straightforward way. The following proposition consists of the m accumulation

points version of [27, Proposition 1.8]. Here we add some details to the argument of [27]

for the convenience of the reader.

Proposition 5.6.1. Let x, y ∈ ind Cw,m. Then x and y cross if and only if there exists

1 ≤ i ≤ w − 1 such that HomCw,m(x,Σ
iy) ∼= K.

Proof. We denote x = (x1, x2) and y = (y1, y2). Note that y crosses x if and only if

y ∈ H+(τ−1x), i.e. x1 +1 ≤ y1 ≤ x2− 1 and y2 ≥ x2 +1, or y ∈ H−(Σx), i.e. y1 ≤ x1− 1

and x1 + 1 ≤ y2 ≤ x2 − 1. We divide the proof into steps.

Step 1. We have that y ∈ H+(τ−1x) if and only if there exists 1 ≤ i ≤ w − 1 such that

Σiy ∈ H+
w (x).

Assume that y ∈ H+(τ−1x). Since x and y are w-admissible, x2 − x1 = 1 + k(w − 1)

and y2 − y1 = 1 + l(w − 1) for some k, l ≥ 1. Moreover, y1 − x1 = i + n(w − 1) for some

1 ≤ i ≤ w− 1 and n ≥ 0. Note that y1− i = x1 +n(w− 1) ≥ x1 and, since y2 ≥ x2 +1,we

have that y2 − i ≥ x2 + 1 − i ≥ x2. In order to prove that Σiy ∈ H+
w (x), it remains to

check that y1 − i ≤ x2 − w. We have the following equality

y1 − i = (y1 − x1 − i)− (x2 − x1) + x2 = x2 + (n− k)(w − 1) + 1.

Since y1 ≥ x2 + 1, then n− k ̸≥ 0, otherwise x2 − 1 ≥ y1 ≥ x2 + 1 + i ≥ x2 + 2, giving a

contradiction. Thus, n− k ≤ −1 and y1 − i ≤ x2 − w. We obtain that Σiy ∈ H+
w (x).

Now assume that there exists 1 ≤ i ≤ w − 1 such that Σiy ∈ H+
w (x). Since x1 + 1 ≤

x1+ i ≤ y1 ≤ x2−w+ i ≤ x2− 1, and y2 ≥ x2+ i ≥ x2+1, it follows that y ∈ H+(τ−1x).

Step 2. We have that y ∈ H−(Σx) if and only if there exists 1 ≤ i ≤ w − 1 such that

Σiy ∈ H+
w (Σ

wx).

We have that y ∈ H−(Σx) if and only if Σx ∈ H+(y). By Step 1, this is equivalent to

Σj+1x ∈ H+
w (y) for some 0 ≤ j ≤ w − 2. This is equivalent to Σw−j−1y ∈ H−

w (Σ
wx) for

some 1 ≤ w − j − 1 ≤ w − 1 and concludes the proof.

Given a subcategory X of Cw,m, X is weakly left w-cluster tilting if and only if it is
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a maximal collection of pairwise non-crossing w-admissible arcs. In other words, X is

weakly w-cluster tilting if and only if it consists of a (w + 1)-angulation of Zm made of

w-admissile arcs.

The following result follows directly from Theorem 5.5.2 and Proposition 5.6.1.

Proposition 5.6.2. Let X be a subcategory of Cw,m. Then X is a w-cluster tilting subcat-

egory of Cw,m if and only if it is a maximal collection of pairwise non crossing w-admissible

arcs, and satisfies the w-PC conditions.

Figure 5.8 provides an example of w-cluster tilting subcategory.
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Figure 5.8: On the left: a weakly 4-cluster tilting subcategory of C4,4 which is not 4-
cluster tilting. On the right: a 4-cluster tilting subcategory of C4,4. The coloured arcs are
4-admissible. The blue arcs are of the form (x1, x2) with x1 ≡ 0 mod 3, the green arcs
are such that x1 ≡ 1 mod 3, and the red arcs are such that x1 ≡ 2 mod 3.

When w = 2, by [21, Theorem 5.7], a subcategory X of C2,m is cluster-tilting if and only

if it is a triangulation of Zm such that at each accumulation point there exists a fountain

or a leapfrog of X converging to it. We refer to [21, Definition 0.4] for the definitions of

fountain and leapfrog.

We define a sequence of parallel arcs as a sequence of non-crossing arcs of Zm which do not

share any endpoint. If w ̸= 2, each leapfrog of w-admissible arcs contains a subsequence

of parallel w-admissible arcs, but there exist sequences of parallel w-admissible arcs which

are not contained in a leapfrog of w-admissible arcs. We have the following conjecture,

which is the w ≥ 2 version of [21, Theorem 5.7], or the m ≥ 1 version of [27, Theorem E].

Conjecture 5.6.3. Let X be a subcategory of Cw,m. Then X is w-cluster tilting if and

only if X is a (w+1)-angulation of Zm such that each accumulation point of Zm has either

a fountain, a leapfrog, or a proper sequence of parallel arcs converging to it.

5.7 Torsion pairs

In this section we classify the torsion pairs in Cw,m. These were classified in [14] for the

casem = 1. We recall that, by Proposition 2.3.27, the torsion pairs in Cw,m are in bijection

with the extension-closed precovering subcategories of Cw,m. In Section 5.5 we classified

the precovering subcategories in terms of the w-PC conditions.

114



In order to classify the extension-closed subcategories of Cw,m, we introduce the w-Ptolemy

condition. It consists of the w-CY version of Definition 3.4.1, or as the m ≥ 2 version of

[14, Definition 7.1]. We recall that, given two crossing arcs, their Ptolemy arcs are exactly

the arcs obtained by joining their endpoints.

Definition 5.7.1. Let X be a subcategory of Cw,m. We say that X satisfies w-Ptolemy

condition, w-PT for short, if it is closed under taking w-admissible Ptolemy arcs.

We want to prove the following proposition.

Proposition 5.7.2. Let X be a subcategory of Cw,m. Then the following statements are

equivalent.

1. The subcategory X satisfies the w-PT condition.

2. The subcategory X is closed under w-admissible extensions of the form a −→ e −→
b −→ Σa where a, b ∈ ind Cw,m.

3. The subcategory X is closed under w-admissible extensions.

From the result above and Proposition 2.3.27, we obtain the following.

Theorem 5.7.3. Let (X ,Y) be a pair of subcategories of Cw,m. Then (X ,Y) is a torsion

pair in Cw,m if and only if X satisfies the w-PC conditions, the w-PT condition, and

Y = X⊥Cw,m .

In order to prove Proposition 5.7.2, we have the following w-admissible versions of Lemma

3.4.2 and Lemma 3.4.3, which can be proved using the same arguments.

Lemma 5.7.4. Let a −→ e −→ b
h−→ Σa be w-admissible with a, b1, . . . , bn ∈ ind Cw,m,

b =
⊕n

i=1 bi, and h = (h1, . . . , hn). Then there exists b′ =
⊕k

i=1 b
′
i a direct summand of b

such that the objects b′1, . . . , b
′
k ∈ ind Cw,m are pairwise Hom-orthogonal in Cw,m, b′i ̸∼= Σa

for each i, all the entries of h′ = (h′1, . . . , h
′
k) : b

′ → Σa are non-zero, and there is the

following w-admissible isomorphism of w-admissible triangles.

a e b Σa

a e′ ⊕ b′′ b′ ⊕ b′′ Σa

1a ≀

h

≀ 1Σa

(h′,0)

Lemma 5.7.5. Let X be a subcategory of Cw,m. If X is closed under w-admissible exten-

sions of the form a −→ e −→ b −→ Σa with a, b ∈ ind Cw,m, then X is extension-closed in

Cw,m.

The following lemma will also be useful for proving Proposition 5.7.2.

Lemma 5.7.6. Let a, b ∈ ind Cw,m be such that b ̸∼= Σa, h : b→ Σa be a non-zero morphism

of C2,m, and a −→ e −→ b
h−→ Σa be a triangle in C2,m. Then the following statements

are equivalent.

1. The morphism h is w-admissible.
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2. The object e is w-admissible.

3. There exists a w-admissible indecomposable direct summand of e.

Proof. First we prove the equivalence between statements (2) and (3). If (2) holds then

(3) follows because all the indecomposable direct summands of e are w-admissible. Now

assume that (3) holds. Since h ̸= 0 is not an isomorphism, e is either indecomposable

or has two indecomposable direct summands. In the first case, then the claim follows.

Assume that the second case holds. Since h ̸= 0, we have the following possibilities:

b ∈ H+(τ−1a) or b ∈ H−(Σa). Assume that b ∈ H+(τ−1a), then e ∼= (a1, b2) ⊕ (b1, a2),

see Section 3.4, the other case is analogous. If (a1, b2) is w-admissible, then a2 − b1 =

(a2 − a1)− (b2 − a1) + (b2 − b1) ≡ 1 mod (w − 1), i.e. (b1, a2) is w-admissible. Similarly,

it is straightforward to check that if (b1, a2) is w-admissible, then (a1, b2) is w-admissible.

This proves the equivalence between (2) and (3).

If statement (1) holds, then, by Lemma 5.2.11, a −→ e −→ b
h−→ Σa is w-admissible

and in particular e is w-admissible, i.e. (2) holds. Now assume that (2) holds, we prove

(1). Since h ̸= 0, we have that b ∈ H+(τ−1a) or b ∈ H−(Σa). Assume that the first

case holds, the second case is analogous. Then either e = (a1, b2) is indecomposable, or

e ∼= (a1, b2)⊕ (b1, a2). Since e is w-admissible, we have that (b1, a2) is w-admissible. Thus,

b1 − (a1 − 1) = −(b2 − b1) + (b2 − a1) + 1 ≡ 1 mod (w − 1), i.e. h is w-admissible. This

concludes the argument.

Now we can prove Proposition 5.7.2.

Proof of Proposition 5.7.2. The equivalence between statements (2) and (3) can be proved

with the same argument of Proposition 3.4.4. We prove that (1) implies (2). Consider a

w-admissible triangle a −→ e −→ b
h−→ Σa with a, b ∈ indX . If h = 0 or b ∼= Σa, then

e ∈ X . Indeed, in the first case e ∼= a ⊕ b, and in the second case e = 0. If h ̸= 0 and

b ̸∼= Σa, then HomCw,m(b,Σa)
∼= K and, by Proposition 5.6.1, a and b cross. Moreover, the

indecomposable direct summands of e are w-admissible Ptolemy arcs, see Section 3.4, and

as a consequence e ∈ X .

Now we prove that (2) implies (1). Let a, b ∈ indX be crossing arcs, we show that all

their indecomposable Ptolemy arcs belong to X . Since a and b cross, a ̸∼= Σb and there

exist non-zero morphisms h : b → Σa and h′ : a → Σb in C2,m. Thus, there exist triangles

a −→ e −→ b
h−→ Σa and b −→ e′ −→ a

h′−→ Σb in C2,m. The Ptolemy arcs of a and

b are given by the indecomposable direct summands of e and e′. It is straightforward to

check that if h is w-admissible, then h′ is not w-admissible, and if h′ is w-admissible then

h is not w-admissible. Thus, we have the following possibilities: h and h′ are both not

w-admissible, h is w-admissible and h′ is not, h′ is w-admissible and h is not.

By Lemma 5.7.6, in the first case e and e′ are not w-admissible, and as a consequence all the

Ptolemy arcs of a and b are not w-admissible. In the second case, since h is w-admissible,

e ∈ X is w-admissible, see Proposition 5.2.15, and e′ is not w-admissible. Thus, X contains
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all the w-admissible Ptolemy arcs of a and b. The case when h is not w-admissible and h′

is w-admissible is dual. Thus, we conclude that (1) and (2) are equivalent.
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Chapter 6

(−1)-CY discrete cluster categories

We introduce a (−1)-CY version of Igusa–Todorov discrete cluster categories. To do so,

we employ the results in [46] on continuous Nakayama representations for defining an

infinite discrete version of symmetric Nakayama representations. We prove that these

representations form an Krull–Schmidt abelian category, which is Frobenius, symmetric,

and uniserial. After stabilising, we obtain a (−1)-CY triangulated category, we describe

its AR quiver, and we observe that for m = 1 its geometric model coincides with the one

for the Holm–Jørgensen category T−1.

6.1 Continuous representations

In this section we discuss the representations of R, of S1, and continuous Nakayama

representations. These will be used in Section 6.2 for defining the infinite discrete version

of symmetric Nakayama representations.

6.1.1 Representations of R

We regard set of real numbers R as a category: the objects of R are the real numbers

and for any s, t ∈ R, if s ≤ t, there is a unique morphism fst : s → t. For each t ∈ R the

morphism ftt coincides with the identity 1t. For the rest of this chapter K will be a fixed

field. We denote by VectK the category of vector spaces over K.

Definition 6.1.1. A representation of R over K is a covariant functorM : R→ VectK. A

morphism of representations is a natural transformation. We denote by RepR the category

of representations of R. A representation M ∈ RepR is pointwise finite if dimM(t) <∞
for each t ∈ R. We denote by Reppwf R the category of pointwise finite representations of

R.

We fix some notation and terminology. GivenM,N ∈ RepR, by HomR(M,N) we indicate,

with an abuse of notation, the set of morphisms M → N in the category RepR. For an
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interval U ⊆ R, the interval representation MU is given by

MU (t) =

K if t ∈ U ,

0 otherwise

withMU (fst) : MU (s)→MU (t) equal to 1K if s, t ∈ U and s ≤ t, and equal to 0 otherwise.

Now consider the intervals U, V ⊆ R, the left intersection of V and U is defined as

V ∩L U =

V ∩ U if v < u for any (v, u) ∈ ((V \ U)× U) ∪ (V × (U \ V )),

∅ otherwise.

We refer to Figure 6.1 for an illustration. It is straightforward to check that HomR(MU ,MV ) ∼=
K if V ∩L U ̸= ∅, and HomR(MU ,MV ) = 0 otherwise.

U

V

V ∩L U

V

U

V ∩ U

U

V

V ∩ U

Figure 6.1: Illustration of left intersections of the intervals U and V . On the left, V ∩LU =
V ∩ U ̸= ∅. In the center and on the right, V ∩ U ̸= ∅ but V ∩L U = ∅.

Definition 6.1.2. Let U, V ⊆ R be bounded intervals. We define the standard morphism

φ : MU →MV as φ(x) = 1K for each x ∈ V ∩LU , and φ(x) = 0 for each x ∈ R \ (V ∩LU).

Note that the composition of two standard morphisms is still a standard morphism. The

following theorem gives the decomposition of the representations of R.

Theorem 6.1.3 ([16, Theorem 1.1]). Any pointwise finite representation of R decomposes

uniquely, up to isomorphism and reordering the summands, as a direct sum of possibly

infinitely many interval representations.

6.1.2 Representations of S1

Similarly as for R, we also regard the circle S1 as a category. Given x, y ∈ S1 with x ̸= y,

there is a path gxy : x→ y moving from x to y along S1 in the anticlockwise direction. By

concatenating gxy and gyx, we obtain a path ωx = gyxgxy : x→ x which consists of moving

from x to x in the anticlockwise direction around S1 exactly once. By convention, ω0
x and

gxx are the lazy paths x → x, and we often denote them by 1x. The objects of S1, as a

category, are the points of the circle, and for each pair of points x, y ∈ S1 the morphisms

x→ y are the paths of the form gxyω
n
x = ωny gxy with n ∈ Z.

Analogously to Definition 6.1.1, the representations of S1 over K are the covariant func-

tors M : S1 → VectK. We denote by RepS1 the category of representations of S1, and

by Reppwf S1 the category of pointwise finite representations. If M,N ∈ RepS1, by

HomS1(M,N) we denote, with an abuse of notation, the set of morphisms M → N in the

category RepS1.
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We introduce some notation from [46]. Consider a bounded interval U ⊆ R and the

covering map γ : R → S1, t 7→ t mod 2π. Let x ∈ S1 and consider the set γ−1(x) ∩ U ,

we denote its cardinality by nx and its elements by b1,x < · · · < bnx,x. Note that nx = 0

if and only if x /∈ γ(U). Figure 6.2 provides an illustration. We now introduce some

representations which are building blocks of pointwise finite representations.

0 ≡ 2π

u1

u2

x

0 2π 4πu1 u2 + 2πb1,x b2,x

γ(U)

U

Figure 6.2: The bounded interval U = (u1, u2 + 2π] ⊆ R and the cyclically ordered set
γ(U) ⊆ S1. The empty blue circle indicates that the endpoints are excluded, while the
full blue circle that the enpoints are included.

Definition 6.1.4 ([46, Section 2.2]). Let U ⊆ R be a bounded interval. Keeping the

notation above, the representation MU of S1 defined as follows is called a string.

� For each x ∈ S1 we have that MU (x) = Kb1,x ⊕ · · · ⊕Kbnx,x.

� For each x, y ∈ S1 we have that

MU (gxy)(bi,x) =

bj,y if there exists bj,y such that 0 ≤ bj,y − bi,x < 2π,

0 otherwise.

Remark 6.1.5. The representation MU is pointwise finite. Moreover, MU (ωx)(bi,x) =

bi+1,x if i ̸= nx, and MU (ωx)(bnx,x) = 0.

Theorem 6.1.6 ([23, Theorem 3.8], [46, Corollary 2.8, 2.9]). Let U, V ⊆ R be bounded

intervals. The following statements hold.

� We have that MU
∼=MV if and only if U = V + 2nπ for some n ∈ Z.

� The ring EndS1(MU ) is local, and therefore MU is indecomposable.

� We have that HomS1(MU ,MV ) ∼=
⊕

n∈ZHomR(MU ,MV+2nπ).

Note that, since the intervals U and V are bounded, the direct sum in the statement

above is finite. The following theorem provides a decomposition of the pointwise finite

representations of S1. We refer to [23, Definition 3.5] for the definition of band.

Theorem 6.1.7 ([23, Theorem 5.6]). Any pointwise finite representation of S1 decomposes

uniquely, up to isomorphism and reordering the summands, as a direct sum of possibly

infinitely many strings and finitely many bands.
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Standard morphisms in RepR induce morphisms between strings in RepS1. We introduce

some notation which will be useful for Definition 6.1.9.

Notation 6.1.8. Let U, V ⊆ R be bounded intervals, φ : MU → MV be the standard

morphism, and x ∈ S1 be such that MU (x) ̸= 0. We have that MU (x) =
⊕nx

i=1Kbi,x
where {bi,x}nx

i=1 = γ−1(x) ∩ U . Note that if bi,x ∈ V ∩L U for some i, then there exists a

unique cj,x ∈ γ−1(x) ∩ V such that bi,x = cj,x. With a light abuse of notation, we denote

φ(bi,x) = cj,x if bi,x ∈ V ∩L U , and φ(bi,x) = 0 otherwise.

Definition 6.1.9 ([46, p. 44]). Keeping U , V , and φ as in Notation 6.1.8, the morphism

φ : MU →MV is defined as φ(x)(bi,x) = φ(bi,x) for each x ∈ S1 such that MU (x) ̸= 0.

The following lemma will be useful for Proposition 6.4.6 and Proposition 6.4.7.

Lemma 6.1.10. Let U, V,W ⊆ R be bounded intervals. The following statements hold.

1. Let φ : MU → MV be a standard morphism. Then φ = 0 if and only if φ = 0, or

equivalently V ∩L U = ∅.

2. If φ : MU →MV and ψ : MV →MW are standard morphisms, then ψφ = ψφ.

3. Let φ : MU → MV and ψ : MU+2nπ → MV+2nπ be standard morphisms and n ∈ Z.
Then φ = ψ.

4. Assume that there exists a unique n ∈ Z such that (V + 2nπ) ∩L U ̸= ∅. Then any

non-zero morphism f : MU →MV is of the form f = λφ, where φ : MU →MV+2nπ

is a standard morphism and λ ∈ K∗ .

Proof. We prove statement (1). If φ = 0 then φ = 0 by Definition 6.1.9. If φ ̸= 0 then

there exists t ∈ V ∩L U ̸= ∅. Now consider x = γ(t) ∈ S1, the sets γ−1(x) ∩ U ̸= ∅ and

γ−1(x) ∩ V are non-empty because t belongs to both. Since t ∈ γ−1(x) ∩ U = {bi,x}nx
i=1,

we have that t = bi,x for some i. Therefore, bi,x ∈ V ∩L U , φ(x)(bi,x) = φ(bi,x) ̸= 0, and

as a consequence φ ̸= 0.

Now we prove (2). If φ = 0 or ψ = 0, then ψφ = 0 and ψφ = 0. Moreover, φ = 0 or

ψ = 0 and then ψφ = 0 = ψφ. Now assume that φ ̸= 0 and ψ ̸= 0, i.e. V ∩L U ̸= ∅ and

W ∩L V ̸= ∅. Let x ∈ S1 be such that MU (x) ̸= 0, and consider bi,x ∈ γ−1(x) ∩ U . We

have the following possibilities: W ∩L U ̸= ∅ or W ∩L U = ∅. Assume that the first case

holds, the second case is similar. If bi,x ∈ U ∩LW , then bi,x ∈ V ∩L U , and the following

equalities hold

ψ(x)φ(x)(bi,x) = ψ(x)(φ(bi,x)) = ψ(x)(cj,x) = ψ(cj,x) = ψφ(bi,x) = ψφ(x)(bi,x)

where cj,x ∈ γ−1(x) ∩ V is such that cj,x = bi,x. Now assume that bi,x /∈ U ∩L W , then

ψφ(x)(bi,x) = ψφ(bi,x) = 0. Moreover, if φ(bi,x) = 0 then ψ(x)(φ(bi,x)) = 0, and if

φ(bi,x) ̸= 0, i.e. bi,x ∈ U ∩L V , then ψ(x)(φ(bi,x)) = ψφ(bi,x) = 0 because bi,x /∈ W ∩L U .

In both cases ψ(x)φ(x) = ψ(x)(φ(bi,x)) = 0 = ψφ(x)(bi,x). Therefore, we obtain that

ψφ = ψφ.
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Statement (3) is straightforward and follow from Definition 6.1.4. We prove statement

(4). By Theorem 6.1.6 HomS1(MU ,MV ) ∼= K and, since (V + 2nπ) ∩L U ̸= ∅, we have

that φ ̸= 0 and then φ ̸= 0. Thus, f = λφ for some λ ∈ K∗.

6.1.3 Continuous Nakayama representations

The continuous Nakayama representations of S1 consist of pointwise finite representations

of S1 satisfying some conditions which are determined by a map called the Kupisch func-

tion. This map is the continuous analogue of the Kupisch series for Nakayama algebras

and determines the length of the projective representations.

Definition 6.1.11 ([46, Definition 3.9]). A Kupisch function κ : R→ R>0 is a map such

that

� for each t ∈ R we have that κ(t+ 2π) = κ(t), and

� for each t1, t2 ∈ R if t1 ≤ t2, then t1 + κ(t1) ≤ t2 + κ(t2).

Definition 6.1.12 ([46, Definition 3.9]). Let κ be a Kupisch function andM ∈ Reppwf S1.

We say thatM is a continuous Nakayama representation of (S1, κ) if each indecomposable

direct summand of M is a string of the form MU , where U ⊆ R is a bounded interval such

that U ⊆ [inf U, inf U + κ(inf U)]. We denote by Reppwf(S1, κ) the category of continuous

Nakayama representations of (S1, κ).

Remark 6.1.13 ([46, Remark 3.10]). The category Reppwf(S1, κ) is an abelian subcat-

egory of Rep(S1), and any M ∈ Reppwf(S1, κ) decomposes uniquely, up to isomorphism

and reordering the summands, as the direct sum of possibly infinitely many strings.

6.2 Discrete symmetric Nakayama representations

We want to study the representations of the infinite discrete versions of the symmetric

Nakayama algebra K(Cn/ rad
n+1), where Cn is the oriented cycle with n vertices. We first

define a Kupisch function κZm from the ∞-gon Zm, and then we define the category of

representations of (Zm, κZm) as an abelian subcategory of Reppwf(S1, κZm).

We refer to Section 3.1 for the definition of the ∞-gon Zm ⊆ S1. We often regard Zm as

a subset of the interval (0, 2π) ⊆ R, where the accumulation point 1 ∈ [m] and the real

number 0 ∈ R are identified, see Figure 6.3. In this chapter, unlike the previous chapters,

given z ∈ Zm we denote its successor in Zm by z+, and its predecessor by z−. By z + 1

we denote the the sum of the real numbers z and 1.

1 2 3 4 1 + 2π

0 2π

Figure 6.3: The ∞-gon Z4 regarded as a subset of R.
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Definition 6.2.1. Let s, t ∈ R be such that t ≡ s mod 2π with s ∈ [0, 2π). We define

κZm(t) =

2π + z+ − s if s ∈ [z, z+) for some z ∈ Zm,

2π if s ∈ [m].

Note that the map κZm : R→ R>0 is 2π-periodic.

Lemma 6.2.2. The map κZm is a Kupisch function.

Proof. Since κ is 2π-periodic by definition, we check that for any t1, t2 ∈ R if t1 ≤ t2 then

t1 + κZm(t1) ≤ t2 + κZm(t2). Since κZm is 2π-periodic, without loss of generality we can

assume that t1 ∈ [0, 2π) and t2 ∈ [0, 2π) + 2hπ for some h ∈ Z with h ≥ 0.

If h = 0 then we can proceed with a case analysis where we distinguish when t1 and t2

are accumulation points of Zm or not. We show the case where t1 ∈ [m] and t2 ∈ [z, z+)

for some z ∈ Zm. Since t1 < t2 < z+, we have that t1 + κZm(t1) = t1 + 2π < 2π + z+ =

t2 + κZm(t2). The other cases are straightforward.

If h = 1, let s = t2−2π ∈ [0, 2π) and note that either t1 ≤ s or t1 > s. If t1 ≤ s then, from
the case h = 0 above, t1+κZm(t1) ≤ s+κZm(s) ≤ s+2π+κZm(s) = t2+κZm(t2). If t1 > s,

then we can divide the proof into cases where t1 and s are or are not proper accumulation

points of Zm. We show the case where t1 ∈ [z, z+) for some z ∈ Zm and that s ∈ [m]. Since

z+ < 2π < s+2π, we have that t1+κZm(t1) = 2π+z+ < s+4π = t2+2π = t2+κZm(t2).

The other cases are straightforward.

If h = 2, then t2 − 2π ∈ [0, 2π) + 2π. From the case h = 1, we have that t1 + κZm(t1) ≤
t2 − 2π + κZm(t2 − 2π) = t2 − 2π + κZm(t2) < t2 + κZm(t2). If h ≥ 3 we can proceed

analogously. We can conclude that t1 + κZm(t1) ≤ t2 + κZm(t2).

We now define the category rep(Zm, κZm) of infinite discrete versions of symmetric Nakayama

representations.

Definition 6.2.3. We define rep(Zm, κZm) as the full subcategory of Reppwf(S1, κZm) of

representations M satisfying the following conditions.

1. If x, y ∈ S1 are such that z < x ≤ y ≤ z+ for some z ∈ Zm, then M(gxy) : M(x)→
M(y) is an isomorphism.

2. For each p ∈ [m] there exist a, b ∈ Zm such that a < p < b are in cyclic order, and

if x, y ∈ S1 are such that a < x ≤ y ≤ b are in cyclic order, then M(gxy) : M(x) →
M(y) is an isomorphism.

We prove that rep(Zm, κZm) is a wide subcategory of Reppwf(S1, κZm), see Definition

2.2.5, and is therefore an abelian category.

Theorem 6.2.4. The category rep(Zm, κZm) is a wide subcategory of Reppwf(S1, κZm).
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Proof. We show that rep(Zm, κZm) is an additive subcategory of Reppwf(S1, κZm) closed

under extensions, kernels and cokernels. It is straightforward to check that rep(Zm, κZm)

contains the zero object and that it is closed under isomorphisms and finite direct sums.

We show that rep(Zm, κZm) is closed under direct summands. ConsiderM ∈ rep(Zm, κZm)

such that M ∼= L⊕N with L,N ∈ Reppwf(S1, κZm), we check that L,N ∈ rep(Zm, κZm).

Let x, y ∈ S1 be such that M(gxy) is an isomorphism, then so is L(gxy)⊕N(gxy) : L(x)⊕
N(x)→ L(y)⊕N(y), and as a consequence L(gxy) and N(gxy) are isomorphisms. There-

fore, L and N satisfy Definition 6.2.3.

Now we show that rep(Zm, κZm) is closed under extensions. Consider a short exact se-

quence 0 −→ L
F−→ M

G−→ N −→ 0 in Reppwf(S1, κZm) with L,N ∈ rep(Zm, κZm),

we show that M ∈ rep(Zm, κZm). Let x, y ∈ S1 be such that L(gxy) and N(gxy) are

isomorphisms, then the following is a commutative diagram with exact rows.

0 L(x) M(x) N(x) 0

0 L(y) M(y) N(y) 0

F (x)

L(gxy)

G(x)

M(gxy) N(gxy)

F (y) G(y)

Since L(gxy) and N(gxy) are isomorphisms, by the Five Lemma, M(gxy) is also an iso-

morphism. Therefore M satisfies the conditions of Definition 6.2.3.

Now we show that rep(Zm, κZm) is closed under kernels. Consider L,M ∈ rep(Zm, κZm),

a morphism F : L→M , and its kernel K = KerF → L in Reppwf(S1, κZm). Let x, y ∈ S1

be such that L(gxy) and M(gxy) are isomorphisms. We have the following commutative

diagram with exact rows.

0 K(x) L(x) M(x)

0 K(y) L(y) M(y)

K(gxy)

F (x)

L(gxy) M(gxy)

F (y)

By the universal property of the kernel, K(gxy) is an isomorphism. Thus, K satisfies the

conditions of Definition 6.2.3. Dually, we can prove that rep(Zm, κZm) is closed under

cokernels. We can conclude that rep(Zm, κZm) is a wide subcategory of Reppwf(S1, κZm).

6.3 Indecomposable objects

We prove that the category rep(Zm, κZm) is Krull–Schmidt and we describe its indecom-

posable objects. We arrange the indecomposable objects of rep(Zm, κZm) into a coordinate

system, which gives the AR quiver of rep(Zm, κZm), as we will see in Section 6.8.
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6.3.1 Krull–Schmidt property

This section is devoted to establish the following Krull–Schmidt decomposition theorem

for the objects of rep(Zm, κZm). First, we define the set of intervals

W = {(u1, u2 + 2hπ] ⊆ R | u1, u2 ∈ Zm, h ∈ Z, and u+1 ≤ u2 + 2hπ ≤ u+1 + 2π}.

Note that either h = 0 or h = 1. The condition u+1 ≤ u2 + 2hπ ≤ u+1 + 2π ensures that

the “shortest” intervals of W are of the form (u1, u
+
1 ]. Such intervals will correspond to

the simple objects of rep(Zm κZm), see Section 6.7. The “longest” intervals in W are of

the form (u1, u
+
1 + 2π], which correspond to indecomposable projective-injective objects

of rep(Zm, κZm), see Section 6.5.

Theorem 6.3.1. The category rep(Zm, κZm) is Krull–Schmidt. Moreover, the indecom-

posable objects of rep(Zm, κZm) are exactly those of the form MU with U ∈ W, up to

isomorphism.

With Proposition 6.3.3 we prove that conditions (1) and (2) of Definition 6.2.3 imply that

the isoclasses of indecoposable objects of rep(Zm, κZm) are in bijection with the intervals

in W. We start with the following lemma.

Lemma 6.3.2. Let U ∈ W, then MU ∈ rep(Zm, κZm).

Proof. For each U = (u1, u2 + 2hπ] ∈ W we have that U ⊆ [u1, u1 + κZm(u1)], i.e.

MU ∈ Reppwf(S1, κZm). Now we prove that condition (1) of Definition 6.2.3 holds. Let

x, y ∈ S1 be such that z < x ≤ y ≤ z+ are in cyclic order for some z ∈ Zm. Since

U = (u1, u2 + 2hπ] is bounded and u1, u2 ∈ Zm, the sets γ−1(x) ∩ U = {bi,x}nx
i=1 and

γ−1(y)∩U = {bi,y}
ny

i=1 have the same finite cardinality, possibly equal to 0, which we denote

by n. Therefore, if n = 0,MU (x) =MU (y) = 0 andMU (gxy) is an isomorphism. If n ̸= 0,

then MU (x) =
⊕n

i=1Kbi,x and MU (y) =
⊕n

i=1Kbi,y. Moreover, 0 ≤ bi,y − bi,x < 2π, see

Figure 6.4. Thus, MU (gxy)(bi,x) = bi,y for each i, and as a consequence MU (gxy) is an

isomorphism.

Now we prove that condition (2) holds. Let p ∈ [m], then there exist a, b ∈ S1 such that

a < p < b are in cyclic order and, for each x, y ∈ S1 such that a < x ≤ y < b, the sets

γ−1(x) ∩ U = {bi,x}nx
i=1 and γ−1(y) ∩ U = {bi,y}

ny

i=1 have have the same finite cardinality,

n, possibly equal to zero. Moreover, if n ̸= 0, 0 ≤ bi,y − bi,x < 2π for each i. We refer to

Figure 6.4 for an illustration. As above, we obtain that MU (gxy) is an isomorphism.

Proposition 6.3.3. Let M ∈ indReppwf(S1, κZm). Then M ∈ ind rep(Zm, κZm) if and

only if M ∼=MU for some U ∈ W.

Proof. By Lemma 6.3.2, the strings MU , with U ∈ W, are indecomposable objects of

rep(Zm, κZm). Now consider M ∈ ind rep(Zm, κZm). By Definition 6.1.12 we know that

M ∼= MU for some bounded interval U ⊆ R such that U ⊆ [inf U, inf U + κZm(inf U)].

Now let u1 = inf U and u2 = supU . We divide the proof into claims.
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Figure 6.4: Illustration of the argument of Lemma 6.3.2 in Z2.

Claim 1. We have that u1, u2 /∈ [m] + 2πZ.

Assume that u1 = p + 2kπ for some p ∈ [m]. By condition (2) of Definition 6.2.3, there

exist a, b ∈ Zm such that a < p < b are in cyclic order and MU (gxy) is an isomorphism for

all x, y ∈ S1 such that a < x ≤ y ≤ b are in cyclic order. Since U ⊆ [u1, u1 + κZm(u1)] =

[p, p+ 2π] + 2kπ, then u2 ≤ u1 + 2π. If u2 < u1 + 2π then there exist x, y ∈ S1 such that

a < x < p < y < b are in cyclic order, MU (x) = 0, and MU (y) ∼= K. Then MU (gxy)

is not an isomorphism, and this gives a contradiction. If u2 = u1 + 2π, then consider

x, y ∈ S1 such that a < x < p < y < b are in cyclic order. We have that MU (x) ∼= K and

MU (y) ∼= K, but MU (gxy) = 0, see Definition 6.1.4, and this again gives a contradiction.

Therefore, u1 /∈ [m]+2πZ. With an analogous argument we can prove that u2 /∈ [m]+2πZ.

Claim 2. We have that u1, u2 ∈ Zm + 2πZ.

Assume that u1 /∈ Zm+2πZ, then there exist z1 ∈ Zm and k ∈ Z such that z1+kπ < u1 <

z+1 +2kπ. We have the following possibilites: u2 < u1+2π, u2 = u1+2π, or u2 > u1+2π.

If u2 < u1 + 2π, then there exist x, y ∈ S1 such that z1 < x < γ(u1) < y < z+1 are

in cyclic order, MU (x) = 0, and MU (y) ∼= K. If u2 = u1 + 2π, consider x, y ∈ S1

such that z1 < x < γ(u1) < y < z+1 are in cyclic order. We have that MU (x) ∼= K
and MU (y) ∼= K, but MU (gxy) = 0, see Definition 6.1.4. If u2 ≥ u1 + 2π then, since

U ⊆ [u1, u1+κZm(u1)], we have that u2 ≤ z+1 +2(k+1)π. Therefore, there exist x, y ∈ S1

such that z1 < x < γ(u1) < y < z+1 are in cyclic order whereMU (x) = K andMU (y) ∼= K2.

In each case we obtain that MU (gxy) is not an isomorphism, which gives a contradiction

with statement (1) of Definition 6.2.3. We conclude that u1 ∈ Zm + 2πZ. Using an
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analogous argument, we obtain that u2 ∈ Zm + 2πZ.

Claim 3. By Claim 2, there exist z1, z2 ∈ Zm and k, l ∈ Z such that u1 = z1 + 2kπ,

u2 = z2+2lπ. Moreover, since U ⊆ [u1, u1+κZm(u1)] = [z1, z
+
1 +2π] + 2kπ, we have that

z+1 + 2kπ ≤ u2 ≤ z+1 + 2(k + 1)π.

Claim 4. We have that U = (u1, u2].

Let z1, z2 ∈ Zm and k, l ∈ Z be as above. We prove that u1 /∈ U and u2 ∈ U . Assume

that u1 ∈ U , and consider x ∈ S1 such that z−1 < x < z1 are in cyclic order. Since u1 ∈ U
and MU (gxz1) is an isomorphism, we have that dimMU (x) = dimMU (z1) ̸= 0. Moreover,

since U ⊆ [u1, u1 + κZm(u1)] = [z1, z
+
1 + 2π] + 2kπ, either u2 = z1 + 2π or u2 = z+1 + 2π,

otherwise we have that dimMU (x) = 0. Therefore, dimMU (x) = dimMU (z1) = 1 and

then γ−1(x) ∩ U = {b1,x} and γ−1(z1) ∩ U = {b1,z1}. Then, since x + 2(k + 1)π ∈ U

and u1 = z1 + 2kπ ∈ U , we obtain that b1,x = x + 2(k + 1)π and b1,z1 = z1 + 2kπ. We

have that MU (gxz1) = 0 because b1,x > b1,z1 , contradicting the fact that MU (gxz1) is an

isomorphism. Thus, u1 /∈ U .

Now assume that u2 /∈ U , and consider x ∈ S1 such that z−2 < x < z2 are in cyclic order.

Since u1 = z1+2kπ and then u1 < x+2l, we have that x+2lπ ∈ U and as a consequence

dimMU (x) ̸= 0. We also have that MU (z2) ̸= 0 because MU (gxz2) is an isomorphism.

Moreover, u1 = z−2 + 2(l − 1)π, otherwise dimMU (z2) = 0, and then dimMU (x) = 2,

while dimMU (z2) = 1. This contradicts the fact that MU (gxz2) is an isomorphism. Thus,

u2 ∈ U . Therefore U = (u1, u2].

We recall from Theorem 6.1.7 that the objects of Rep(S1, κZm) decompose as possibly

infinite direct sums of indecomposable objects. With Proposition 6.3.4 we prove that

condition (3) of Definition 6.2.3 implies that the objects of rep(Zm, κZm) have only finitely

many indecomposable direct summands.

Proposition 6.3.4. Let M ∈ rep(Zm, κZm). Then M has only finitely many indecompos-

able direct summands.

Proof. By Theorem 6.1.7, M decomposes uniquely, up to isomorphism and reordering the

summands, as a possibly infinite direct sum of strings. Since rep(Zm, κZm) is closed under

direct summands, see Theorem 6.2.4, by Proposition 6.3.3, the indecomposable direct

summands of M are of the form MU with U = (u1, u2 + 2hπ] ∈ W. Now consider an

indecomposable direct summand MU of M . For each p ∈ [m] we fix ap < p < bp as in

condition (2) of Definition 6.2.3. We divide the proof into claims.

Claim 1. Let p ∈ [m] and x, y ∈ S1 be such that ap < x ≤ y < bp are in cyclic order.

Then MU (gxy) is an isomorphism.

We have that M ∼=MU ⊕M ′ for some M ′ ∈ rep(Zm, κZm). Since
(
MU (gxy) 0

0 M ′(gxy)

)
is an

isomorphism, then MU (gxy) is an isomorphism.

Now we denote Z ′
m = Zm \

⋃
p∈[m]{x ∈ S1 | ap < x < bp are in cyclic order}. Note that

Z ′
m is a finite set.
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Claim 2. We have that u2 ∈ Z ′
m.

If u2 /∈ Z ′
m then there exist p ∈ [m] and x, y ∈ S1 such that ap < x ≤ y < bp are in cyclic

order and MU (gxy) is not an isomorphism, giving a contradiction with Claim 1. Indeed,

let x = u2 and consider y such that u2 < y < bp are in cyclic order. Then MU (gxy) is not

an isomorphism.

Claim 3. There are only finitely many indecomposable direct summands of M .

For each x ∈ Z ′
m there are only finitely many direct summands of M of the form MU with

U = (u1, u2 +2hπ] and u2 = x, otherwise dimM(x) =∞. Since Z ′
m is a finite set, we can

conclude that M has only finitely many indecomposable direct summands.

6.3.2 The coordinate system

For each p, q ∈ [m] and h ∈ {0, 1} we introduce the set of intervals

I
(p,q)
h =

{
(u1, u2 + 2hπ] ∈ W | u1 ∈ Z(p) and u2 ∈ Z(q)

}
.

We can arrange the intervals ofW, or equivalently the isoclasses of indecomposable objects

of rep(Zm, κZm), into a coordinate system having

� 2m components of type ZA∞, each corresponding to the sets I
(p,p)
h for p ∈ [m] and

h ∈ {0, 1}, and

� 2
(
m
2

)
components of type ZA∞

∞, each corresponding to the sets I
(p,q)
h for p, q ∈ [m],

p ̸= q, and h ∈ {0, 1}.

Figure 6.5 illustrates the coordinate system of rep(Zm, κZm), in Section 6.8 we will prove

that this gives the AR quiver of rep(Zm, κZm).

(u1, u2] = U

U1

U2

U−

(u
−
2

, u2]

(u
−
2

, u2 + 2π]

U′

(u1, u
+
1

]

(u1, u
+
1

+ 2π]

Σ−1U ΣU

I
(1,1)
0I

(2,2)
0

I
(1,2)
0

I
(1,1)
1

I
(2,1)
1

I
(2,2)
1

Figure 6.5: Illustration of the coordinate system of rep(Z2, κZ2).

We now introduce some more intervals which play an important role in rep(Zm, κZm), see

Figure 6.5 for an illustration.

Definition 6.3.5. Let U = (u1, u2 + 2hπ] ∈ W, we define the following intervals.

U1 = (u−1 , u2 + 2hπ] Σ−1U = (u2, u
+
1 + 2(1− h)π]

U2 = (u1, u
−
2 + 2hπ] ΣU = (u−2 , u1 + 2(1− h)π]

U− = (u−1 , u
−
2 + 2hπ] U ′ = (u−2 , u

+
1 + 2(1− h)π]
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With Proposition 6.5.4 we will prove that the interval U ′ determines the set of intervals

V ∈ W such that any non-zero morphismMU →MV factors through a projective-injective

object of rep(Zm, κZm).

The intervals U1, U2, and U
− determine the almost split sequence starting at U . Indeed,

by Proposition 6.8.2 the almost split sequences in rep(Zm, κZm) are of the form 0 −→
MU −→MU1 ⊕MU2 −→MU− −→ 0, thus τ−1MU

∼=MU− .

Moreover, by Remark 6.6.5 and its dual version, we will obtain that Σ−1MU
∼= MΣ−1U

and ΣMU
∼=MΣU , i.e., after stabilising rep(Zm, κZm), ΣU and Σ−1U determine the action

of the shift functor on objects.

Observation 6.3.6. Let U ∈ W. From Figure 6.5, it is straightforward to see that the

following statements hold.

� U1 ∈ W if and only if u+1 ≤ u2 + 2hπ ≤ u1 + 2π, or equivalently U ̸= (u1, u
+
1 + 2π].

� U2 ∈ W if and only if U2 ̸= ∅, or equivalently U ̸= (u1, u
+
1 ].

� Σ−1U ∈ W if and only if U ̸= (u1, u
+
1 + 2π]. The same holds for ΣU .

� U− ∈ W. Moreover, U− = (u−2 , u2] if and only if U = (u1, u
+
1 ], and U

− = (u−2 , u2 +

2π] if and only if U = (u1, u
+
1 + 2π].

� U ′ ∈ W. Moreover, U ′ = (u−2 , u2] if and only if U = (u1, u
+
1 + 2π], and U ′ =

(u−2 , u2 + 2π] if and only if U = (u1, u
+
1 + 2π].

6.4 Morphisms

In this section we describe the Hom-spaces of rep(Zm, κZm) and the factorization properties

of the morphisms.

6.4.1 Hom-hammocks

We define the Hom-hammocks and prove the following result.

Proposition 6.4.1. Let U = (u1, u2 + 2hπ], V = (v1, v2 + 2kπ] ∈ W. Then

HomS1(MU ,MV ) ∼=


K2 if U = V = (u1, u

+
1 + 2π],

K if either V ∩L U ̸= ∅ or (V − 2π) ∩L U ̸= ∅,

0 otherwise.

We need the following lemma, which relates the Hom-spaces of rep(Zm, κZm) to the inter-

sections of intervals of W.

Lemma 6.4.2. Let U = (u1, u2+2hπ], V = (v1, v2+2kπ] ∈ W. The following statements

hold.
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1. If (V+2nπ)∩LU ̸= ∅ for some n ∈ Z, then n ∈ {0,−1}. Therefore HomS1(MU ,MV )

is at most two dimensional.

2. We have that V ∩L U ̸= ∅ if and only if v1 ≤ u1 and u+1 ≤ v2 + 2kπ ≤ u2 + 2hπ.

3. We have that (V − 2π) ∩L U ̸= ∅ if and only if k = 1 and u+1 ≤ v2 ≤ u2 + 2hπ.

4. We have that V ∩LU ̸= ∅ and (V −2π)∩LU ̸= ∅ if and only if U = V = (u1, u
+
1 +2π].

Proof. We prove statement (1). Assume that (V +2nπ)∩LU ̸= ∅ for some n ∈ Z. If n = 1

then, since 0 < u1 < 2π and 2π < v1+2π < 4π, we have that (V +2π)∩LU = ∅. Moreover,

if n ≥ 2 or n ≤ −2, then (V + 2nπ) ∩ U = ∅ and as a consequence (V + 2nπ) ∩L U = ∅.

Thus, n ∈ {−1, 0}.

Statements (2) and (3) are straightforward, we prove statement (4). It is straightforward

to check that if U = V = (u1, u
+
1 + 2π] then V ∩L U ̸= ∅ and (V − 2π) ∩L U ̸= ∅. Now,

if V ∩L U ̸= ∅ and (V − 2π) ∩L U ̸= ∅, then in particular k = 1, u+1 ≤ v2 ≤ u2 + 2hπ,

and u+1 ≤ v2 + 2π ≤ u2 + 2hπ. Thus, h = 1 and then v2 ≤ u2. Since u2 + 2π ≤ u+1 + 2π,

we have that u+1 ≤ v2 ≤ u2 ≤ u+1 , i.e. v2 = u+1 . Note that v1 ≥ v−2 + 2kπ − 2π = u1

and, since V ∩L V ̸= ∅, also v1 ≤ u1. Therefore, v1 = u1. Moreover, we have that

u2+2hπ = u2+2π ≤ u+1 +2π, i.e. u2 ≤ u+1 . Since u2+2π ≤ u+1 +2π = v2+2π ≤ u2+2π,

we obtain that u2 = u+1 . We can conclude that U = V = (u1, u
+
1 + 2π].

Now we can prove Proposition 6.4.1.

Proof of Proposition 6.4.1. By Theorem 6.1.6 we have that HomS1(MU ,MV ) ∼= Kn with

n = |{l ∈ Z | (V + 2lπ) ∩L U ̸= ∅}|. Then the claim follows from Lemma 6.4.2.

We define the Hom-hammocks in rep(Zm, κZm) and then we prove that they describe

exactly the Hom-spaces with Proposition 6.4.4. Figure 6.6 provides an illustration.

Definition 6.4.3. Let U = (u1, u2 + 2hπ] ∈ W. We define the following sets.

H+(U) =

{(v1, v2] ∈ W | v1 ≤ u1 and u+1 ≤ v2 ≤ u2} if h = 0,

{(v1, v2 + 2π] ∈ W | u2 ≤ v1 ≤ u1 and v2 ≤ u2} if h = 1.

H−(U) =

{(v1, v2] ∈ W | u1 ≤ v1 ≤ u−2 and v2 ≤ u2} if h = 0,

{(v1, v2 + 2π] ∈ W | v1 ≥ u1 and u2 ≤ v2 ≤ u1} if h = 1.

P (U) =


{
(v1, v2 + 2kπ] ∈ W

∣∣∣∣ v1 − 2kπ ≤ u1 and v2 ≥ u2, or
v1 ≤ u1 and v2 + 2kπ ≥ u2

}
if h = 0,

{(v1, v2 + 2π] ∈ W | v1 ≤ u1 and v2 ≥ u2} if h = 1.

We extend those definitions to U = ∅ by imposing H+(∅) = H−(∅) = P (∅) = ∅.

We want to prove the following result.
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Proposition 6.4.4. Let U, V ∈ W, then HomS1(MU ,MV ) ̸= 0 if and only if V ∈ H+(U)⊔
H−(Σ−1U) ⊔ P (U ′).

With Proposition 6.5.4 we will prove that P (U ′) determines the set of intervals V ∈ W
such that Proj(MU ,MV ) ̸= 0.

Observation 6.4.5. Let U = (u1, u2 + 2hπ], V = (v1, v2 + 2kπ] ∈ W be such that

u2 + 2hπ ̸= u+1 + 2π. The following statements hold, see Figure 6.6 for an illustration.

� The sets H+(U), H−(Σ−1U), and P (U ′) are pairwise disjoint.

� V ∈ H+(U) if and only if V /∈ P (U ′) and k = h. Moreover, if V ∈ H+(U) then

V ∩L U ̸= ∅.

� V ∈ H−(Σ−1U) if and only if V /∈ P (U ′) and k = 1−h. Moreover, if V ∈ H−(Σ−1U)

then (V − 2kπ) ∩L U ̸= ∅.

� If U = (u1, u
+
1 ], then P (U

′) = {(u1, u+1 + 2π]}.

� If U = (u1, u
+
1 + 2π], then H+(U) = H−(Σ−1U) = ∅.

U U ′

Σ−1U
UU ′

Σ−1U

H+(U)

H−(Σ−1U)

P (U ′)

U = (u1, u2] U = (u1, u2 + 2π]

U U

{V ∈ W | V ∩L U ̸= ∅}
{V ∈ W | (V − 2π) ∩L U ̸= ∅}

Figure 6.6: The interval U ∈ W and its Hom-hammocks when m = 2. In grey: H+(U),
H−(Σ−1U), and P (U ′). In blue and red: how the intervals in W intersect U .

Now we can prove Proposition 6.4.4.

Proof of 6.4.4. We denote U = (u1, u2 + 2hπ] and we assume that h = 0, if h = 1 the

proof is analogous. It is straightforward to check that the following equality holds.

H+(U) ⊔H−(Σ−1U) ⊔ P (U ′) ={(v1, v2] ∈ W | u+1 ≤ v2 ≤ u2 and v1 ≤ u1}⊔

{(v1, v2 + 2π] ∈ W | u+1 ≤ v2 ≤ u2}

Let V ∈ W. By Lemma 6.4.2 and Proposition 6.4.1, we know that HomS1(MU ,MV ) ̸= 0

132



if and only if V ∩LU ̸= ∅ or (V − 2π)∩LU ̸= ∅. Thus, it is straightforward to check that

{V ∈ W | HomS1(MU ,MV ) ̸= ∅} ={(v1, v2] ∈ W | v1 ≤ u1 and u+1 ≤ v2 ≤ u2}⊔

{(v1, v2 + 2π] ∈ W | u+1 ≤ v2 ≤ u2}.

We conclude that V ∈ W is such that HomS1(MU ,MV ) ̸= ∅ if and only if V ∈ H+(U) ⊔
H−(Σ−1U) ⊔ P (U ′).

6.4.2 Factorization properties

We now prove the factorization properties of the morphisms of rep(Zm, κZm). After sta-

bilising, the proposition below can be reformulated as in Proposition 6.9.3.

Proposition 6.4.6. Let U, V,W ∈ W be such thatMU ,MV , andMW are non-isomorphic.

Assume that there exist non-zero morphisms f : MU →MV and g : MV →MW . Assume

that one of the following conditions holds.

1. V ∩L U ̸= ∅, W ∩L V ̸= ∅, and W ∩L U ̸= ∅.

2. V ∩L U ̸= ∅, (W − 2π) ∩L V ̸= ∅, and (W − 2π) ∩L U ̸= ∅.

3. (V − 2π) ∩L U ̸= ∅, W ∩L V ̸= ∅, and (W − 2π) ∩L U ̸= ∅.

Then gf ̸= 0.

Proof. By assumption, we have that (V + 2nπ) ∩L U ̸= ∅, (W + 2lπ) ∩L (V + 2nπ) ̸= ∅,

and (W + 2lπ) ∩L U ̸= ∅ for some l, n ∈ Z. Since U , V , and W are pairwise non-

isomorphic, by Proposition 6.4.1 we have that such l and n are unique. Let φ : MU →
MV+2nπ and ψ : MV+2nπ → MW+2lπ be standard morphisms, see Definition 6.1.2. Since

(W − 2lπ) ∩L U ̸= ∅, ψφ ̸= 0, and then ψφ = ψφ ̸= 0, see Lemma 6.1.10. Moreover,

f = λφ and g = µψ for some λ, µ ∈ K∗, and as a consequence gf = λµψφ ̸= 0. We

conclude that gf ̸= 0.

Proposition 6.4.7. Let U , V , W , f , g be as in Proposition 6.4.6. Assume that one of

the following conditions holds.

1. (V − 2π) ∩L U ̸= ∅ and (W − 2π) ∩L V ̸= ∅.

2. V ∩L U ̸= ∅, (W − 2π) ∩L V ̸= ∅, and W ∩L U ̸= ∅.

3. (V − 2π) ∩L U ̸= ∅, W ∩L V ̸= ∅, and W ∩L U ̸= ∅.

Then gf = 0.

Proof. We proceeding similarly as in the argument of Proposition 6.4.6. By assumption

we have that (V + 2nπ) ∩L U ̸= ∅ and (W + 2lπ) ∩L (V + 2nπ) ̸= ∅ for some l, n ∈ Z.
Let φ : MU → MV+2nπ and ψ : MV+2nπ → MW+2lπ be standard morphisms, we obtain

that gf = λψφ for some λ ∈ K∗. Note that (W − 2lπ) ∩L U = ∅. Indeed, if condition (1)

holds, we have that l = −2 and then (W + 2lπ) ∩L U = (W − 4π) ∩L U = ∅. If condition
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(2) or (3) holds, then l = −1 and, since W ∩L U ̸= ∅, we have that (W − 2lπ) ∩L U =

(W − 2π) ∩L U = ∅. Indeed, if (W − 2π) ∩L U ̸= ∅ then, since W ∩L U ̸= ∅, by

Lemma 6.4.2, U = W = (u1, u
+
1 + 2π] and then MU

∼= MV , giving a contradiction. As a

consequence, ψφ = 0 and we can conclude that gf = 0.

Lemma 6.4.8. Let U = (u1, u2+2hπ], V = (v1, v2+2kπ] ∈ W. The following statements

hold.

1. Assume that U ̸= (u1, u
+
1 + 2π]. Then there exists a monomorphism MU → MV if

and only if there exists l ∈ {0,−1} such that (V + 2lπ) ∩L U ̸= ∅ and u2 + 2hπ =

v2 + 2(k + l)π.

2. Assume that V ̸= (v1, v
+
1 + 2π]. Then there exists an epimorphism MU → MV if

and only if V ∩L U ̸= ∅ and u1 = v1.

Proof. We prove statement (1). Assume that (V + 2lπ) ∩L U ̸= ∅ and u2 + 2hπ = v2 +

2(k+l)π for a unique l ∈ {0,−1}, then HomS1(MU ,MV ) ∼= K. Let f : MU →MV be non-

zero, we prove that f is a monomorphism. Consider a non-zero morphism g : MW →MU

with W ∈ W, we check that fg ̸= 0. Since Hom(MW ,MU ) ∼= K, we have that either

U ∩LW ̸= ∅ or (U−2π)∩LW ̸= ∅. If (U−2π)∩LW ̸= ∅ and l = −1, then h = 1 and we

obtain that u2 +2π = u2 +2hπ = v2 +2(k+ l)π = v2 +2kπ− 2π, i.e. u2 +4π = v2 +2kπ,

which is impossible because k ∈ {0, 1}.

Thus, we have the following possibilities: U∩LW ̸= ∅ and l = 0, U∩LW ̸= ∅ and l = −1,
or (U − 2π) ∩L W ̸= ∅ and l = 0. Since u2 + 2hπ = v2 + 2(k + l)π, in the first case we

obtain that V ∩LW ̸= ∅, and for the remaining cases (V − 2π)∩LW ̸= ∅, see Figure 6.7.

By Proposition 6.4.6 we obtain that fg ̸= 0. This proves that f is a monomorphism.

W

U

V

W

U

V − 2π

W

U − 2π

V − 2π

Figure 6.7: The intersection of intervals of the argument of Lemma 6.4.8.

Now assume that there exists a monomorphism f : MU →MV . Since f ̸= 0, there exists a

unique l ∈ {0,−1} such that (V +2lπ)∩LU ̸= ∅, we prove that u2+2hπ = v2+2(k+ l)π.

There exists a monomorphism g : M (u−2 ,u2]
→ MU . Indeed, it is straightforward to check

that (U − 2hπ) ∩L (u−2 , u2] ̸= ∅ and u2 = u2 + 2(h − h)π. Thus, fg : M (u−2 ,u2]
→ MV

is a monomorphism, and as a consequence HomS1(M (u−2 ,u2]
,MV ) ∼= K. This implies

that v2 = u2, see Lemma 6.4.2. Moreover, since (V + 2lπ) ∩L U ̸= ∅, we have that

u+1 ≤ v2 + 2(k + l)π ≤ u2 + 2hπ. Thus, v2 + 2(k + l)π = u2 + 2(k + l)π ∈ γ−1(u2) ∩ U .

Since U ̸= (u1, u
+
1 + 2π], γ−1(u2) ∩ U has only one element, namely u2 + 2hπ. Therefore,

v2 + 2(k + l)π = u2 + 2hπ. This concludes the argument of (1).

Now we prove statement (2). Similarly as above, we can prove that if V ∩L U ̸= ∅ and

v1 = u1, then HomS1(MU ,MV ) ∼= K and any non-zero morphism MU → MV is an

epimorphism. Now assume that there exists an epimorphism f : MU → MV , we prove
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that V ∩L U ̸= ∅ and v1 = u1. Since (v1, v
+
1 ] ∩L V ̸= ∅, there is an epimorphism

g : MV → M (v1,v
+
1 ]. Thus, gf : MU → M (v1,v

+
1 ] is an epimorphism, and in particular

gf ̸= 0. As a consequence, either (v1, v
+
1 ] ∩L U ̸= ∅ or ((v1, v

+
1 ] − 2π) ∩L U ̸= ∅. Note

that the second case is impossible because (v1, v
+
1 ] ⊆ (0, 2π). We obtain that V ∩LU ̸= ∅,

indeed, by Proposition 6.4.7, if (V − 2π) ∩L U ̸= ∅ then gf = 0, giving a contradiction.

Moreover, since (v1, v
+
1 ] ∩L U ̸= ∅, we have that v1 ≤ u1 and v+1 ≥ u

+
1 , i.e. v1 = u1. This

concludes the argument of (2).

There is another formulation of statement (1) which is dual to (2). Indeed, if instead of

our convention we consider intervals of the form U = (u1− 2hπ, u2] with u1, u2 ∈ Zm+2π

and h ∈ {0, 1}, then (1) is equivalent to: there exists a monomorphism MU →MV if and

only if V ∩L U ̸= ∅ and u2 = v2.

6.5 Projective-injective objects

The category rep(Z,κZm) is a Krull–Schmidt exact subcategory of Rep(S1, κZm), see The-

orem 6.2.4 and Theorem 6.3.1. In this section we prove that rep(Zm, κZm) is a Frobenius

category and that for each z ∈ S1 we have that Pz = Iz, where Pz and Iz are respectively

the indecomposable projective and indecomposable injective representation at z. Given

z ∈ Zm, we denote M (z,z++2π] by Pz or Iz. We want to prove the following result, which

follows directly from Proposition 6.5.2 and Proposition 6.5.3.

Theorem 6.5.1. The category rep(Zm, κZm) is Frobenius and its indecomposable projective-

injective objects are exactly those isomorphic to Pz = Iz for some z ∈ Zm.

We start with the proposition below.

Proposition 6.5.2. For each z ∈ Zm the object Pz = Iz is projective and injective in

rep(Zm, κZm).

Proof. Let z ∈ Zm, we prove that Pz is projective. The proof that Iz is injective is dual.

Consider a short exact sequence 0 −→ L
F−→M

G−→ Pz −→ 0, we show that this sequence

splits, i.e. that G is a split epimorphism. We divide the proof into claims.

Claim 1. There exists a direct summand of M isomorphic to Pz.

Consider the following commutative diagram of vector spaces.

0 L(z+) M(z+) Pz(z
+) 0

0 L(z+) M(z+) Pz(z
+) 0

F (z+)

L(ωz+ )

G(z+)

M(ωz+ ) Pz(ωz+ )

F (z+) G(z+)

We recall that, by Definition 6.1.4, Pz(z
+) = Kb1,z+ ⊕ Kb2,z+ , Pz(ωz+)(b1,z+) = b2,z+ ,

and Pz(ωz+)(b2,z+) = 0. Assume that M(ωz+) = 0. Then Pz(ωz+)G(z
+) = 0, and this

contradicts the fact that G(z+) is a split epimorphism and that Pz(ωz+) ̸= 0. Therefore

M(ωz+) ̸= 0. Now consider the decomposition ofM into indecomposable direct summands
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M =
⊕n

i=1Mi, we can write M(ωz+) =
⊕n

i=1Mi(ωz+). Since M(ωz+) ̸= 0, there exists

i ∈ {1, . . . , n} such that Mi(ωz+) ̸= 0, i.e. Mi
∼= Pz.

Now we introduce some notation. After reordering the summands of M , we can write

M ∼=
⊕k

i=1Mi⊕
⊕n

j=k+1Mj where Mi
∼= Pz for each i ∈ {1, . . . , k} and Mj ̸∼= Pz for each

j ∈ {k+1, . . . , n}. We also write G : M → Pz as G = (G1 ... Gk Gk+1 ... Gn ). We show that

there exists i ∈ {1, . . . , k} such that Gi : Mi → Pz is an isomorphism.

Claim 2. For each i ∈ {1, . . . , k} and j ∈ {k + 1, . . . , n}, we have that Gi(z
+) =

(
αi 0
βi αi

)
and Gj(z

+) = ( 0 γj )T for some αi, βi, γj ∈ K.

We recall that for each i ∈ {1, . . . , k} and j ∈ {k + 1, . . . , n} the following diagrams

commute.

Mi(z
+) Pz(z

+)

Mi(z
+) Pz(z

+)

Gi(z
+)

Mi(ωz+ ) Pz(ωz+ )

Gi(z
+)

Mj(z
+) Pz(z

+)

Mj(z
+) Pz(z

+)

Gj(z
+)

Mj(ωz+ ) Pz(ωz+ )

Gj(z
+)

Then the linear map Gi(z
+) : Mi(z

+) = Kb1,z+ ⊕Kb2,z+ → Pz(z
+) = Kb1,z+ ⊕Kb2,z+ is of

the form Gi(z
+) =

(
αi 0
βi αi

)
for some αi, βi ∈ K. Moreover, since Mj ̸∼= Pz, we have that

Mj(z
+) = 0 or Mj(z

+) ∼= K and in both cases Mj(ωz+) = 0. Therefore, Gj(z
+) = ( 0 γ )T

for some γ ∈ K.

Claim 3. There exists i ∈ {1, . . . , k} such that Gi(z
+) : Mi(z

+) → Pz(z
+) is an isomor-

phism.

We show that αi ̸= 0 for some i ∈ {1, . . . , k}. Indeed, if αi = 0 for all i ∈ {1, . . . , k}, then

G(z+) =

(
0 0 · · · 0 0 0 · · · 0

β1 0 · · · βk 0 γk+1 · · · γn

)
.

and this contradicts the fact that G(z+) is a split epimorphism. As a consequence, there

exists i ∈ {1, . . . , k} such that αi ̸= 0, and therefore Gi(z
+) is an isomorphism.

Claim 4. Let i ∈ {1, . . . , k} be such that Gi(z
+) is an isomorphism. We have that

Gi : Mi → Pz is an isomorphism.

We prove that Gi(x) : Mi(x)→ Pz(x) is an isomorphism for each x ∈ S1. Let x ∈ S1 and

consider the following commutative diagram.

Mi(x) Pz(x)

Mi(z
+) Pz(z

+)

Gi(x)

Mi(gxz+ ) Pz(gxz+ )

Gi(z
+)

(6.1)

If z < x ≤ z+ are in cyclic order then, since Mi(gxz+) and Pz(gxz+) are isomorphisms by

Definition 6.1.4, and since Gi(z
+) is an isomorphism by Claim 2, we obtain that Gi(x)

is an isomorphism. Now assume that z+ < x ≤ z are in cyclic order. We recall that

Mi(x) = Kb1,x = Pz(x) and Mi(gxz+)(b1,x) = b1,z+ = Pz(gxz+). Since diagram (6.1)
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commutes, we obtain that Gi(x) ̸= 0, and therefore Gi(x) is an isomorphism. Thus, Gi(x)

is an isomorphism for each x ∈ S1.

Claim 5. The morphism G : M → Pz is a split epimorphism.

From Claim 3 we know that Gi : Mi → Pz is an isomorphism of representations. Then

we can conclude that G : M → Pz is a split epimorphism, i.e. the short exact sequence

0 −→ L
F−→M

G−→ Pz −→ 0 splits.

The following are important properties for projective and injective objects of rep(Zm, κZm).

Proposition 6.5.3. The category rep(Zm, κZm) has enough projectives and enough in-

jectives. Moreover, each indecomposable projective or injective object of rep(Zm, κZm) is

isomorphic to Pz = Iz for some z ∈ Zm.

Proof. By Theorem 6.3.1, each object of rep(Zm, κZm) decomposes as a finite direct sum

of indecomposable objects, thus it is enough to prove that each indecomposable object of

rep(Zm, κZm) has a projective cover and an injective envelope. Let U = (u1, u2+2hπ] ∈ W,

by Lemma 6.4.8 there exist an epimorphism Pu1 →MU and a monomorphism Iu−2
→MU .

Now we prove that the indecomposable projective or injective objects are all of the form

Pz = Iz for some z ∈ Zm. Let U = (u1, u2 + 2hπ] ∈ W and MU be projective in

rep(Zm, κZm), then there exists an epimorphism Pu1 →MU → 0. Since MU is projective,

this epimorphism splits and then MU is a direct summand of Pu1 . Therefore, MU
∼= Pu1 .

If MU is injective, we can proceed dually.

Given U, V ∈ W, we recall that HomS1(MU ,MV ) ∼= K if and only if V ∈ H+(U) ⊔
H−(Σ−1U)⊔P (U ′), see Proposition 6.4.4. Now we characterise the intervals V ∈ W such

that Proj(MU ,MV ) ̸= 0.

Proposition 6.5.4. Let U, V ∈ W. We have that Proj(MU ,MV ) ̸= 0 if and only if

V ∈ P (U ′).

Proof. We denote U = (u1, u2 + 2hπ] and V = (v1, v2 + kπ]. If MU is projective, then

Proj(MU ,MV ) = HomS1(MU ,MV ) ̸= 0 if and only if V ∈ P (U ′), see Observation 6.4.5.

Now assume that MU is not projective. Let f : MU →MV be a non-zero morphism such

that f = βα for some α : MU → P and β : P → MV , where P is a projective object of

rep(Zm, κZm). Since MU is not projective, by Proposition 6.4.1, HomS1(MU ,MV ) ∼= K.

Therefore, there exists an indecomposable direct summand Pz of P such that f = βα for

some non-zero morphisms α : MU → Pz and β : Pz →MU .

If h = 0, since (z, z++2π] ∈ P (U ′), we have that u+1 ≤ z+ ≤ u2 and ((z, z+ + 2π]− 2π)∩L
U ̸= ∅. We have that V ∩L (z, z+ + 2π] ̸= ∅ and (V − 2π) ∩L U ̸= ∅, otherwise, by

Proposition 6.4.7, βα = 0. Thus, v1 ≤ z ≤ u−2 and v2 ≥ u+1 , i.e. V ∈ P (U ′).

If h = 1, we have the following possibilites: either (V − 2π) ∩L U ̸= ∅ or V ∩L U ̸= ∅.

In the first case, v2 ≥ u+1 and, since k = 1, v1 − 2kπ = v1 − 2π ≤ u−2 . In the second
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case, V ∩ (z, z+ + 2π] ̸= ∅ and V ∩L U ̸= ∅, otherwise βα = 0 by Proposition 6.4.7.

Therefore, v2 + 2kπ ≥ u+1 and v1 ≤ z ≤ u−2 , and then V ∈ P (U ′). This proves that if

Proj(MU ,MU ) ̸= 0 then V ∈ P (U ′).

Now we prove that if V ∈ P (U ′) then Proj(MU ,MV ) ̸= 0. If MU is projective, then

Proj(MU ,MV ) = HomS1(MU ,MV ) ̸= 0. Otherwise, we have that HomS1(MU ,MV ) ∼=
K and Proj(MU ,MV ) is at most one dimensional. Let f : MU → MV be a non-zero

morphism, we show that f factors through a projective object. Assume that h = 0. Note

that
(
(u−2 , u2 + 2π]− 2π

)
∩LU ̸= ∅. Since V ∈ P (U ′), we have that v1 ≤ u−2 and v2 ≥ u+1 ,

and then V ∩ (u−2 , u2 +2π] and (V − 2π)∩L U ̸= ∅. Thus, by Proposition 6.4.6, f factors

through Pu−2
.

Now assume that h = 1. We have that (u−2 , u2+2π]∩U ̸= ∅. Since V ∈ P (U ′), we have the

following possibilities: v1 ≤ u−2 and v2 +2kπ ≥ u+1 , or v1 − 2kπ ≤ u−2 and v2 ≥ u+1 . Thus,
we have that V ∩L (u−2 , u2+2π] ̸= ∅ and V ∩LU ̸= ∅, or (V −2π)∩L (u−2 , u2+2π] ̸= ∅ and

(V − 2π)∩L U ̸= ∅. In both cases f factors through Pu−2
. We conclude that any non-zero

morphism of HomS1(MU ,MV ) factors through a projective object, i.e. Proj(MU ,MV ) ∼=
K.

6.6 Exact sequences

In this section we compute the middle terms of certain exact sequences in rep(Zm, κZm)

of the form 0 −→ MU −→ M −→ MV −→ 0. This computation will be useful in Section

6.7 for proving that rep(Zm, κZm) is uniserial, and in Section 6.8 for describing the almost

split sequences. Given U ∈ W, we refer to Definition 6.3.5 for the notation U−.

Setup 6.6.1. Let U = (u1, u2+2hπ], V = (v1, v2+2kπ] ∈ W be such thatMU is not pro-

jective, HomS1(MU− ,MV ) ∼= K, and Proj(MU− ,MV ) = 0. Since HomS1(MU− ,MV ) ∼=
K, there exists a unique l ∈ {0,−1} such that (V + 2lπ) ∩L U− ̸= ∅. We denote

I = (v1, u2 + 2(h− l)π] and J = (u1, v2 + 2(k + l)π].

U

V + 2lπ

I + 2lπ

J

Figure 6.8: The intervals I and J of Setup 6.6.1.

The following lemmas will be useful to prove Proposition 6.6.4.

Lemma 6.6.2. Keeping Setup 6.6.1, the following statements hold.

1. We have that I = (U − 2lπ) ∪ V and J = U ∩ (V + 2lπ).

2. We have that I ∈ W. Moreover, M I is projective if and only if u2 + 2(h − l)π =

v+1 + 2π.

3. We have that J ∈ W if and only if J ̸= ∅, or equivalently v2 + 2(k + l)π ̸= u1.

138



4. We have that V = Σ−1(U−) if and only if J = ∅ and M I is projective.

5. There exist a monomorphism MU → M I and an epimorphism M I → MV . More-

over, if J ̸= ∅, there exist an epimorphism MU → MJ and a monomorphism

MJ →MV .

Proof. Statement (1) is straightforward from Figure 6.8. We prove statement (2). Since

V ⊆ I, we have that I ̸= ∅. We check that u2 + 2(h − l)π ≤ v+1 + 2π. First we show

that h − l ∈ {0, 1}. Since h,−l ≥ 0, we have that h − l ≥ 0. Moreover, if l = 0 then

h− l = h ≤ 1, and if l = −1 then h = 0, otherwise Proj(U−, V ) ̸= 0, see Figure 6.6, giving

a contradiction.

Now, if h − l = 0, then u2 + 2(h − l)π = u2 ≤ v+1 + 2π. If h − l = 1, we have the

following possibilities: h = 0 and l = −1, or h = 1 and l = 0. We prove that in both cases

u2 ≤ v+1 . If h = 0 and l = −1, we also have k = 1, and, since (V + 2lπ) ∩L U− ̸= ∅,

this implies that v2 = v2 + 2(k + l)π ≥ u1. If h = 1 and l = 0, we have that v2 + 2kπ ≥
u1. Since Proj(U−, V ) = 0, i.e. V /∈ P ((U−)′) where (U−)′ = (u−−

2 , u1 + 2(1 − h)π],

we have that v1 ̸≤ u−−
2 , see Definition 6.4.3. Thus, v1 ≥ u−2 , i.e. u2 ≤ v+1 and then

u2 + 2(h− l)π = u2 + 2π ≤ v+1 + 2π. We obtain that I ∈ W and M I is projective if and

only if u2 + 2(h− l)π = v+1 + 2π.

Now we prove statement (3). Since (V + 2lπ) ∩L U− ̸= ∅, we have that v2 + 2(k + l)π ≤
u−2 + 2hπ ≤ u2 + 2hπ ≤ u+1 + 2π, we have that v2 + 2(k + l)π ≤ u+1 + 2π. Thus, either

J = ∅, i.e. v2 + 2(k + l)π = u1, or J ̸= ∅ and then J ∈ W.

We prove statement (4). Assume that V = (v1, v2+2kπ] = Σ−1(U−) = (u−2 , u1+2(1−h)π].
Then k = 1 − h = −l, u−2 = v1, i.e. u2 = v+1 , and v2 = u1. Therefore, u2 + 2(h −
l)π = v+1 + 2π and v2 + 2(k + l)π = u1. By statements (2) and (3) we have that M I

is projective and J = ∅. Now assume that the converse holds, i.e. u1 = v2 + 2(k + l)π

and u2 + 2(h − l)π = v+1 + 2π. Then v1 = u−2 , v2 = u1, k + l = 0, and h − l = 1.

As a consequence, v2 + 2kπ = v2 + 2(1 − h)π = u1 + 2(1 − h)π. We can conclude that

V = Σ−1(U−).

Finally, we prove statement (5). We check that U , V , I and J satisfy the conditions

of Lemma 6.4.8. By Figure 6.8 it is straightforward to see that (I + 2lπ) ∩L U ̸= ∅
and (V + 2lπ) ∩L (I + 2lπ) ̸= ∅, i.e. V ∩L I ̸= ∅, and, if J ̸= ∅, J ∩L U ̸= ∅ and

(V +2lπ)∩L J ̸= ∅. Moreover, it is straightforward to check that the endpoints of U , V , I

and J satisfy the remaining conditions of Lemma 6.4.8. Thus, there exist monomorphisms

MU →M I and MJ →MV , and epimorphisms MU →MJ and M I →MV .

Lemma 6.6.3. Keeping Setup 6.6.1, the following statements hold.

1. If J ̸= ∅, then dimMU (x)+dimMV (x) = dimM I(x)+dimMJ(x) for each x ∈ S1.

2. If J = ∅, then dimMU (x) + dimMV (x) = dimM I(x) for each x ∈ S1.
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Proof. We prove statement (1). Let x ∈ S1. Since MU and MV are not projective, we

have that dimMU (x),dimMV (x) ∈ {0, 1}. We divide the argument into a case analysis.

Case 1. dimMU (x) = 0 = dimMV (x).

By Definition 6.1.4, we have that γ−1(x) ∩ U = ∅ = γ−1(x) ∩ V . Therefore, by Lemma

6.6.2, γ−1(x) ∩ I = γ−1(x) ∩ ((U − 2lπ) ∪ V ) = ((γ−1(x) ∩ U)− 2lπ)) ∪ (γ−1(x) ∩ V ) = ∅
and γ−1(x) ∩ J = γ−1(x) ∩ U ∩ (V + 2lπ) = ∅. Thus, dimM I(x) = 0 = dimMJ(x).

Case 2. dimMU (x) = 1 and dimMV (x) = 0.

We have that γ−1(x) ∩ U = {s} for some s ∈ R, and γ−1(x) ∩ V = ∅. Therefore,

γ−1(x) ∩ I = ((γ−1(x) ∩ U) − 2lπ)) ∪ (γ−1(x) ∩ U) = {s − 2lπ} and γ−1(x) ∩ J = U ∩
((γ−1(x) ∩ V ) + 2lπ) = ∅. We obtain that dimM I(x) = 1 and dimMJ(x) = 0.

Case 3. dimMU (x) = 0 and dimMV (x) = 1.

The proof is similar to Case 2.

Case 4. dimMU (x) = 1 = dimMV (x).

In this case, γ−1(x)∩U = {s} and γ−1(x)∩V = {t} for some s, t ∈ R. Thus, γ−1(x)∩ I =

((γ−1(x)∩U)−2lπ))∪(γ−1(x)∩V ) = {s−2lπ, t} and γ−1(x)∩J = (γ−1(x)∩U)∩((γ−1(x)∩
V ) + 2lπ) = {s} ∩ {t+ 2lπ}. If s = t+ 2lπ, then γ−1(x) ∩ I = {t} and γ−1(x) ∩ J = {s},
i.e. dimM I(x) = 1 = dimMJ(x). Moreover, if s ̸= t + 2lπ, then dimM I(x) = 2 and

dimMJ(x) = 0. This concludes the argument of statement (1).

Now we prove statement (2). We check that the claim holds when dimMU (x) = 1 =

dimMV (x), the other cases are analogous to the above. Let s, t ∈ R be such that γ−1(x)∩
U = {s} and γ−1(x)∩V = {t}. If s = t+2lπ, then s ∈ (γ−1(x)∩U)∩ (γ−1∩ (V +2lπ)) =

γ−1∩(U∩(V +2lπ)) = γ−1(x)∩J . As a consequence, J ̸= ∅, and this gives a contradiction.

Thus, s ̸= t+ 2lπ, and we obtain that dimM I(x) = 2 similarly to the above.

Now we can prove that certain sequences of objects and morphisms in rep(Zm, κZm) are

short exact sequences.

Proposition 6.6.4. Keeping Setup 6.6.1, the following statements hold.

1. If J ̸= ∅, the sequence 0 −→MU

(
f1
f2

)
−→ M I⊕MJ

( g1 g2 )−→ MV −→ 0 with f1, f2, g1, g2 ̸=
0 such that g1f1 + g2f2 = 0, is short exact.

2. If J = ∅, the sequence 0 −→ MU
f1−→ M I

g1−→ MV −→ 0 with f1, g1 ̸= 0 such that

g1f1 = 0, is short exact.

Proof. We prove statement (1), statement (2) is analogous. It is enough to show that

0 MU (x) M I(x)⊕MJ(x) MV (x) 0

(
f1(x)
f2(x)

)
( g1(x) g2(x) )

(E)
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is a short exact sequence of vector spaces for each x ∈ S1. Let x ∈ S1, since MU and

MV are not projective, MU (x) and MV (x) are either equal to 0 or isomorphic to K. We

assume that MU (x) ∼= K and MV (x) ∼= K, for the remaining cases the proof is analogous.

By Lemma 6.6.3, we have that either M I(x) ∼= K and MJ(x) ∼= K, or M I(x) ∼= K2 and

MJ(x) = 0, we proceed with a case analysis.

Case 1. M I(x) ∼= K and MJ(x) ∼= K.

By Lemma 6.4.8 , f1, f2, g1 and g2 are either monomorphisms or epimorphisms. Thus,

f1(x), f2(x), g1(x), and g2(x) are either injective or surjective linear maps, in particular

they are non-zero. Then, (E) is isomorphic to the short exact sequence

0 −→ K
( 11 )−→ K⊕K (−1 1 )−→ K −→ 0

and is therefore is a short exact sequence.

Case 2. M I(x) ∼= K2 and MJ(x) = 0.

We denote f1(x) = ( λ1 λ2 )
T and g1(x) = ( µ1 µ2 ) for some λ1, λ2, µ1, µ2 ∈ K. We recall

that, since M I(x) ∼= K2, M I is projective and M I(ωx) : M I(x) → M I(x) is of the form

M I(x) = ( 0 0
1 0 ), see Definition 6.1.4. Since M I(ωx)f1(x) = f1(x)MU (ωx) = 0, we obtain

that f1(x) = ( 0 λ2 )
T . Moreover, since f1(x) ̸= 0 as in Case 1, we have that λ2 ̸= 0.

Similarly, we obtain that g1(x) = ( µ1 0 ) with µ1 ̸= 0. Thus, (E) is isomorphic to the short

exact sequence

0 −→ K
( 01 )−→ K⊕K ( 1 0 )−→ K −→ 0.

We obtain that for each x ∈ S1 (E) is a short exact sequence.

The following remark will be useful in Section 6.9 for computing the shift functor of the

stable category of rep(Zm, κZm).

Remark 6.6.5. Let U = (u1, u2 + 2hπ] ∈ W be such that MU is not injective. Since

U ̸= (u1, u
+
1 + 2π], we have that ΣU ∈ W, see Observation 6.3.6. By Proposition 6.6.4

there is a short exact sequence 0 −→MU −→ Iu−2
−→MΣU −→ 0. Thus, ΣMU

∼=MΣU ,

see Section 2.3.2.

6.7 Simple objects and uniseriality

With the following proposition we describe the simple objects of rep(Zm, κZm). For each

z ∈ Zm we denote Sz =M (z,z+].

Proposition 6.7.1. The simple objects of rep(Zm, κZm) are exactly those isomorphic to

Sz for some z ∈ Zm.

Proof. Let z ∈ Zm, we show that Sz = M (z,z+] is simple. Let V = (v1, v2 + 2kπ] ∈ W
be such that there exists a monomorphism MV → Sz. By Lemma 6.4.8 we have that

((z, z+] + 2lπ)∩L V ̸= ∅ and z+ = v2 +2(k+ l)π for a unique l ∈ {0,−1}. Since (z, z+] ⊆
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(0, 2π), then l = 0 and as a consequence k = 0 and v2 = z+. Since (z, z+] ∩L V ̸= ∅, we

obtain that V = (z, z+]. This proves that Sz is simple.

Now let U = (u1, u2 + 2hπ] ∈ W and assume that MU is simple. Note that, by Lemma

6.4.8, there exists a monomorphism Su1 →MU . Thus, Su1
∼=MU , i.e. U = (u1, u

+
1 ]. This

concludes the argument.

Now consider U = (u1, u2 + 2hπ] ∈ W. We prove that MU admits the following, possibly

infinite, series of inclusions

0 ⊆M (u−2 ,u2]
⊆M (u−−

2 ,u2]
⊆ · · · ⊆M (z−,u2+2hπ] ⊆M (z,u2+2hπ] ⊆M (z+,u2+2hπ] ⊆ · · ·

⊆M (u+1 ,u2+2hπ] ⊆M (u1,u2+2hπ] =MU

where z ∈ Zm∪(Zm+2hπ) is such that u1 ≤ z ≤ u−2 +2hπ. We prove this is a composition

series of MU , i.e. for each z the cokernel of the inclusion M (z+,u2+2hπ] ⊆ M (z,u2+2hπ] is

a simple object. Moreover, we show that composition series of indecomposable objects of

rep(Zm, κZm) are unique up to isomorphism, i.e. rep(Zm, κZm) is uniserial.

Theorem 6.7.2. For each M ∈ ind rep(Zm, κZm) there exists a unique monomorphism

f : L→M , up to isomorphism, such that Coker f is simple.

Proof. Assume that M is simple, then 0→M is the only monomorphism whose cokernel

is simple. Now, assume that M is not simple, and let U = (u1, u2 + 2hπ] ∈ W be such

that M ∼= MU . Let V = (u+1 , u2 + 2hπ], note that V ∈ W and, by Lemma 6.4.8, there

exists a monomorphism f : MV → MU . Moreover, by Proposition 6.6.4 , 0 −→ MV
f−→

MU −→ Su1 −→ 0 is a short exact sequence, i.e. Coker f is simple.

Now we prove the uniqueness. Assume that there exists V = (v1, v2 + 2kπ] ∈ W and a

monomorphism f : MV →MU such that Coker f is simple. Assume that h = 0, the other

case is similar. By Lemma 6.4.8, k = 0 and v2 = u2. Moreover, by Proposition 6.6.4, it

is straightforward to check that Coker f ∼= M (u1,v1]. Thus, v1 = u+1 and V = (v1, v2] =

(u+1 , u2]. This concludes the proof.

6.8 Irreducible morphisms and almost split sequences

In this section we describe the irreducible morphisms and the almost split sequences in

rep(Zm, κZm). Given U ∈ W, we refer to Definition 6.3.5 for the notation U1, U2, and U
−.

Proposition 6.8.1. Let U ∈ W. If MU is not projective, let f1 : MU → MU1 be a non-

zero morphism, and if MU is not simple, let f2 : MU → MU2 be a non-zero morphism.

The following statements hold.

1. Let V ∈ W \ {U} and f : MU →MV . Then f factors through f1 or f2.

2. If MU is not simple, then f2 is irreducible.

3. If MU is not projective, then f1 is irreducible.
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4. Let V ∈ W be such that that there exists an irreducible morphism MU →MV . Then

MV
∼=MU1 or MV

∼=MU2.

Proof. We prove statement (1). Assume that MU is not projective and not simple, for

the other cases the proof is analogous. By Observation 6.3.6, U1, U2 ∈ W and it is

straightforward to check that U1 ∩L U ̸= ∅ and U2 ∩L U ̸= ∅. Let V = (v1, v2+2kπ] ∈ W
and consider a morphism g : MU →MV . If g = 0 then clearly f factors through f1 and f2,

thus we assume that g ̸= 0. If v1 = u1, then V ∩LU ̸= ∅, V ∩LU2 ̸= ∅ and, by Proposition

6.4.6, h factors through f2. If v1 ̸= u1, then we have the following possibilities: either

V ∩LU ̸= ∅, and then V ∩LU1 ̸= ∅, or (V −2π)∩LU ̸= ∅, and then (V −2π)∩LU1 ̸= ∅.

In both cases we have that g factors through f1. Therefore, we conclude that g factors

through f1 or f2.

Now we prove statement (2), the proof of statement (3) is analogous. Since MU is not

simple we have that U2 ∈ W. Assume that f2 : MU → MU2 factors as f2 = βα for some

α : MU → M and β : M → MU2 where M ∈ rep(Zm, κZm). We show that α is a split

monomorphism or β is a split epimorphism. Since HomS1(MU ,MU2)
∼= K, without loss

of generality we can assume that M is indecomposable, i.e. M ∼= MV for some V ∈ W.

Since βα = f2 and U2 ∩L U ̸= ∅, we have that V ∩L U ̸= ∅ and U2 ∩L V ̸= ∅. Indeed,

in all the other cases, by Proposition 6.4.7 we have that βα = 0, giving a contradiction.

Thus, V = U or V = U2, i.e. α is a split monomorphism or β is a split epimorphism. We

conclude that f2 is irreducible.

We prove statement (4). Consider an irreducible morphism f : MU →MV , by statement

(1) f factors through f1 or f2. Assume that f factors through f1, the other case is

analogous. Thus, there exists g : MU1 →MV such that f = gf1. Since f is irreducible and

f1 is not a split monomorphism, g is a split epimorphism and therefore MU1
∼=MV .

We want to prove the following proposition. We refer to Definition 2.2.10 for the definition

of almost split sequences.

Proposition 6.8.2. Let U ∈ W be such that MU is not projective. The following state-

ments hold.

1. Assume thatMU is not simple. Then 0 −→MU

(
f1
f2

)
−→ MU1⊕MU2

( g1 g2 )−→ MU− −→ 0,

where f1, f2, g1, g2 ̸= 0 are such that g1f1 + g2f2 = 0, is an almost split sequence.

2. Assume that MU is simple. Then 0 −→ MU
f1−→ MU1

g1−→ MU− −→ 0, where

f1, g1 ̸= 0, is an almost split sequence.

Thus, we have that τMU− ∼=MU .

Proof. We prove statement (1), statement (2) is analogous. By Lemma 6.6.4, the sequence

in the statement is short exact. Since MU and MU− are indecomposable, it remains to

check that
(
f1
f2

)
is left almost split. Consider a morphism α : MU → M with M ∈

rep(Zm, κZm), and assume that α is not a split monomorphism, we show that h factors
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through
(
f1
f2

)
. Without loss of generality we can assume that M is indecomposable. By

Proposition 6.8.1, α factors through f1 or f2. Assume that α = α1f1 for some α1 : MU1 →
M , the other case is analogous. Consider the morphism ( α1 0 ) : MU1 ⊕MU2 → M , we

obtain that ( α1 0 )
(
f1
f2

)
= α. Thus, we obtain that

(
f1
f2

)
is left almost split.

6.9 The category C−1,m

We define the category C−1,m as the stable category of rep(Zm, κZm). The objects of C−1,m

are exactly those of rep(Zm, κZm), and HomC−1,m(M,N) = HomS1(M,N)/Proj(M,N)

for each M,N ∈ rep(Zm, κZm). We refer to Section 2.3.2 for some background on stable

Frobenius categories. Here we list some important properties of C−1,m.

� Since rep(Zm, κZm) is Hom-finite, K-linear, and Krull–Schmidt, then so is C−1,m, see

Lemma 2.3.10. The indecomposable objects of C−1,m are exactly, up to isomorphism,

the non-projective indecomposable objects of rep(Zm, κZm), i.e. the objects of the

form MU with U = (u1, u2 + 2hπ] ∈ W such that u+1 ≤ u2 + 2hπ ≤ u1 + 2π.

Moreover, the Hom-spaces of C−1,m are at most one-dimensional because the Hom-

spaces of rep(Zm, κZm) between non-projective objects are.

� Since rep(Zm, κZm) is Frobenius, the category C−1,m is triangulated. Given an inde-

composable non-projective object MU ∈ rep(Zm, κZm), the shift functor Σ acts as

ΣMU =MΣU , see Remark 6.6.5. The triangles of C−1,m are obtained by stabilising

the short exact sequences of rep(Zm, κZm), see Proposition 2.3.8.

� The category C−1,m has almost split triangles, which are obtained by stabilising the

almost split sequences of rep(Zm, κZm), see Corollary 2.3.14. Therefore, C−1,m has

a Serre functor, see Proposition 2.3.6.

For the rest of this section, we denote the objects of C−1,m by lower case letters.

6.9.1 The geometric model

We describe the geometric model of C−1,m in terms of the ∞-gon Zm. We refer to Section

3.1 for the difference between elements of Zm. The following is a negative version of the

definition of w-admissible arc, defined in [27, Definition 2.3] for w ≥ 2.

Definition 6.9.1. Let a1, a2 ∈ Zm. We say that (a1, a2) is a (−1)-admissible arc if

a1 ≥ a2 + 1 and a1 − a2 ≡ 1 mod 2.

Now we prove that the (−1)-admissible arcs are in bijection with the intervals U ∈ W
such that MU is not projective.
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Proposition 6.9.2. The following is a bijection.

φ :

{
U = (u1, u2 + 2hπ] ∈ W such that

u+1 ≤ u2 + 2hπ ≤ u1 + 2π

}
−→ { (−1)-admissible arcs of Zm }

(u1, u2 + 2hπ] 7−→

(2u2 − 1, 2u1) if h = 0,

(2u1, 2u2 − 1) if h = 1.

Proof. It is straightforward to check that φ is well defined and injective. We show that φ is

surjective. Let (x1, x2) be a (−1)-admissible arc and let U =
(
x1
2 ,

x2+1
2 + 2π

]
if x1 is even,

and U =
(
x2
2 ,

x1+1
2

]
if x1 is odd. Then U belongs to the domain of φ and φ(U) = (x1, x2).

This proves that φ is a bijection.

Note that, given a = (a1, a2) ∈ ind C−1,m, by Proposition 6.9.2 we have that Σa = (a1 −
1, a2 − 1) and Σ−1a = (a1 + 1, a2 + 1).

For each p, q ∈ [m] and i ∈ {0, 1} we define the set of (−1)-admissible arcs

Z(p,q,i) =
{
a = (a1, a2) ∈ ind C−1,m | a ∈ Z(p,q) and a1 ≡ i mod 2

}
.

We can arrange the isoclasses of indecomposable objects of C−1,m into a coordinate system

having

� 2m components of type ZA∞, each corresponding to the sets of arcs Z(p,p,i) for

p ∈ [m] and i ∈ {0, 1},

� 2
(
m
2

)
components of type ZA∞

∞, each corresponding to the sets of arcs Z(p,q,i) for

p > q and i ∈ {0, 1}.

Figure 6.9 provides an illustration of the coordinate system, with Proposition 6.9.4 we will

prove that this yields the AR quiver of C−1,m.

Z(1,1,1)Z(2,2,1)

Z(2,1,1)

Z(1,1,0)

Z(2,1,0)

Z(2,2,0)

Figure 6.9: The coordinate system of C−1,2.

6.9.2 Factorization properties

Now we discuss the factorization properties of the morphisms of C−1,m. We start by

discussing the Hom-hammocks and the Hom-spaces in C−1,m.

By Proposition 6.9.2, for an object a = (a1, a2) ∈ ind C−1,m we can re-write the Hom-
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hammocks of Definition 6.4.3 as

H+(a) = {(x1, x2) ∈ ind C−1,m | a2 + 1 ≤ x1 ≤ a1 and x2 ≤ a2}, and

H−(a) = {(x1, x2) ∈ ind C−1,m | x1 ≥ a1 and a2 ≤ x2 ≤ a1 − 1}

Given b = (b1, b2) ∈ ind C−1,m, it is straightforward to check that b ∈ H+(a) if and only

if a ∈ H−(b). Figure 6.10 provides an illustration of the Hom-hammocks. Moreover, by

Proposition 6.4.1 we have that

HomC−1,m(a, b)
∼=

K if b ∈ H+(a) ∪H−(Σ−1a),

0 otherwise.

a Σ−1a

H+(a)

H−(Σ−1a)

Figure 6.10: The Hom-hammocks H+(a) and H−(Σ−1a) for a ∈ ind C−1,2.

Now we prove the factorization properties of the morphisms in C−1,m. These are obtained

from the factorization properties in rep(Zm, κZm), see Proposition 6.4.6.

Proposition 6.9.3. Let a, b, c ∈ ind C−1,m, f : a → b, and g : b → c be non-zero mor-

phisms. Assume that one of the following conditions hold.

1. b ∈ H+(a) and c ∈ H+(a) ∩H+(b).

2. b ∈ H+(a) and c ∈ H−(Σ−1a) ∩H−(Σ−1b).

3. b ∈ H−(Σ−1a) and c ∈ H−(Σ−1a) ∩H+(b).

Then gf ̸= 0.

Proof. Let U = (u1, u2 + 2hπ], V = (v1, v2 + 2kπ],W = (w1, w2 + 2lπ] ∈ W be intervals

such that φ(U) = a, φ(V ) = b, and φ(W ) = c. Assume that (1) holds, i.e. V ∈ H+(U)

and W ∈ H+(U) ∩ H+(V ), then V ∩L U ̸= ∅, W ∩L V ̸= ∅, and W ∩L U ̸= ∅, see

Observation 6.4.5. Thus, by Proposition 6.4.6, gf ̸= 0.

Now assume that (2) holds, i.e. V ∈ H+(U) and W ∈ H−(Σ−1U) ∩ H−(Σ−1V ). By

Observation 6.4.5, if h = 0 then k = h = 0, l = 1−k = 1, V ∩LU ̸= ∅, (W−2π)∩LV ̸= ∅,
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and (W−2π)∩LU ̸= ∅. Thus, gf ̸= 0. If h = 1, then k = h = 1, l = 1−k = 0, V ∩LU ̸= ∅,

W ∩L V ̸= ∅, and W ∩L U ̸= ∅. As a consequence, gf ̸= 0.

Finally, assume that (3) holds. If h = 0, then k = 1−h = 1, l = k = 1, (V −2π)∩LU ̸= ∅,

W ∩LV ̸= ∅, and (W−2π)∩LU ̸= ∅. If h = 1, then k = 1−h = 0, l = k = 0, V ∩LU ̸= ∅,

W ∩L V ̸= ∅, and W ∩L U ̸= ∅. In both cases we have that gf ̸= 0.

6.9.3 Irreducible morphisms and almost split sequences

We describe the irreducible morphisms and the almost split sequences in C−1,m. The

following result follows directly from Proposition 2.3.13 and Proposition 6.8.1.

Proposition 6.9.4. Let a = (a1, a2), b = (b1, b2) ∈ ind C−1,m. If b = (a1, a2 − 2) or

b = (a1 − 2, a2), then any non-zero morphism a → b of C−1,m is irreducible. Moreover,

there are no other irreducible morphisms in C−1,m between indecomposable objects.

The following result follows directly from 2.3.14 and Proposition 6.8.2.

Proposition 6.9.5. Let a = (a1, a2) ∈ ind C−1,m. The following statements hold.

1. If a1 = a2+1, then (a1+2, a2+2) −→ (a1, a2+2) −→ (a1, a2) −→ Σ(a1+2, a2+2)

is an almost split triangle.

2. If a1 ̸= a2 + 1, then (a1 + 2, a2 + 2) −→ (a1, a2 + 2) ⊕ (a1 + 2, a2) −→ (a1, a2) −→
Σ(a1 + 2, a2 + 2) is an almost split triangle.

Thus, we have that τa = (a1 + 2, a2 + 2).

6.9.4 The Calabi–Yau property

By Proposition 6.9.5, C−1,m has almost split triangles, and as a consequence it has a Serre

functor, by Proposition 2.3.6. In Proposition 6.9.7 we prove that Σ−1 is a Serre functor,

i.e. C−1,m is (−1)-CY. We refer to Section 2.1 for some background about Serre functors.

We start with the following lemma.

Lemma 6.9.6. Let a, b ∈ ind C−1,m and f : a → b be non-zero. Then there exists g : b →
Σ−1a such that gf ̸= 0.

Proof. Since f ̸= 0, b ∈ H+(a) ∪H−(Σ−1a). If b ∈ H+(a) then a ∈ H−(b), i.e. Σ−1a ∈
H−(Σ−1b), and if b ∈ H−(Σ−1a) then Σ−1a ∈ H+(b). Thus, there exists a non-zero

morphism g : b → Σ−1a. We have the following possibilities: b ∈ H+(a) and Σ−1a ∈
H−(Σ−1a)∩H−(Σ−1b), or b ∈ H−(Σ−1a) and Σ−1a ∈ H−(Σ−1a)∩H+(b). In both cases,

by Proposition 6.9.3, we obtain that gf ̸= 0.

By Theorem 2.1.5, in order to prove that Σ−1 is a Serre functor, it is enough to check the

existence of certain non-degenerate pairings. Thus, the following result implies that C−1,m

is (−1)-CY. We can use the same argument of Proposition 5.3.3.
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Proposition 6.9.7. Let a, b ∈ C−1,m. The following is a non-degenerate pairing.

Φa,b : HomC−1,m(a, b)×HomC−1,m(b,Σ
−1a) −→ K

(f, g) 7−→ Tr(gf)

The category C−1,m and the Holm-Jørgensen category T−1 are both K-linear, Hom-finite,

Krull–Schmidt, algebraic triangulated, and (−1)-CY. We observe that C−1,1 and T−1 have

the same geometric model, and therefore they are equivalent as additive categories. We

refer for instance to [14, Section 2, Section 5] for the description of the properties and

combinatorial model of T−1. We expect that C−1,1 and T−1 are triangle equivalent.

Conjecture 6.9.8. The categories C−1,1 and T−1 are triangle equivalent.

The idea of the proof is as follows. First we need to prove that the object a = (a1, a1−2) ∈
ind C−1,1 is (−1)-spherical, see for instance [14, Section 2, p. 5] for the definition of

spherical object. Then we should check that C−1,1 is generated by a, i.e. C−1,1 concides

with its smallest thick subcategory containing a. By [35, Theorem 2.1], the category T−1

is the unique, up to triangle equivalence, algebraic triangulated category generated by a

(−1)-spherical object, and therefore C−1,1 and T−1 are triangle equivalent.
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