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Abstract

This thesis introduces a new method for the construction of D-optimal designs with a nesting

restriction on the choice of design points. It is motivated by an industrial problem in sensor

placement for flood monitoring, although the applications to experiment design are not

restricted to this field. The nesting structure has two levels. Design points occupy the

lower level, and each design point is required to be associated with precisely one member

of the higher level. An adaptation of an existing pairwise swap algorithm, sometimes called

the Fedorov algorithm, is made to suit this nesting requirement for static linear models.

The adaptation features swap operations at the higher level of the nesting structure as well

as at the lower level. The performance of this method is demonstrated using simulated

and application datasets. Further adaptations are then made to allow for Poisson models,

employing a Gaussian quadrature method to effect a Bayesian design. Changes in design

points over time are also made possible using applications of the algorithm for the linear

model case. The primary motivation across all of the new methodology and its applications

is the use of remote sensors in the natural environment as part of the Internet of Things.
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Chapter 1

Introduction

1.1 Motivation

With an increasing number of Internet of Things devices being deployed in the natural

environment to monitor conditions over time, problems concerning sensor placement are re-

ceiving ever-greater attention, see for example the Wireless Sensor Networks section detailed

by Ray (2018). Accurate inference is important, but cost and other practical considerations

must also be taken into account, by attempting to limit the resources used in sensor de-

ployment (for example, limiting the number of sensors used). The problem considered in

this thesis is that of determining the optimal sensor placement experiment under certain

geographical constraints. Sensors are to be placed in a real-world environment in order

to measure a single variable of interest. It is assumed that a number of static, location-

dependent attributes are known for any potential sensor location. These attributes are to

be used as predictors in a statistical model, with the final aim of estimating the model

parameters in order to describe the relationship between the location attributes and the

sensor-measured response variable. Thus the emphasis is primarily on parameter estima-

tion, although prediction also has practical importance.

In the motivating example, the sensors detect water levels and are installed in gully pots

at the sides of roads. A smaller number of localised data-collecting devices, referred to

hereafter as collectors, are also installed, affixed to lampposts in the vicinity. Each deployed

collector will in general have multiple sensors associated to it. This is illustrated hypotheti-
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Figure 1.1: Sensor placement application example

cally in Figure 1.1. It is assumed that the sensors are identical in terms of reliability, and are

therefore entirely exchangeable with one another; variation in sensor behaviour/reliability

is not an area of investigation for this thesis. The sensors transmit their data readings at

high frequency to the collector within range. The collectors retain and consolidate the data

they have received from these in-range sensors, and then send these on in regular packets

to an internet server. One benefit of such a system is the need for only a low number of

devices that are capable of long-range transmission or internet access. In fact, transmission

over long distances by the sensors themselves is often difficult or impossible due to their

physical positioning, potentially below ground level. However, the arrangement does mean

that each sensor is reliant upon the presence of a sufficiently close collector. It is usually

desirable in such a situation to position clusters of sensors around collectors in such a way

that each sensor has no more than one associated collector. This is not only because of

limitations on sensor/collector resources that would make a double parentage wasteful; but

also because of the nature of many natural or urban environments in which sensors are

deployed. In such environments, the location attributes used to design the experiment often

require sufficiently great separations in order to vary sufficiently. A greater spread of sensor

locations, made possible by a greater spread of collectors will tend, in general, to result in

higher variation in location attributes and correspondingly a better experimental design; it

will also mean that there are few, if any, multiple collector parentages for sensors.
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Thus the sensor placement problem is complicated by the imposition of a geographical two-

level nested structure upon the sensor placement. The sensors are at the lower level, and

a smaller number of collectors at the higher level. Analogous situations may be found in

Wireless Sensor Network problems, as in the relay nodes of Bakhsh (2017), although with

an energy-efficiency motivation as opposed to an optimal design one.

While optimal experiment design is a rich area with many results applicable to sensor place-

ment problems, there is currently a lack of methods applicable to these hierarchical con-

straints. The closest example may be that of Goos and Jones (2019), in which performance

of different machines is investigated. Allowance is made for a categorical branching factor

and, dependent upon this, a categorical (or quantitative) nested factor. There is therefore

a nesting structure here, where the branching factor could be considered analogous to the

collectors in our application. However, in our application we assume that the potential

collector sites are chosen based on practical considerations. Hence we do not consider the

collector to which a sensor site is associated to have any direct bearing on the distribution

of responses at that site and hence the nested models considered in Goos and Jones (2019)

are not applicable. In practice, there may be some spatial correlation, as considered in

Fedorov (1996). However, the practical desire to choose multiple sensors per collector would

complicate this approach considerably. In addition to this, in the motivating scenario there

is no guarantee that spatial separation is as important to the model as the other attributes

used such as road type; often, very geographically close locations can have quite different

attribute values and behaviours. Taking all of these issues into consideration; our objective

is to achieve useful inference on the model parameters, and without necessarily having access

to any response data before deploying the sensors. It is therefore appropriate to consider

the sensor placement problem as an optimal experiment design problem, and build upon

existing methods in this area to suit the needs of the nesting structure and practical sensor

placement problem.
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Chapter 2

Literature Review

2.1 Optimal experiment design

In the design of experiments, the aim is to investigate the effect of experimental treatments

upon a response variable by applying the treatments to experimental units. The treatments

are quantities of interest, and the units are the individual items to which the treatments are

applied, allocated or assigned. A factor is a treatment that can be controlled as an inde-

pendent variable in order to observe the effect upon the value of the response for each unit.

In doing so, one chooses different values or levels for each factor involved. A combination

of two or more factors at specified levels constitutes a treatment combination (Hicks and

Turner (1999) p4), and the vector of factor levels for such a combination becomes a design

point. The treatment combinations to be applied to each unit must be decided before an ex-

periment can be conducted; that is, the set of design points must be chosen. These decisions

can be made using the motivation of optimality (Morris, 2011). Optimal experiment design

aims to engineer the choice of design points before collection of the data, according to some

predetermined criterion. This criterion depends upon the requirements of the experiment,

but often relates in some way to the information matrix (St John and Draper, 1975). There

are many optimality criteria, including the D, A, G and E criteria (Nishii, 1993). The

commonly-used D-optimality criterion maximises the value of the determinant of the infor-

mation matrix; its interpretation as minimising the generalised variance of the parameter

estimates (Nguyen and Miller, 1991) makes it a sensible choice as a criterion in investigating
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potential methods for our inference problem. This optimisation can be performed before

the acquisition of any data as it relies only upon the design. Further constraints may also

be imposed in addition to maximizing or minimizing a criterion value; for example, Lee

(1988) minimize a convex function of the information matrix, with additional constraints

that other convex functions of the information matrix are less than or equal to zero.

2.2 The Fedorov exchange algorithm for exact designs

Exchange algorithms make sequential changes to a starting design by exchanging currently

selected design points with currently unselected ones. The starting design usually contains

as many points as are intended for the final design. A certain algorithm which we shall

from hereon refer to as the standard Fedorov algorithm, or simply the Fedorov algorithm,

is such an exchange algorithm and is one of several designed to achieve good exact designs

with respect to D-optimality (Fedorov, 1972). It improves some initial randomly generated

design, if possible, by the performance of successive one-for-one swaps of design points.

Each swap is made so as to result in the maximal possible increase in the information

matrix determinant given the current proposed design. The process is, briefly:

1. Start from an initial random design.

2. Compute, in turn, the change in determinant which would result from making a single

swap of each design point in the design with each available non-design point.

3. Of these possible single swaps, choose the one corresponding to the greatest increase

in determinant (if any does result in an increase)- perform the swap.

4. Repeat steps 2-3 until no increase is possible.

Note that another popular algorithm bearing Fedorov’s name and proposed in the same

work gives continuous designs, whereas the exchange algorithm described here gives an

exact design. Reference to the Fedorov algorithm here will mean the Fedorov exchange

algorithm.
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2.2.1 Other exchange algorithms

A number of alternative or potentially superior exchange algorithms have been proposed

since Fedorov (1972). Mitchell (1974) allows excursions in the design; that is, changes in

the number of design points that can be exchanged at a time up to a varying limit; the limit

is permitted to increase up to a threshold as it becomes increasingly difficult to improve the

design close to the optimal design, until exploration is halted when this threshold is reached.

Johnson and Nachtsheim (1983) provides an exchange algorithm based on selecting a set

(of pre-specified cardinality) of points that results in the lowest variance of predictions.

More recently, Labadi (2015) proposes refinements of the Fedorov exchange algorithm with

exchange of two points at a time, and Harman and Filová (2020) proposes a ‘randomised

exchange algorithm’ for D-optimality of approximate designs, based upon trying exchanges

of weights (with the design expressed in terms of weights on each design point) within

repeatedly selected batches of design points. Most of these algorithms are similar in nature

to Fedorov but slightly alter the way in which the swap is decided upon, or the number of

swaps performed at a time. These may include extra user-set parameters affecting run-time

but not the final solution. Thus we acknowledge that such modifications to Fedorov could

be employed, but we do not include them in our adaption of the algorithm.

2.3 Contributions

The broad scenario of a nested structure for sensor placement has been examined before

using relay nodes (analogous to the collectors) in Wireless Sensor Networks; for example the

placement of the relay nodes with fixed sensor locations, minimising the number of nodes and

a cost function (Li et al., 2017), and clustering the relay nodes for energy efficiency (Chugh

and Panda, 2018). However, there is an absence of sensor placement methodology relating

to statistically-motivated parameter estimate optimization subject to a nested structure.

Conversely, in the statistical literature, as mentioned above, optimal designs may currently

be sought according to appropriate criteria on the information matrix and further constraints

on the design space may be imposed, but thus far such constraints have not to the authors’

knowledge included a nested structure.
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The contribution of this thesis is to propose an algorithmic method to address this gap

and combine the sensor placement and experiment design areas, while observing the nested

structure requirement. In Chapter 3 notation is introduced, and an exchange algorithm is

proposed for construction of exact designs with the aim of maximising D-optimality for linear

models. Simulations and application data are used in assessing algorithm performance.

Chapter 4 extends the methodology of Chapter 3 to allow for a Poisson model assumption,

whilst Chapter 5 addresses the possibility of design point reallocation over time.

7



Chapter 3

Linear Models

3.1 Problem structure

This chapter addresses the problem of constructing D-optimal designs for linear models,

subject to the nesting constraint (which was described in Section 1.1 and is formalised

shortly using set notation to describe a partition). We begin by introducing the relevant

notation. For k ∈ N we introduce a compact subset of Rk, χ, as the design space; n elements

xi, i = 1, . . . , n of χ are to be chosen for observation in an experiment, where the xi are

k-tuples. The compactness of χ is to prevent exclusion of suprema of function values (Kiefer,

1959). Note that k will be equal to the number of predictor variables being recorded and used

in the experiment. The choice of model(s) to be applied to the sensor data naturally affects

the methods used in planning the experiment. In this chapter we make the assumption

that standard linear models with least-squares estimation will be used. Suppose that the

choices of the xi are restricted to a pre-determined finite subset A of N distinct points of

χ, corresponding in practical terms to the available sites for sensor installation. It may

be assumed that the attributes corresponding to the entries of the xi are permitted to be

continuous or categorical. The composition of A is assumed to be known. Suppose further

that we have a sequence f of p continuous real-valued known functions f = (f1, f2, . . . , fp) on

χ, to give the coefficient structure of the linear model; write f(x) for (f1(x), f2(x), . . . , fp(x))

when x ∈ χ. Observations yi are to be collected once the xi have been chosen, with the

8



observations assumed to be of the form:

yi =

p∑
j=1

(fj(xi)βj) + ei (3.1)

for p unknown coefficients βj whose values are to be estimated by the experiment, and n

error terms ei which are uncorrelated, and each with Gaussian distribution; mean 0 and

variance σ2. Let ξA be a probability measure in a class of probability measures ΞA giving

a design with the following restrictions. Suppose that, for every x ∈ χ, ξA(x) = q/n, for

some q ∈ {1, 2, . . . , n}, then ξA assigns whole numbers of design points to the available

experimental observation units (sensor sites), and the design is commonly referred to as

exact. In practical terms this is of course a necessity. Suppose further that ξA uses each x

either once or not at all (so that the experiment may be conducted with fixed sensors in

certain available locations), and restrict ξA to using points in A (again, for the locations to

be real possibilities for sensor installation). The design matrix for ξA is:

X(ξA) =



f1(xA1) f2(xA1) . . . fk(xA1)

f1(xA2) f2(xA2) . . . fk(xA2)

...
. . .

...

f1(xAn) f2(xAn) . . . fk(xAn)


.

for A = {xA1 , . . . , xAn}, and the information matrix M(ξA) is, up to proportionality,

M(ξA) = (1/n)(X(ξA)
′X(ξA)),

with individual elements, up to proportionality, given by:

mj1,j2(ξA) =
1

n

∑
a∈{A1,A2,...,An}

fj1(xa)fj2(xa).

Since we assume that each potential sensor site belongs to precisely one potential collector

site, suppose that A is partitioned by a family of subsets H1, H2, . . . ,Hh0 for h0 ∈ N, so

that h0 gives the number of potential collector sites available for installation of collectors.
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Use a membership function g:

g : A → {1, 2, . . . , h0}

such that

x ∈ Hl ⇔ g(x) = l ∀x ∈ A, l ∈ {1, 2, . . . , h0},

and let ΞH be a class of designs ξH satisfying a final restriction in addition to those already

described; that ξH uses design points from at most h1 of the subsets forming the partition,

with h1 representing the number of collectors to be used. That is:

|{g(x) : ξH(x) = 1, x ∈ A}| ≤ h1;

for some h1 ∈ {1, 2, . . . , h0}. Note that in a slight abuse of the notation, h1 here is an integer

quantity of these potential collector sites to be used, and does not represent the identity of

a particular element of the partition. Assuming that ordinary least squares estimates of the

parameters are to be obtained following the data collection phase, we have

β̂ = (X(ξH)′X(ξH))−1X(ξH)′y

for the observations y = (y1, y2, . . . , yn)
′, and the variance-covariance matrix of the param-

eter estimates β̂ will be given by

σ2(X(ξH)′X(ξH))−1.

One further item of notation is helpful in describing the algorithm methodology below.

Suppose a design ξH is in the process of being altered, for instance by the addition or removal

of one of its design points. Suppose also that there are several candidate alterations. The

candidate altered designs will be denoted in subscript with lower-case indexing letters, for

example ξHi . Once the change has been made, subsequent reference to ξH can then be

assumed to imply the new design; that is, in our example the i is dropped following the

change. Additional levels of conditionality are expressed with successive letters, so that a

two-level-deep conditionality may for example be expressed by ξHij .
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3.1.1 Assumptions

The following assumptions will be made regarding the experiment:

• Responses from the experiment are of the form given in expression 3.1; that is, it

is sensible to attempt to describe them through use of a linear model, allowing for

interactions.

• We assume Gaussianity with zero covariance; in practical terms, this means that

observations from distinct locations are independent. This is a reasonable assumption

as distinct sensor sites are not expected to exhibit dependent behaviour beyond the

effects of the known location attributes.

• Observations are permitted only once at sites in A, and will be taken only for points

in A.

• The nesting structure restriction, caused by the need for local data collectors and

described by the H1, H2, . . . ,Hh0 partition, is to be observed.

We may now proceed to a description of the algorithm methodology.

3.2 Algorithm Methodology

The material in Section 1.1 provides some background to optimal experiment design and

in particular the use of the Fedorov algorithm to attempt to construct D-optimal exact

designs. If we are to assume that construction of a design with a high determinant |M(ξH)|

is desirable for the sensor placement problem, the methodology of the Fedorov algorithm

provides a starting point. We require a design in ΞA that also satisfies the nesting structure

requirement (i.e. that is also in ΞH). The Fedorov algorithm does not respect nesting

structure. Thus we propose a new algorithm which, inspired by the Fedorov algorithm,

solves the nested design problem. In designing such an algorithm, several problematic

questions particular to the nesting structure scenario must be considered. Näıvely, one

might try to optimise individual designs for each chosen collector. However, the lack of

inter-subset communication is likely to lead to replication of structure between collectors,
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and hence sub-optimal designs. Instead, it is necessary to account for the effect of any

design change on the determinant of the overall design. However, note that the presence of

nesting induces a large number of possibilities. It is not practical to consider each possibility

explicitly; indeed, the choice of collectors alone is equal to
(
h0

h1

)
.

3.2.1 Nested Fedorov algorithm

The algorithm developed adopts the general approach of attempting to make pairwise ex-

changes, but on two levels rather than the one used by the standard Fedorov algorithm.

Were the collector installation locations fixed, the standard Fedorov algorithm could be ap-

plied to the set of potential swaps that satisfy the nesting constraints. However, since the

optimal set of collector locations is unknown, the algorithm also accommodates the exchange

of collectors. The algorithm proceeds from an initial random design in ΞH to make swaps

of the potential collector sites in the nesting. Each such swap involves identifying the best

pair of candidate collector sites for the removal and addition, based upon the effect on the

determinant |M(ξH)| given the design points associated with each candidate collector site.

Once a collector swap has been made, the standard Fedorov algorithm is run with respect

to the design points (sensor locations) and only allowing swaps consistent with the currently

chosen collector sites. Allowances are made for particular cases involving fluctuations in the

numbers of design points being used, and cases of an entire chosen collector site becoming

unused. Algorithm 1 gives an overview of the algorithm. The various matrix operations

involved are made significantly more efficient using the methods described in Section 3.3.

The algorithm inputs for the Nested Fedorov algorithm are:

1. n (the prescribed number of design points (sensors)) and h1 (the prescribed number of

collectors to be used)- assume that the h0 potential collector sites are simply labelled

1, . . . , h0;

2. {(x, g(x))} ∀x ∈ A (the nesting structure);

3. Criterion for minimum determinant before a matrix is deemed singular- this is not

referred to explicitly in the algorithm description, but checks are made at the relevant

points before altering the design, in order to avoid a singular matrix M .
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input : n, h1, h0,{(x, g(x))}, and minimum determinant criterion.
1 Create a random sample C ∈ {1, 2, . . . h0}, with |C| = h1;
2 Run standard Fedorov algorithm on {x : g(x) ∈ C} with a random starting set of

min(n, |{x : g(x) ∈ C}|) design points- resultant design ξH ∈ ΞH ;
3 while an increase in |M(ξH)| is achieved do
4 if |{x : g(x) = c AND ξH(x) = 1}| > 0 ∀c ∈ C then
5 for ci ∈ {c : c ∈ C} do
6 Set the design for ξHi to {x : g(x) ∈ (C \ ci) AND ξH(x) = 1}.;
7 for pj ∈ {g(x) : g(x) /∈ C} do
8 if |{x : g(x) = pj}| ≤ (n− |{x : ξHi(x) = 1}|) then
9 Set the design for ξHij to {x : ξHi(x) = 1 OR g(x) = pj}

10 else
11 Set ξHij = ξHi ;

12 for k in 1 : (n− |{x : ξHi(x) = 1}|) do
13 for xl ∈ {x : g(x) = pj AND ξHij (x) = 0} do
14 Set the design for ξHijk

to {x : ξHij (x) = 1} ∪ xl
15 end
16 ξHij ← arg max

ξHijk

|M(ξHijk
)|.

17 end

18 end

19 end
20 ξHi ← argmax

ξHij

|M(ξHij )|.

21 end
22 ξH ← argmax

ξHi

|M(ξHi)| and then C ← {g(x) : ξH(x) = 1} ;

23 Run standard Fedorov algorithm on {x : g(x) ∈ C} with starting design ξH .

24 else
25 for pi ∈ {g(x) : g(x) /∈ C} do
26 Set the design for ξHi to {x : ξH = 1 OR g(x) = pi}.
27 end
28 C ← C ∪ pi where i = argmax

i
|M(ξHi)|. Note that ξH is not altered here;

29 Run standard Fedorov algorithm on {x : g(x) ∈ C} with starting design ξH .

30 end
31 if The current run of the while loop has not resulted in an increase in |M(ξH)|,

then
32 undo its effects, and halt the while loop at this point.
33 end

34 end
output: ξH (C may be inferred from this).

Algorithm 1: Nested Fedorov Algorithm
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Given the nature of the nesting structure of possibilities in our problem, the quality of the

end design is sensitive to the starting design (see the Type A simulation results in Section

3.5.1 for an illustration of this), and it is therefore advisable to perform multiple random

starts of the algorithm when searching for a design. In addition to this Nested Fedorov

algorithm, two further methods are employed in the testing process, purely for comparative

purposes. The first method takes a simple random sample from the set of potential collectors

sites, and then from the associated design points a random sample giving a non-singular

design; this process is repeated as many times as required. The second method, referred to

as the näıve one, chooses a set of collector sites, and thence the design points, based upon

expectation of the points averaged over a variety of weightings for the predictors- points

with higher mean expectation are favoured, with the reasoning that a näıve deployment of

sensors might give priority to geographical locations at which events of interest have been

observed to occur with highest frequency (that is, for example, at flooding hotspots).

3.3 Updating the information matrix

The material in this section describes methods for computing the effects of design point

changes upon the relevant matrix determinant and inverse. Such methods have been em-

ployed before in optimal experiment design, for example in Arnouts and Goos (2009).

3.3.1 Determinant update

Each comparison of a candidate design over a current one, during one pass of the Fedorov

algorithm, requires knowledge of the candidate design’s information determinant as well as

the existing determinant |M(ξ)|. Let xi be the candidate row to be added to the design

and xk the row to be removed (using k rather than j since j was associated with columns

in Section 3.1). Then, given that inserting the row xi in the (design) matrix X causes the

matrix M = X′X to become M + xix
′
i whilst removing the row xk from X gives the matrix

M − xkx
′
k, (treating xi and xk here as column vectors so that xix

′
i and xkx

′
k are equal to

the outer products of each respective vector with itself), the expression of interest for the

determinant resulting from the potential swap of xi and xk is |M + xix
′
i − xkx

′
k|.
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Proposition 3.3.1 For a square invertible matrix M and column vectors xi, xk;

|((M + xix
′
i)− xkx

′
k)| = (1 +∆)|M |

where

∆ = b− a− ab,

and

a = x′k

(
M−1 − M−1xix

′
iM

−1

1 + xiM−1xi

)
xk and

b = x′iM
−1xi.

Proof. By Theorem 18.1.1 in Harville (1997), for an invertible square matrix M and two

column vectors v1 and v2,

|M + v1v
′
2| = (1 + v′2M

−1v1)|M |.

Since the case for removal of a row follows easily as a slight variant on this,

|M − v1v
′
2| = |M + (−v1)v′2|

= (1 + v′2M
−1(−v1))|M |

= (1− v′2M
−1v1)|M |,

the simultaneous insertion of one row and deletion of another can be expressed as

|((M + xix
′
i)− xkx

′
k)| = (1− xk(M + xix

′
i)
−1xk)|(M + xix

′
i)|

= (1− x′k(M + xix
′
i)
−1xk)(1 + x′iM

−1xi)|M |.

As can be seen from the above, the approach requires the inverse of M . Sherman and

Morrison (1950) consider the effect on an inverse of changing single matrix elements led

to an expression for the update of a matrix in the required manner (Bartlett, 1951); for a
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square invertible matrix M and two column vectors v1 and v2,

(M + v1v
′
2)

−1 = M−1 − (M−1v1v
′
2M

−1)

(1 + v′2M
−1v1)

, (3.2)

where similarly to the case of the determinant update, it can be seen that the case for

removal of a row is:

(M − v1v
′
2)

−1 = (M + (−v1)v′2)−1 (3.3)

= M−1 − (M−1(−v1)v′2M−1)

(1 + v′2M
−1(−v1))

(3.4)

= M−1 +
(M−1v1v

′
2M

−1)

(1− v′2M
−1v1)

. (3.5)

Thus we arrive at an improved expression for the matrix update:

|((M + xix
′
i)− xkx

′
k)| =

(
1− x′k

(
M−1 − M−1xix

′
iM

−1

1 + xiM−1xi

)
xk

)
(1 + x′iM

−1xi)|M |

Multiplying out gives the form with ∆ defined as in the proposition statement.

From the above, to calculate the determinant that would result from a single row swap

in the design matrix X (not in M , note, which is X′X assuming an exact design) during

the process of running the Fedorov algorithm, all that is required is to know M−1, as well

as the two design points involved in the row swap. Note that whilst |M | also appears in

the expression in (3.3.1), multiplication out of everything preceding the |M | results in an

expression of the form (1+∆) so that if the ∆ is positive, the corresponding row swap should

cause an increase in |M |. This quantity ∆ is often referred to as Fedorov’s delta (Cook and

Nachtsheim, 1980). Thus swaps can actually be made on the basis of their effect on ∆

rather than on |M | directly. Whilst |M | is not required for the update of M−1 either, as

shall be seen below, it is still useful to be able to calculate and update |M | for comparisons

and observation, and the extra computation to convert ∆ to |((M + xix
′
i)− xkx

′
k)| is small

(o(1)).
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3.3.2 Inverse update

The determinant update in Section 3 necessitates knowledge of M−1. To avoid calculating

a new inverse when performing a row swap, the following allows update of the inverse in a

similar manner to that of the determinant above:

Corollary 3.3.2 For a square invertible matrix M and column vectors xi, xk;

(M + xix
′
i − xkx

′
k)

−1 =(
M−1 − M−1xix

′
iM

−1

1 + x′iM
−1xi

)
+

(
M−1 − M−1xix

′
iM

−1

1+x′
iM

−1xi

)
xkx

′
k

(
M−1 − M−1xix

′
iM

−1

1+x′
iM

−1xi

)
1− x′k

(
M−1 − M−1xix′

iM
−1

1+x′
iM

−1xi

)
xj

Proof. By (3.2),

(M + xix
′
i − xkx

′
k)

−1 = (M + xix
′
i)
−1 +

(M + xix
′
i)
−1xkx

′
k(M + xix

′
i)
−1

1− x′k(M + xixi)−1xk
,

which by (3.3) is equal to the stated expression.

This expression relies only upon M−1 and the two rows involved in the swap. When large

numbers of successive row swaps are being performed, these update techniques reduce com-

putation time considerably by avoiding any more than one initial calculation of an inverse

and determinant per run of the Fedorov algorithm.

3.4 Datasets

Three types of dataset are used in evaluating the Nested Fedorov Algorithm’s efficacy. The

first two are simulated, and the third is an application dataset; all three are now described

in detail.

3.4.1 Simulated data Type A

The first set of small-scale simulated sets of potential design points is constructed in the

following way. It is desirable that a design ξΩ that is known to have an optimal value of

|M(ξH)| be concealed in the simulated data, in order to test the algorithm’s tendency to

17



identify it. For each simulation scenario, a factorial design array size 16× 4 is constructed

on the range [−1, 1], and a column of 1′s appended. This forms the optimal design, so that

n = 16, p = 5. This is then augmented with points lying within the hypercuboid formed

by this design, in one of two possible ways. The first is to add uniformly randomly sampled

vectors on the hypercuboid to make the total number of points up to 160. The second

consists firstly in augmenting the optimal design with a copy of itself, one of whose columns

is scaled by 0.95, then augmenting further to a total of 160 points using uniformly randomly

sampled vectors confined to the hypercuboid, as with the first method. These two types

of simulated datasets are referred to later as hidden-design and hidden-design-with-decoy

respectively. The set of candidate design points in each case is then allocated a nesting

partition structure such that:

• For some predetermined value of h1, the known optimal design would be accessible

through a choice of h1 collector sites, thus allowing the algorithm the possibility of

attaining this design.

• For the nesting structure of the hidden-design-with-decoy datasets, as for the optimal

design, the altered copy of the optimal design is accessible through a choice of h1

collector sites; additionally, it is ensured that no element of the altered optimal design

is assigned to the same potential collector site as any element of the actual optimal

design, thus testing the algorithm by inviting it to choose a different set of collector

sites than those that would lead to the unaltered optimal solution.

• Overall the expected number of points per potential collector site is the same for all

potential collector sites, accounting for the need to satisfy the preceding two require-

ments by adjusting the sampling probabilities accordingly for potential collector sites

belonging to/not belonging to the optimal and (if present) altered optimal designs.

Beyond these conditions, the creation of the partition is random.

3.4.2 Simulated data Type B- environmental

A 50×50 grid of discrete location points is generated, to represent locations evenly spaced in

each of the two axes, and a Euclidean distance matrix D computed for the grid (2500×2500,
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Figure 3.1: Simulated environmental datasets heatmaps for two negatively correlated char-
acteristics

symmetric and with 0 diagonal). A 2500-dimension multivariate normal sample is then

generated, in the manner of the generation of artificial distribution data by Dormann et

al. (2007), with all means equal to 0 and a covariance matrix Σ with elements σlm given

by σlm = exp(-ρ × dlm) where dlm is the corresponding entry in D and ρ is a pre-selected

constant to control the degree to which sites are mutually correlated. This sample, arranged

in a 50 × 50 matrix Φ = [ϕij ] to match the elements of the location grid, is then used to

generate location characteristics pijr, with r the index for the location characteristic in

question, in the following way:

pijr = αrϕij + ϵijr,

where:

1. ϵijr ∼ N(0, 0.25) is randomly sampled, the choice of variance value being made in

order to achieve what appears to be a reasonable amount of variance in the location

characteristics across the grid.

2. the quantities αr ∈ R are specified parameters, chosen collectively based upon the

location characteristics pertaining to the r’s such as to match common sense expecta-

tions of the behaviour of the location characteristics- for example, αr might be chosen

to be positive for altitude and rainfall, and correspondingly negative for traffic, al-
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though it is in a sense safer to treat each of these variables in a more abstract manner,

given their artificiality.

Figure 3.1 gives an example pair of heatmaps for two characteristics in one of these sim-

ulated environments. The two characteristics are negatively correlated with one another.

Following the generation of these simulated environments, potential collector sites are ran-

domly sampled from a lower-granularity 5 × 5 subset grid, and potential sensor locations

sampled from those members of the original 50 × 50 grid belonging to one of the sampled

potential collector sites, on the basis of Euclidean distance. Four different possible numbers

of available collectors are used; 2, 3, 4 and 5; and for each of these, the total number of

potential collector sites made available is greater by a factor of four (i.e. 8,12,16,20); the

number of sensors used is greater by a factor of six; and the number of potential sensor sites

made available is greater by a factor of 60, all relative to the number of collectors used. For

each of these four cases, 50 different environments are simulated, and on each of these 50

environments the Nested Fedorov Algorithm is run 16 times (parallel processing is utilised

here).

3.4.3 Application data- monitoring flooding of roads

A dataset containing different variables giving attributes of real-world locations on roadsides

was provided by InTouch Ltd.. The attributes available include, for each potential sensor

site:

• Latitude

• Longitude

• Altitude

• Road speed limit (all locations were on roadsides)

• Tree count within a 100m radius

• Average daily number of stops of any bus at a bus stop within 100m.
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Figure 3.2: Application dataset locations
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A regular grid of squares is used to partition the geographical region concerned, with the

centre of each square as a potential collector site. The range of a collector is indicated by

the size of the grid squares. A ten by twelve
√
2km-wide spacing is used, such that each

collector’s ‘range’ is at most 1km. Figure 3.2 depicts the set of all potential sensor sites,

superimposed on the grid of square collector regions described above. Note that certain

potential collector sites near the top left have no potential sensor sites.

3.5 Testing Results

Results for applying the Nested Fedorov algorithm to each of the simulated dataset types,

as well as to the application dataset, are described with accompanying plots. Subsequently,

further results for all dataset types are described for calculation of expected values, and

prediction variances.

3.5.1 Testing simulated datasets Type A

The Nested Fedorov algorithm is first applied to the two type A simulated hidden-design

and hidden-design-with-decoy datasets- recall that the hidden-design datasets contains a

hidden optimal design with the remaining points being randomly uniformly sampled, while

the hidden-design-with-decoy datasets also contains a slightly altered copy of the optimal

design. As described above, the simulated datasets are constructed using |A| = 160, n = 16;

for the testing results, the nesting structure is then set up with h0 = 20 and h1 = 5. 500

initial sets of potential design points and nesting structures are run for each of the two types,

with 16 algorithm random starts (parallel processing is utilised here) for each of these 500.

It should be noted that the practicality of generating such algorithm testing scenarios with

known D-optimal solutions does of course dwindle rapidly as the parameters are changed so

as to increase the numbers of possibilities. Figure 3.3 shows the D-efficiency achieved (that

is, (|M(ξH)|/|M(ξΩ)|)
1
p ) for the known optimal design for design space type A (hidden-

design), at successive numbers of collector swaps performed during an algorithmic run; the

corresponding plot for the hidden-design-with-decoy datasets is extremely similar and is

not shown. Table 3.1 summarises these simulated results. With the known optimal design
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Figure 3.3: Mean efficiency relative to known optimal design

Figure 3.4: Simulated datasets (Type A hidden-design), absolute values of mean entries of
M(ξH)−1. Darker shading indicates higher values.
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Method Statistic type
PΩ D

Dataset type
hidden hidden-design hidden hidden-design
design with-decoy design with-decoy

1 Nested Fedorov, after 2
swaps

0.25 0.19 0.73 0.82

2 Nested Fedorov, after 10
swaps

0.42 0.35 0.94 0.96

3 Näıve method 0.15 0.12 0.52 0.56

4 Random sampling 0.05 0.05 0.36 0.42

Table 3.1: Simulated results (for Type A, hidden-design and hidden-design-with-decoy).
Numerical values are to 2 decimal places.

denoted by ξΩ, the statistic types are defined as:

• D = mean(|M(ξH)|/|M(ξΩ)|)1/p is the mean D-efficiency;

• PΩ = mean|{x : ξH(x) = 1, ξΩ(x) = 1}|/n where n = 16- this is the mean proportion

of the sensors belonging to the optimal design that were chosen by the algorithm

(note that the || notation here denotes set cardinality, not matrix determinant as in

the previous bullet point).

Random samples of 100 for each dataset/nesting structure are also run, as well as a Näıve

sampling for each of these, and the results averaged.

Observations and further information:

• For the hidden-design scenario (no decoy), the algorithm was able to identify an op-

timal design in 488 out of 500 of the datasets that were simulated, for at least one of

the sixteen random starts performed per dataset (and in many cases for more than

one of these). For the hidden-design-with-decoy scenario, this figure was 493 out of

500. Figure 3.3 indicates that the performance of six swaps is almost always sufficient

to achieve a high efficiency under these circumstances (but this should not be taken

as a general rule).
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• From Table 3.1, while the näıve method tends to find better designs than does the

random sampling method, both are consistently outperformed by the algorithm, as

hoped.

• It can be seen that the presence of a scaled copy of the known optimal design is not a

detriment to the algorithm’s ability to find good designs; indeed, the mean efficiency

tends to be greater when a decoy is present, as the algorithm has been provided with

alternative routes to a good if not optimal design, lessening slightly the importance

of the choices that a given random start makes. The presence of scaled copies or

structures resembling an optimal solution(s) is of course in practice dependent upon

the environment and the nesting structure, and with the optimal design unknown is

impossible to detect.

• The variance of the D-efficiences is 0.00143 for the initial designs, and has only reduced

to 0.00136 upon completion of the tenth collector swap. This illustrates the high

sensitivity of the end design’s quality to the starting design.

Figure 3.4 gives a visualisation of the absolute values of M(ξH)−1, with the matrix entries

first averaged (mean) over the relevant results for each of the algorithm results, the näıve

method and the random sampling. This matrix is proportional to the covariance matrix for

the parameter estimates in the linear model. As hoped, the algorithm gives lower values

(lighter shading on the plot) for these estimator variances than do either of the other two

methods. The off-diagonal covariances are almost all lower, and those that are not are still

of comparable value.

3.5.2 Testing simulated type B (environmental) datasets

Recall that the simulated Type B environmental datasets differ from the Type A hidden-

design and hidden-design-with-decoy datasets not only in the method of construction, but

in the fact that no hidden design is built into the structure. It is therefore not possible to

make any comparison with a known optimal design’s determinant. However, the algorithm

does appear to settle on average on designs which would probably not be bettered by

further algorithm random starts. Figure 3.5 gives achieved D-efficiency values relative to
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Figure 3.5: Simulated environmental, D-efficiency achieved

Figure 3.6: Simulated environmental datasets, absolute values of mean entries of M(ξH)−1.
Darker shading indicates higher values.
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the best found design, with increasing numbers of collector swaps made, for each of the

four setup scenarios described in Section 3.4.2. While an increasing number of collectors

(and associated proportional increases in the numbers of potential collector sites, potential

sensor sites and available sensors, again as described in Section 3.4.2) causes the algorithm

to require a greater number of collector swaps before no further increases appear possible,

the algorithm still appears able to find no better solutions after approximately six collector

swaps in the worst case. It should be noted that with a higher number of available collectors

comes in general a higher potential for improvement after multiple collector swaps, because

of the potential need to change each of the originally chosen collectors in turn. In terms of

comparison of the algorithm performance with that of the other two methods, Figure 3.6

depicts absolute values of means of entries of M(ξH)−1 as in Figure 3.4- once again, the

algorithm gives lower variances (lighter-shaded diagonal) for the parameter estimates than

do either of the other methods, and the off-diagonal covariances are almost all lower, with

the remaining being of comparable value.

3.5.3 Testing on the application data

The Nested Fedorov algorithm is run on the application dataset using all six attributes, with

128 random starts of the algorithm performed (parallel processing is utilised here in batches

of sixteen). 10 collectors are used, over 60 potential collector sites, and 100 sensors over 2037

potential sites (subject of course to the choice of collector sites). The results are depicted

in Figure 3.7 with D-efficiency relative to best design found, plotted against the number of

collector swaps performed. As with the simulated environmental datasets, the application

one affords no known means of calculating the value of the optimal determinant for our

problem, and so a value of 1.0 on the y axis this plot should not be taken necessarily to

mean an optimum- it corresponds to the highest-determinant designs found by the algorithm.

By the point of 10 swaps, the mean determinant appears to be levelling off. As was the

case for the simulated data, there is a marked increase in determinant during the earlier

collector swaps, suggesting that performing a large number of algorithm random starts with

a suitably calibrated relatively low number of collector swaps is probably the most efficient

means of achieving the best design possible with whatever resources are available. Figure
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Figure 3.7: Application dataset, mean D-efficiency achieved using nested Fedorov algorithm,
128 algorithm random starts
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Figure 3.8: Application dataset: chosen sensor locations in any design with at least half the
maximal value achieved overall; and chosen sensors in the maximal design.

3.8 shows the geographical distribution of chosen sensors for the application dataset. The

left plot includes any sensor that features in any design that achieved at least half of the

maximal value achieved overall; a total of 23 different collectors appear- recall that the use

of at most 10 collectors was permitted during the course of any one of the 132 algorithm

random starts. This suggests that of the available 60 collectors, the same ones tended to

be chosen in order to achieve the designs that were, in the results, maximal or approaching

maximal. The maximal designs themselves were identical and appeared three times in the

132 algorithm random start results. The plot on the right of the figure shows the sensor

sites chosen for this maximal design, with point size representing the value of one of the

covariates (in this case, altitude) at those sensor sites. The algorithm is tending to have

to obtain values of similar magnitude around a given collector, due to the nature of the

dataset.

3.5.4 Testing results- Expected Values

Further inspection of the algorithm results can be made using expected values of algorithm

performance. Figures 3.9 and 3.10 plot the expected maximum determinant value against
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Figure 3.9: Simulated environmental datasets, expected values
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Figure 3.10: Application dataset, expected maximum determinant achieved with increasing
number of algorithm random starts (draws)
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the number of algorithm random starts, for the cases of performing zero, one or ten collector

swaps, with the simulated Type B (environmental) and application datasets. The expected

maximum value here is calculated in the following manner: let R be the number of algorithm

runs (random starts). The random variable g of interest is the maximum of R independent

algorithm run results. If F (X) is the cumulative distribution function for the (scaled)

determinant value for a single algorithm run, G(X) = F (X)R, and E [X] = ΣXg(X).

Using empirical values from the algorithm runs to produce a histogram leads to the values

shown in the plots. The importance of performing a sufficient number of collector swaps can

be seen; performing only two swaps can lead to very slow increase in maximal value achieved

with respect to the number of algorithm random starts. If the number of collector swaps

is substantially below the number of collectors being used, and the latter is in some sense

large, then supposing the probability of randomly choosing good collectors in the starting

design is small, the probability of attaining a good design after the collector swaps will also

be small. It would seem logical to perform at least as many collector swaps as there are

collectors, to allow in theory for each collector to be swapped once, in an attempt to keep

this probability as high as possible.

3.5.5 Testing results- Prediction Variance

The prediction variance of a point x ∈ A in the design space is proportional to x′M−1x

(Cook and Nachtsheim, 1980). While our method takes as its criterion the minimisation

of variance of the parameter estimates, the motivating problem still makes it desirable

that prediction variances be low. A brief check confirms at least that these variances are

improved upon by the nested Fedorov algorithm, in comparison with the näıve and random

sampling methods described in section 3.2.1. A method for depicting prediction variance

over a design space is described in Zahran et al. (2003). Prediction variance is considered

cumulatively on its range over the design space, plotted against the proportion of the design

space having this prediction variance or lower. Thus, for the maximum possible prediction

variance, 100% of the space will have this value or lower, while the plot shape illustrates the

degree to which prediction variance varies across points of the space. A flatter line suggests

more homogeneity of prediction variance. This method is used for the construction of plots
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Figure 3.11: Fraction of Design Space plots for simulated datasets (simulated environment)
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in Figure 3.11 (for Simulated Type B) All the plots demonstrate lower prediction variances

for the Nested Fedorov algorithm’s designs than for the näıve or random sample designs,

for all points in the design space, as well as a much more homogeneous variance across the

space. Similar behaviours are observed for the Simulated Type A and application data (not

plotted here).

3.6 Discussion

The work presented in this chapter represents the first investigation of a specific, thus far

under-explored problem in the area of optimal experiment design. An adapted version of

the Fedorov algorithm has been shown to perform well in correctly identifying a set of design

points corresponding to a known D-optimal ΞH design in small-scale testing scenarios, and

to converge to at least local maxima when applied to further simulated datasets and to

the application dataset supplied by the industrial partner. It consistently performs better

than randomly sampling designs to satisfy the nesting structure requirement, or than using

a näıve point-expectation method. The need to run a sufficient number of random starts,

and collector swaps, has been identified, as this will help to avoid local maxima in the

design space- it should be noted here that while the standard Fedorov algorithm can become

trapped in local maxima dependent upon starting design, the Nested Fedorov algorithm can

in addition to this become trapped due to the combinatorics induced by the partition; that

is, not only due to the shape of the space that exists with any given, fixed choice of collectors.

It is suggested that the numbers of random starts and collector swaps may realistically be

dictated by computational constraints, but that it is advisable to be prepared to perform at

least as many collector swaps as there are collectors. In addition to constraining the total

number of collectors, it may be practically desirable to limit the total number of sensors

per collector to be within some range (neither too high nor too low). The Nested Fedorov

algorithm implementation in R has this functionality included, which is described in the

Appendix A. Some obvious next steps are: to adapt the algorithm to account for non-

normal errors; and to explore adaptations of the method to allow for changing the sensor

locations during the course of the experiment in order to increase the information they
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provide. Regarding the first of these points, in many applications the sensor observations

may be in the form of counts meaning a Poisson model would be more appropriate. Russell

et al. (2009) note the difficulty of finding optimal designs in the standard non-nested Poisson

scenario, if there is no prior knowledge of the parameter values.
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Chapter 4

Poisson Models

4.1 Introduction

In Chapter 2, we solved the problem of identifying designs with high determinants with

respect to the D-optimality criterion, satisfying the nesting constraint, and under the as-

sumptions of a linear model. In practice, the assumption of responses generated from a

Normal distribution may not be appropriate. In order to address this potential shortcom-

ing, the manner of calculation of the optimality criterion must be adjusted.

We assume that a Poisson count model is required, with canonical log-link. Then the

D-optimality criterion can be expressed in terms of XTWX where W is a diagonal matrix

with non-zero entries equal to the Poisson means for the corresponding points (Yanping et

al, 2006). The motivation here is that one potential application of our methods is in flood

prediction, and one appropriate response variable to model is the count of flood events-

whatever these may be defined to be- over time. Thus a Poisson count process would

be likely to be an appropriate choice to model the response. This chapter will describe

adaptations to our methodology for dealing with this scenario.

4.2 The model

Assume that a Poisson count model is being used in the experiment; that is, we have a

Generalized Linear Model with a log-link function, and each of the n observations yi has a
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Poisson distribution with rate parameter λi where

log(λi) =

p∑
j=1

(fj(xi)βj).

As with the Gaussian model, we have p unknown coefficients βj whose values are to be

estimated by the experiment. The information matrix is XTWX where W is the diagonal

matrix:

W =



λ1 0 . . . 0

0 λ2

...
. . .

...

0 . . . λn


where λi = exp(

∑p
j=1 fj(xj)βj) for i = 1, . . . , n. The situation has clearly changed from

that of the standard linear model.

If an experiment is to be designed for the use of a Poisson model, values are required for the

parameters λj in order to compute XTWX, and the design of a D-optimal experiment can

no longer be conducted solely on the basis of the attribute values chosen at certain potential

design point locations. If the parameters were known, the method would closely resemble

that used for the linear model case in Chapter 3, but with the D-optimality criterion being

based upon |XTWX| rather than |XTX|. However, in practice the parameters are unknown.

If we assume that the design is to be constructed entirely before any data are collected, they

cannot be estimated from the data. It then becomes necessary to design the experiment

accounting for possible plausible values of these unknown model parameters. One possible

method in this regard is to account for ranges of possible values of these parameters; either

via a grid search, or through a more sophisticated method that uses probability distributions

of the parameters. The latter option is clearly preferable from a theoretical viewpoint, given

it allows for incorporation of prior knowledge of the parameters’ behaviours- indeed, even if

such knowledge is unavailable, an assumption of multivariate normality for the parameters’

distribution might give more realistic results than a uniform grid.

The issue of computation must also be considered in comparing the two options; however,
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since either would involve evaluation of a determinant at each of the chosen points, the

amount of computation would be likely to be comparable for a given number of points. Thus

it would seem sensible to use a method based on prior distributions for the parameters. In

particular, Gaussian quadrature (Golub and Welsch, 1969) is a useful tool for achieving this.

4.3 Gaussian quadrature

Gaussian quadrature is a method for estimating definite integrals through a weighted sum

of the function evaluated at certain points; the weights and locations of these points are

chosen based upon roots of suitable orthogonal polynomials (Golub and Welsch, 1969). The

general form of the approximation is:

∫
D
f(x)dx ≈

d∑
i=1

wif(xi)

over a region of integration D, with weights wi and quadrature points xi for a chosen

number of quadrature points d. Assuming that the design is for a model with more than

one parameter (which is true for all applications in our target area), our problem requires

that we optimise the information determinant over a multidimensional integral estimate

(using a multivariate distribution for the combined model parameters). This is a Bayesian

optimal design procedure, and the quantity to be optimised is of the form: E(log(det(I(θ))),

where I is the information matrix of the design. (Khuri et al, 2006). Gaussian quadrature

has been used before for Bayesian optimal experiment design, for example in Bliemer et al.

(2009), Gotwalt et al (2009) and Goos et al (2018).

4.3.1 Procedure

With the assumption of a Poisson model, the procedure for calculating a determinant of a

given design becomes the following:

1. Use the quadrature points as inputs to calculate weight matrices- each weight matrix

will correspond to one quadrature point, and its (diagonal) entries will correspond to

the design points being used (with the β’s in W above provided by the quadrature
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point- W depends upon the unknown parameters in the model).

2. From the weight matrices, calculate the logged determinant of XTWX for each

quadrature point, using the design X;

3. Use the quadrature weights to sum the obtained values.

The resultant sum can be used in optimisation to find a design; for example, in an adapted

version of the Standard Fedorov algorithm, a value of this sum for each potential design

(resulting from each potential swap) will be considered, and the design corresponding to the

highest value of the estimated determinant chosen. A toy example of obtaining this sum is

as follows: suppose n = 4 and p = 2; that is, four design points are to be chosen, and there

are two parameters (so that each design point will be of length two). Suppose also that

three quadrature points are to be used per parameter. This means that there will be 3p = 32

quadrature points overall. Based upon whatever multivariate distribution is assumed for

the two parameters, a point and weight is obtained for each quadrature point. We take

Q as a 9 × 2 matrix of the quadrature points, and we take X as the 4 × 2 matrix of the

design points. We calculate exp(QXT ). Each row of the resultant 9× 4 matrix provides the

diagonal for one 4× 4 diagonal weight matrix. There will then be nine values of |XTWX|,

one for each weight matrix. Using the nine quadrature weight values, a weighted sum of the

logs of these values is computed. This value is then used in optimisation for the choice of

design points.

4.3.2 Distribution of parameters

In the absence of any specific knowledge, a sensible prior assumption is that the parameters

follow a multivariate Gaussian distribution, given its ubiquity and utility (Rencher and

Christensen (2012) p91). A particular version of the Gaussian quadrature method, Gauss-

Hermite quadrature, estimates an integral of a function multiplied by e−x2
, comparison

of which with a Gaussian density function shows its suitability for the estimation of the

expectation of a Gaussian-distributed variable. A set of quadrature points (and weights) can

be obtained for a univariate Gaussian variable, and then used to correspond to a multivariate

distribution by duplicating/combining, rotating, scaling and translating the points. In this
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way, an estimate may be obtained of the integral of interest over a multivariate Gaussian

distribution of the unknown parameters. There are several algorithms for computing Gauss-

Hermite quadrature points, among them the Golub-Welsch algorithm (Golub and Welsch,

1969), which is employed in the current work.

4.3.3 Number of points

The number of points in each dimension of the multivariate distribution (that is, the number

of points with respect to each parameter of the model) is a variable that must be chosen

carefully. Note that if the routine for conversion to a multivariate distribution described

above is to be followed, it will be constant for all parameters. An increase in the number

of quadrature points per dimension clearly brings with it an exponential increase in the

number of determinants that must be evaluated- for p predictors and q quadrature points per

dimension, we would have qp points at which to evaluate a determinant. Since the eventual

goal is, as in previous chapters, to obtain a D-optimal design using an exchange algorithm,

it is necessary to perform qp determinant calculations repeatedly, for every potential swap

to be evaluated- this can quickly cause the amount of computation required to become

unmanageable. However, choose too few points and the approximation afforded by the

quadrature method becomes unacceptably poor. As a bare minimum one would expect to

have to use three points per dimension, in order to account somewhat for the shape of the

Gaussian distribution, with the use of further points up to a practical limit determined by

computing power available.

If a comparable amount of computing power to that used in the search for an optimal

linear design were available in the search for an optimal Poisson-based design, a lower

number of algorithmic runs and/or collector swaps would likely be possible.

4.3.4 Implications for algorithm

The use of a weight matrix necessitates in itself a substantial amount of alteration to the

Nested Fedorov algorithm (Algorithm 1). The computation time increases dramatically

when using a Poisson model in the implementation of the Nested Fedorov algorithm, as one

would expect due to the necessity of performing the Gauss-Hermite quadrature for each

40



potential change to the candidate design. The methods described in Section 3.3 may be

adapted to the update of the determinant and inverse of M when M is defined not as

M = XTX, but as M = XTWX with W being a diagonal matrix with diagonal entries

λi. This allows for the use of the computational shortcuts. Since M = XTWX, which we

can consider as M = XT (WX), where WX consists in multiplying each row of the design

matrix by its corresponding weight, the matrix of interest with design point xi inserted and

design point xj removed becomes M +xix
′
iλi−xjx

′
jλj , and the only adjustment required to

the statements of Proposition 3.3.1 and Corollary 3.3.2 is the substitution of x′iλi for x
′
i, and

x′jλj for x′j . This is only possible because the weight matrix is diagonal. Suppose that the

design has points of length p, and d points are used per quadrature dimension. Then in order

to implement the quadrature for the Poisson case and use the computational shortcuts, dp

separate M matrices and associated determinants are required. These must not only be

computed, but stored in parallel in order to be individually updated. This can potentially

lead to storage issues for large values of d and p. There is an additional reason for caution

in the use of the shortcut. It can lead to problems in numerical accuracy depending upon

the sizes of values present in the weight matrices involved. In particular, small discrepancies

can arise between computed matrix determinants/inverses, and the determinants/inverses

obtained as a result of matrix linear transformations. These discrepancies can compound

over time, with the error propagation potentially leading to differences in designs chosen

with and without use of the shortcut.

4.4 Results

The three main types of dataset used in the linear case (Chapter 2) are used again here for

evaluating the algorithm’s performance in identifying Poisson-based designs. That is,

• Type A Simulated: Uniform sampling to augment (hide) specified designs; in this case,

separate optimal designs for both the linear and Poisson-model case can be generated,

to enable comparisons.

• Type B Simulated: Sampling based on a simulated grid with spatial correlation.
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• Application Data: the same application dataset that was used for the linear model

testing.

As in the linear model case, repetitions of each type of simulated dataset are generated, and

the proposed Nested Fedorov algorithm run repeatedly upon each. The following sections

describe the characteristics of the simulations performed for each dataset type. In all cases,

we assume a prior multivariate Normal distribution for the p parameters, β = (β1, . . . , βp):

β ∼ Np(µ,Σ),

where various values are assumed for the vector µ and the matrix Σ for the specific dataset

scenarios.

4.4.1 Simulated Type A Data

Two main sets of Type A simulations are presented; the first, A1, incorporating known

optimal Poisson designs, and the second, A2, without the presence of such designs. For A1,

comparisons are also made involving linear and Poisson known optimal designs. There are

advantages to each of the two approaches. The method for construction of known D-optimal

Poisson designs given in Ford et al (1992) makes it possible to construct a design that would

be optimal given the true model parameters. Suppose there are p predictors x1, x2, . . . , xp,

with parameters β1, β2, . . . , βp, and the predictors are each on the range [l, u]. The known D-

optimal design is constructed beginning with one point x∗ with highest possible expectation

given the parameter values. This will be a p-vector with ith entry the lower bound l or upper

bound u, according to whether the corresponding parameter value is negative or positive

respectively. In addition to this point, p further points are included in the design. For

i in 1, . . . , p, the ith of these additional points is identical to x∗ with the exception that

the ith entry becomes l − 2/βi if βi < 0, or u − 2/βi if βi > 0. This is subject to the

condition that |βi(u − l)| ≥ 2 for all βi. However, it should be noted this does not mean

the design would necessarily be optimal, given the prior distribution of the parameters, as

we are optimising a Bayesian criterion. Subsequent reference to a known optimal design

in the Poisson model case should be read with this in mind. An additional issue is that
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this construction of the known Poisson design imposes the constraint n = p + 1; that is,

that the number of points in the design is one greater than the number of predictors. Since

computation times increase dramatically with the number of predictors, particularly when

using the quadrature method, it can become impractical to perform simulations involving

as many predictors as desired under such a constraint. It is therefore helpful to perform a

second set of simulations without the known Poisson designs present, permitting a higher

number of design points relative to the number of predictors.

Simulated Type A1- with known Poisson design

A known Poisson-optimal design is constructed with n = p+1 points, following the method in

Ford et al (1992). The points that would form a known linear-optimal design are constructed

factorially, constituting 2p points. To the union of these two sets of points, uniformly

sampled random points are appended, in the same manner as for the generation of Type A

simulated data for the linear designs in Chapter 3. The resultant dataset has a hierarchy

structure imposed in such a way that the known Poisson-optimal design is accessible through

a choice of (at most) the appropriate number of collectors, and all the points in the linearly

optimal design are accessible through a single choice of collector. This latter condition is

imposed because there are a high number of possible choices of subsets of the 2p points that

make up the linearly optimal design that prove optimal for a linear design of only p + 1

points. In order to test the algorithm’s ability to find an optimal Poisson design as opposed

to a linear one, all of these possibilities are made accessible to it as ‘linear decoys’. This

procedure is followed for simulations with the characteristics:

• Use 4 predictors in the model, including the intercept;

• Stipulate that the algorithm is to choose 5 sensor locations from a pool of 80 potential

design points, and 5 collectors to be chosen from a pool of 20 (note that 5 sensor

locations corresponds to p+ 1 for the size of the known optimal design);

• Use 5 quadrature points per dimension;

• Use covariances of 0.5 and variances of 1 for the parameters, so that the means are

the only potential discrepancies between the parameters’ prior distributions;
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• Use three different sets of prior means for the parameters in turn: µ = c(−0.6,−0.6, 0.6, 0.6),

µ = (0.6, 0.6, 0.6, 0.6), and µ = (−0.6,−0.6,−0.6,−0.6). Note that non-intercept pre-

dictors for the Type A simulations have no inherent meaningful ordering, given their

identical variances and covariances;

• Generate 32 simulated datasets for each set of prior means, to assess convergence for

different sets of available points subject to those conditions; and

• Apply the algorithm 16 times per simulated dataset, to assess convergence from dif-

ferent starting points (parallel processing is utilised here).

The Nested Fedorov algorithm is run on the datasets, using the Gaussian quadrature to find

a Poisson design. The algorithm is also run independently each time with the objective of

finding a linear model, and the output design fed into a third, Poisson run of the algorithm

to serve as a ‘warm start’. The results for the first and third of these runs- that is, for

the runs for which a Poisson design was the goal- are shown side-by-side in Figures 4.1,

4.2 and 4.3, with the random-start results depicted in white and the warm-start ones in

grey. The values are D-efficiencies assuming the multivariate Normal distribution used by

the algorithm for the quadrature, and are relative to the known optimal Poisson design.

In particular, the exponentiated weighted sum of logged determinants of the XTWX for

each quadrature point is calculated for a given design, and the ratio of this value to the

corresponding value for the optimal Poisson design is taken to the power 1/p. The most

striking features of the results are that:

• The algorithm (with either warm or random starts) tends to converge after 3 collector

swaps in most cases.

• The variance of the D-efficiencies is similar for all the scenarios;

• The warm starts result in better, or comparable, designs than random starts, and do

so with a lower number of collector swaps.

The algorithm appears to choose clearly between points belonging to the known optimal

Poisson design, and to the known optimal linear design set; a mean of 4.75 of the 5 design
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points come from the optimal linear design when searching for a linear design, whilst when

searching for a Poisson design, the algorithm chooses a mean of 3.6 of the 5 points from

the optimal Poisson design with a warm start, and a mean of 3.975 with a random start.

It is not surprising that these means are not closer to 5, given that there is duplication of

certain vertices between the linearly optimal and Poisson-optimal design. A majority of

points on average are chosen from the appropriate optimal design given the type of design

the algorithm is instructed to find.

Figure 4.1: Simulation Type A1, conditions 1. D-efficiencies achieved relative to known
optimal Poisson design.

Simulated Type A2- without known Poisson design

150 Uniformly sampled points are generated on a specified range. In contrast with the Type

A1 simulations, no Poisson or linear optimal design is constructed. Again, as for Type A1,
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Figure 4.2: Simulation Type A1, conditions 2. D-efficiencies achieved relative to known
optimal Poisson design.

46



Figure 4.3: Simulation Type A1, conditions 3. D-efficiencies achieved relative to known
optimal Poisson design.
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two starts are compared; firstly, the Nested Fedorov algorithm with random start is run

to find a Poisson design, and secondly, warm start from the design identified from a linear

model. The following characteristics are used in the simulations:

• Use 4 predictors in the model, including the intercept;

• Stipulate that the algorithm is to choose 16 sensor locations from a pool of 150 po-

tential design points, and 5 collectors to be chosen from a pool of 20;

• Use 4 quadrature points per dimension;

• Use covariances of 0.2 and variances of 1 for the parameters, so that the means are

the only potential discrepancies between the parameters’ prior distributions.

• Use four different sets of prior means for the parameters in turn: µ = (0.1, 0.1, 0.1, 0.1),

µ = (0.5, 0.5, 0.5, 0.5), µ = (0.1, 0.23, 0.37, 0.5), or µ = (0.5, 0.37, 0.23, 0.1). Note again

that non-intercept predictors for the Type A simulations have no inherent meaningful

ordering, given their identical variances and covariances.

• Generate 16 simulated datasets for each set of prior means, and for the ranges [0, 0.5]

and [0, 1]; and

• Apply the algorithm 16 times per simulated dataset (parallel processing is utilised

here).

The results for the random and warm-start Poisson models are shown in Figures 4.4, 4.5, 4.6,

4.7, 4.8, 4.9, 4.10 and 4.11, with the random-start results depicted in white and the warm-

start ones in grey. As before, the values are D-efficiencies assuming the multivariate Normal

distribution used by the algorithm for the quadrature, and are relative to the best design

found on a by-dataset basis. The quadrature means are listed with the value corresponding

to the intercept last. Observations on the results include that:

• The algorithm (with either random or warm starts) tends to converge after 2 collector

swaps in most cases;

• The variance of the designs’ D-efficiencies is greater when the datasets have range

[0, 0.5], rather than range [0, 1];
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• The warm starts tend to result in better, or comparable, designs in comparison with

random starts, and do so with a lower number of collector swaps than required by the

random-start runs.

Figure 4.4: Simulation Type A2 plot 1: D-efficiencies achieved relative to best-found design.

4.4.2 Simulated Type B Data

As in Chapter 3, the Type B datasets differ from the Type A datasets in that they simulate

a spatial correlation. The following characteristics are used:

• Use 3 predictors in the model, including the intercept;

• Stipulate that the algorithm is to choose 30 sensor locations from a pool of 300 po-

tential design points, and 5 collectors to be chosen from a pool of 20;

• Use 5 quadrature points per dimension;
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Figure 4.5: Simulation Type A2 plot 2: D-efficiencies achieved relative to best-found design.
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Figure 4.6: Simulation Type A2 plot 3: D-efficiencies achieved relative to best-found design.
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Figure 4.7: Simulation Type A2 plot 4: D-efficiencies achieved relative to best-found design.
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Figure 4.8: Simulation Type A2 plot 5: D-efficiencies achieved relative to best-found design.
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Figure 4.9: Simulation Type A2 plot 6: D-efficiencies achieved relative to best-found design.
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Figure 4.10: Simulation Type A2 plot 7: D-efficiencies achieved relative to best-found design.
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Figure 4.11: Simulation Type A2 plot 8: D-efficiencies achieved relative to best-found design.
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• Use covariances of 0.2 and variances of 1 for the parameters, so that the means are

the only potential discrepancies between the parameters’ prior distributions.

• Use two different sets of prior means for the parameters in turn: µ = c(0.1, 0.1, 0.1, 0.1)

and µ = (0.5, 0.5, 0.5, 0.5). Note again that non-intercept predictors for the Type A

simulations have no inherent meaningful ordering, given their identical variances and

covariances.

• Generate 10 simulated datasets for each set of prior means; and

• Apply the algorithm 16 times per simulated dataset (parallel processing is utilised

here).

Figures 4.12 and 4.13 show results for, as with the Type A simulations, both a random

and a warm start for each collector swap. In both cases the algorithm converges after

approximately five collector swaps, and benefits from the use of a warm start. It can be

seen that the parameters’ prior means affect the variance of the results, with a higher

variance for the 0.1 means in comparison with the 0.5 means. It is possible that this can be

explained by the 0.1 means causing a spanning of zero which induces greater uncertainty in

the points’ expectations. In practice, the prior means used will be informed by the context

and cannot be controlled.

4.4.3 Application Data

The Nested Fedorov algorithm is applied, for Poisson designs, to the application dataset

described in Section 3.4.3. The following characteristics are used:

• Use 3 predictors in the model, including the intercept. This means that each potential

design point contains two attributes from the application dataset, and a 1 for the

intercept;

• Stipulate that the algorithm is to choose 20 sensor locations from the available 2417

potential design points, and 5 collectors to be chosen from the 32 available collector

sites;
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Figure 4.12: Simulation Type B plot 1: D-efficiencies achieved relative to best-found design.
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Figure 4.13: Simulation Type B plot 2: D-efficiencies achieved relative to best-found design.
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Figure 4.14: Application data results, conditions ‘1’ (prior parameter covariances 0.5, prior
means of parameters (0.05, 0.1, 0.15),

√
2km grid)
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Figure 4.15: Application data results, conditions ‘2’ (prior parameter covariances 0.5, prior
means of parameters (0.15, 0.1, 0.05), 2km grid)
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Figure 4.16: Application data results, conditions ‘3’ (prior parameter covariances 0.5, prior
means of parameters (0.05, 0.1, 0.15, ),

√
2km grid)
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Figure 4.17: Application data results, conditions ‘4’ (prior parameter covariances 0.5, prior
means of parameters (0.15, 0.1, 0.05), 2km grid)
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Figure 4.18: Application data results, conditions ‘5’ (prior parameter covariances 0.1, prior
means of parameters (0.05, 0.1, 0.15, ),

√
2km grid)
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Figure 4.19: Application data results, conditions ‘6’ (prior parameter covariances 0.1, prior
means of parameters (0.15, 0.1, 0.05), 2km grid)
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Figure 4.20: Application data results, conditions ‘7’ (prior parameter covariances 0.1, prior
means of parameters (0.05, 0.1, 0.15, ),

√
2km grid)
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Figure 4.21: Application data results, conditions ‘8’ (prior parameter covariances 0.1, prior
means of parameters (0.15, 0.1, 0.05), 2km grid)
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• Set the parameters’ prior means to (0.05, 0.1, 0.15); and

• Use 5 quadrature points per dimension.

The following parameters are varied, for a total of eight sets of conditions:

• The covariances in the covariance matrix for the parameters’ priors are set at 0.5 for

the first four sets of conditions, and 0.1 for the last four;

• Two different allocations of potential sensor sites (design points) to potential collector

sites are generated from the dataset; for odd numbered conditions, based upon a grid

of
√
2×
√
2km squares, and for even-numbered conditions with 2× 2km squares.

Figures 4.14-4.21 give results for 16 algorithm repetitions (parallel processing is utilised

here) for each of these eight sets of conditions. For each collector swap, three boxplots are

shown side-by-side;

1. the first (white) for the Nested Fedorov algorithm, finding a Poisson design using the

specified quadrature;

2. the second (pale grey) for the Nested Fedorov algorithm finding a linear design;

3. the third (dark grey) for the Nested Fedorov algorithm finding a Poisson design, but

with the Poisson parameters assumed to be at their prior means (effectively a ‘one-

point quadature’).

For each of the 16 repetitions within each condition, the same starting design (16 randomly

generated) is used for each of the Nested Fedorov algorithm runs. The D-efficiencies are

calculated relative to the best-found design in any of the three types of algorithm run,

and are based upon determinants calculated using three times as many quadrature points

per dimension (3 × 5 = 15) as used in the actual algorithm runs. Thus even the linear-

model algorithm runs have their results displayed in terms of the Poisson model, to enable

comparison. The results demonstrate that a change in covariances from 0.1 to 0.5 for the

quadrature results in decreases in variance of the achieved D-efficiencies. Also, a wider grid

allocation of potential collector sites to potential sensor sites (more potential sensor sites
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per potential collector), tends to cause higher variance in results, but slightly fewer required

collector swaps for convergence. This may be due to the number of potential collector swaps

possible at any given stage- when this is lower, one might expect a lower number of higher-

gain swaps to occur in the process of convergence. Each potential swap can cause a higher

increase in determinant (because of the higher number of potential sensor sites associated

with each potential collector). Thus, it is easier for the algorithm to become trapped in

a local maximum because of the restricted choice of collectors. However, in the process of

so-doing the algorithm can make some high gains in determinant. The values for the first

collector swap tend to be similar, suggesting that there may not be a large benefit in the extra

computation required for 3 quadrature points per dimension over only 1 point. Additionally,

for this simulated type at least, searching for a linearly optimal model gives a design that

serves well for the Poisson case too, although this is dependent upon the assumptions made

for the true parameter values. Recall that for the Type B simulations, some increases in

efficiency were achieved near the beginning of warm starts. These increases would not have

been possible through linear application of the Nested Fedorov algorithm alone since these

warm starts began with the best design that could be found for the linear model. Recall

also that for the Type A1 simulations, the algorithm differentiated correctly between points

belonging to the optimal linear and Poisson designs. This shows that the Nested Fedorov

method does have the capacity to distinguish between designs that are optimal for linear

and for Poisson scenarios, when such designs consist of different sets of points.

4.4.4 Discussion

The expansion of our aims to Poisson models increases the complexity of the optimisation

with the use of Gauss-Hermite quadrature to estimate an integral for a multivariate dis-

tribution of the prior parameters. This significantly affects computation time, owing to

the need to account for possible parameter values in the calculated determinants. Higher

variances and higher expected values in the parameters’ prior distributions tend to lead to

lower variances in the achieved D-efficiences. Designs found for the linear model case tend

to perform well for the Poisson model too, but some simulations have shown that the best-

found linear designs can still be improved upon through application of the Nested Fedorov
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algorithm again for a Poisson design.

Other distributions

The assumption of a Poisson model for the design may be too restrictive in terms of mean

and variance, given its use of a single parameter to describe both of these. In reality, it may

be that the variance for observed counts is greater than the mean (overdispersion) because

of unavailability of important attributes at the sensor sites. The assumption could be refined

to accommodate this through the use of a quasi-Poisson or negative Binomial model instead.

A quasi-Poisson model allows, through the inclusion of an extra parameter, for a linear de-

pedence of variance on mean rather than a simple equality (Ver Hoef and Boveng, 2007).

Meanwhile, the negative Binomial goes a step further by allowing a quadratic relationship.

With this latter option would come additional complexity in using the distribution and,

inevitably, a greater demand for computing power. The information matrix would depend

upon the regression parameters but also on the dispersion parameter. From an implemen-

tation perspective, if the counts were instead assumed to be Binomial/binary, and the link

function to be logit, the information matrix would have the same XTWX form, but with

diagonal elements µi ∗ (1 − µi) instead of the µi elements considered in this chapter. This

would mean that the Poisson methodology could be adapted for the Binomial case with

relative ease.

Discrete multivariate distribution of parameters

A key element of the methodology for the Poisson-based adaptations made in this chapter

is the characterisation of the distribution of the prior parameters. One issue is the point at

which this distribution is estimated. The approach taken in this chapter has been to specify

a continuous multivariate Normal distribution for the prior parameters, and approximate the

resulting integral using a quadrature. An alternative to this approach would be to assume

a discrete distribution at the outset, and obtain an exact expectation from this discrete

distribution, thus making the distribution estimation at an earlier point, in the manner of

Cook et al (2004).

70



Developing the existing methodology

The results have demonstrated the potential utility of the linear-model Nested Fedorov

algorithm in providing a warm start for the Poisson version. A possible method for further

study is to develop the linear model option to allow ‘backtracking’ from a best found design

to several designs of comparable, if slightly lower, determinant which may have several

different choices of collectors, and using these as starting points for application of the Poisson

Nested Fedorov algorithm.
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Chapter 5

Design point reallocation

Chapter 3 described methodology developed for the generation of optimal linear designs for

the nested sensor placement problem. Chapter 4 developed this work through the generation

of Poisson model designs. This chapter addresses a different extension of the original problem

by again considering the generation of linear models (as in Chapter 3), but with the inclusion

of a time-dependent element. The original assumption was that the chosen design points

were to form an exact design with precisely one usage of each point; that is, that a response

variable would be recorded precisely once for each design point. In practice however, the

experiment being conducted may continue over time in such a way that the response variable

is recorded at more than one time point. For example, sensors are placed and collect data

over time. The question then arises whether the optimal design(s) requires moves of sensors

over time. The primary concern here is the possible relocation of sensors, and time effects

are not considered. It should also be noted that the methodoloy uses the D-criterion to

design a linear model for all time points prior to the experiment, so that data from one

time point are not used to inform the design at subsequent time points. The discussion of

Poisson models in Section 5.6.3 notes the possibility of using collected data to inform the

design for later time points.
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5.1 The temporal element in the Sensor Placement Problem

The sensor placement problem may be taken as an example to illustrate this idea with a

motivation. The assumption in Chapter 3 is that the response variable being recorded is

of such a nature that its value must be assessed over some sufficiently long, but defined,

time period at each sensor location. The accumulation of material in a roadside gully is an

example of such a response variable. The introduction of the time element makes possible

the move of a given sensor at some point in time to a new location. For instance, ideally

there would be the option to move any given sensor on any given day. However, it is not

feasible to allow sensors to be moved on this individual basis, and the notion of time is

therefore restricted to a lower granularity, with a batch approach to sensor moves. For

instance, the unit of time epochs might be a month, a quarter or a year. Every epoch, the

whole set of sensors are candidates to be moved to new locations, although each one might

alternatively remain where it is. The experiment then accommodates data from multiple

epochs. There is the possibility of moving some or all of the sensors whilst keeping the

collectors fixed, or of moving both sensors and collectors. Practicalities dictate that any

moves be conducted together over a short time period at the end of each epoch, as this

minimises resources required for deinstallation, transport and reinstallation. Let T be the

number of time epochs permitted by the available experimental resources. There is an

assumption that each epoch would make possible the recording of the response variable at

a maximum of n points (n sensors), in the same manner as the fixed n points of the static

single-epoch arrangement; thus, a total of nT responses are to be recorded during the course

of the experiment. The problem then becomes one of choosing:

1. The collector sites at each epoch.

2. The design points (sensor sites) at each epoch.

3. The reallocation of sensors and collectors at the beginning of each epoch subsequent

to the first one; this reallocation should attempt to minimise the total cost of moving

the requisite equipment, if such a cost is to be considered, although this minimisation

may compete with the optimality requirement of the design.
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These choices may equivalently be expressed with primary emphasis on the holistic design

choices, rather than on the changes between epochs:

1. The collector sites to be used collectively across all epochs;

2. The design points to be used collectively across all epochs;

3. The allocation of these two sets of choices to individual epochs.

This distinction is made for a practical reason. Suppose that it is not possible to guarantee

that the experiment will in fact be conducted for the entirety of its intended timespan, for

instance owing to financial constraints or the risk of equipment malfunction. This consid-

eration, if entertained, makes it prudent to take a relatively greedy approach, prioritising

information gain in earlier epochs over the minimisation of equipment relocation costs dur-

ing later epochs. Whatever the emphasis in making these choices, the procedure may now

be formalised, with the relevant notation being chosen as follows.

5.2 Notation

As specified in Section 5.1, n design points are to be used in each time epoch, with a total of

T epochs and therefore nT points. Suppose there are a total of h0 potential collector sites

available for use. As in Chapter 3, let the set {1, . . . , h0} be treated as a fixed indexing of

these potential collector sites.

Let the set C consist of the chosen collectors across all T epochs; that is, it can be

partitioned as C = ∪t∈{1,...,T}Ct where Ct consists of the chosen collectors at epoch t. As

in Chapter 3, let there be an integer h1 number of collectors available for use during each

epoch, so that this value is fixed over time. Then each subset Ct (the choices of collector

for epoch t) has cardinality |Ct| ≤ h1, where the inequality indicates that not all collectors

need be deployed during a given epoch. Each potential collector site may be utilised up to

T times, subject of course to the numbers of usages of the other potential collector sites

together with the requirement that |C| = h1T . A potential collector site being used T times

would correspond to being used during every epoch of the experiment. Let ξH be the design

consisting of the sensor sites to be used, across all epochs, with design points belonging to
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the finite subset A of the design space χ. Thus A represents the points that may be used

during any epoch, and this set is effectively duplicated for every new epoch; that is, it is

no longer (necessarily) the case that ξH(x) = 1 ∀x ∈ A since design points may now be

used more than once, provided that no two such usages occur during the same epoch. The

design must however still be exact ; for each x ∈ A, ξH(x) = q/n, for some q ∈ {1, 2, . . . , n}.

Let Xt represent the set of design points used during epoch t. Then |Xt| = n, for each

t ∈ {1, . . . , T}.

5.2.1 Model specification

We assume the same model form as in Chapter 3, repeated here for convenience. We have

a sequence f of p continuous real-valued functions f = (f1, f2, . . . , fp) on χ, to give the

coefficient structure of the linear model; write f(x) for (f1(x), f2(x), . . . , fp(x)) when x ∈ χ.

Observations yi are to be collected once the xi have been chosen, with the observations

assumed to be of the form:

yi =

p∑
j=1

(fj(xi)βj) + ei, (5.1)

for p unknown coefficients βj , whose values are to be estimated by the experiment, and

n error terms ei, which are uncorrelated, each with Gaussian distribution; mean 0 and

variance σ2. The use of a Poisson model as an alternative to Gaussianity is considered in

the discussion at the conclusion of this chapter.

5.3 Move costs

To maximise learning, one might expect that the use of as few duplications in design points

as possible would be desirable. This may not be the case if only a small subset of the

available design points are located near the vertices of the hypercuboid bounding the design

space, but this will by no means always be the case, and the methodology developed for

multiple time epochs must at least be capable of attempting to avoid duplications. This

leads to the expectation that it will often be necessary not only to move design points to

new locations between time epochs, but that entire collectors will need to be reassigned,

with the concomitant relocation of all probes associated with them. It may be assumed that
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it is more (economically) costly to relocate an entire collector and all its sensors than it is to

relocate some or all of the sensors within the pool of available sensor sites associated with a

given collector. Thus, there is a compromise to be made between the amount of relocation

cost required by C, and the quality of the design that can be achieved by exploiting the

potential for sensor and/or collector relocations.

A methodology is adopted based on a set of varying applications of the Nested Fedorov and

standard Fedorov algorithms, and comparison of their results in terms of optimality.

5.4 Methodology

The following set of methods provides different approaches to striking balance between

minimising reallocation costs (but only implicitly), and maximising not only the overall

value of the design criterion, but its value for points used in the first time epoch. Each

method produces a design independently of the others, except 4, which takes the result of

3 as its input. The preferred design can be selected on the basis of its optimality value,

reallocation costs, or optimality during the first epoch; or a combination of these. As

specified in Section 5.2, there are T epochs in total. Each method adheres to any restriction

on the number of sensors per collector caused by the nesting structure. However, Methods

4 and 5 can result in designs that do not meet the requirement of n points per epoch. The

methods are as follows:

1. Use the Nested Fedorov algorithm to construct a design of Tn points using only h1

collectors, so that the chosen collectors will be fixed for the T epochs. The dataset

input consists of the set of available points for one epoch, duplicated so that the number

of available collector sites does not increase, but the number of available sensor sites

allocated to each collector is T times its value.

2. As Method 1, with the same dataset of potential sites, but construct the design for

only n points, intending these as the epoch 1 points; then allow the standard Fedorov

algorithm to add n points to the design (fixing the initial n points), for the subsequent

epochs with the collectors also fixed to be the same as for the first epoch.
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3. Use the Nested Fedorov algorithm to choose h1 collectors and n points, for the first

epoch, then fix these collectors and points and allow the same algorithm to choose the

collectors and points for the subsequent epochs, from any of the available collector

and sensor sites.

4. Run the standard Fedorov algorithm on the output of Method 3, fixing the chosen

collectors but allowing the sensors to vary. This may of course result in a distribution

of probes that makes it difficult or impossible to adhere to the requirement that there

be precisely n points per epoch. This method is included as a slight adjustment to

Method 3 where the D-optimality may increase, but the practicality of assigned probes

to epochs becomes more problematic.

5. Use the Hierarchical Fedorov algorithm to choose the collectors for all epochs simulta-

neously. As with Method 4, this can make the probe-to-epoch allocation problematic,

in order to satisfy the requirement of precisely n points per epoch.

The Hierarchical Fedorov algorithm is adapted to allow the fixing of specified sensors and

collectors, in order to make Methods 2 and 3 possible. Note that the methods do not directly

consider move costs in the choices of pairwise swaps.

5.5 Results

Simulated datasets are again used to assess the methods’ ability to identify a known optimal

design, where optimality is assessed purely on the basis of D-optimality, not move costs. The

application dataset is also used. In Chapters 3 and 4 it was possible to make comparisons

of the progress of the algorithm(s) during a given run, between for example the use of the

Hierarchical Fedorov algorithm with and without an informed starting design, compared at

successive collector swaps. However, for the five methods described in 5.4, and the näıve

sampling method, the work being performed at a given stage does not have the same meaning

for different methods. For example, Methods 1 and 2 choose all the collectors to be used

from the beginning, but with different numbers of sensors initially. However, efficiencies

with respect to the D-optimality criterion may be used to compare the finally generated
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Method Mean Efficiency Std. Dev. Efficiency

1 1.000 0.00181
2 1.000 0.00
3 0.995 0.0155
4 0.995 0.0155
5 0.991 0.0225

Table 5.1: Comparison of D-efficiencies achieved using time-based methods for simulated
data (Type A) (3 sig. figures).

designs. Similarities in terms of the collectors chosen may also be assessed.

5.5.1 Simulated data

50 simulations are performed with a known hidden linearly-optimal design of 16 points

augmented by Uniformly sampled points, as in Chapter 3. The data range is [−1, 1] for

these simulations. Two time epochs are used. There are 5 collectors to be chosen from

20 available collectors per epoch. For each method, this hidden design is made accessible

through an appropriate choice of collectors. For Methods 1 and 2, it is accessible through a

choice of 5 collectors, and for Methods 3-5, through a choice of 10 collectors. The methods

are repeated 16 times for each of the 50 simulations. Table 5.1 gives achieved efficiencies

for each of the methods. Methods 3, 4 and 5 are the only ones that can result in different

collectors being chosen for the second epoch compared to the first. For the simulated data,

these methods consistently choose to move all of the collectors to new locations for the

second epoch, when there is an optimal design that may be accessed through such a choice.

In this scenario, the optimal design requires moves of sensors over time in order to be

accessed.

5.5.2 Application data

The application dataset as used in Chapters 3 and 4 is used to test the time-based methods.

Two time epochs are used, with 16 algorithm repetitions, 20 design points chosen from

2047 potential points, and 5 collectors chosen from 55 sites. The achieved efficiencies are

displayed in Table 5.2.

78



Method Efficiency

1 0.900
2 1.00
3 0.828
4 0.829
5 0.862

Table 5.2: Comparison of efficiencies achieved using time-based methods for application
data (3 sig. figures).

It would appear from these results that whilst all five of the non-näıve methods do per-

form well, Method 2 outperforms the others. Method 2 has appeal as an approach, in its

combination of minimising reallocation costs by fixing the collectors in the epochs, with the

greedy approach to information by using n initial points for the first epoch, in an attempt

to concentrate the information in this first epoch.

5.6 Discussion

5.6.1 Allocation of sensors to epochs

Methods 4 and 5 do not display superiority in terms of D-optimality over Methods 1 and

2 in the simulation runs. This is despite the freedom that they are permitted in failing to

observe the requirement for n points per epoch. Had they proven superior to Methods 4 and

5, there would be grounds for adapting their methods to control the allocation of sensors

to epochs. This could be achieved by having the standard and Nested Fedorov algorithms

only be permitted to make swaps of sensors and collectors within assigned epochs, so that

the number of sensors used in any epoch did not change.

5.6.2 Move costs

Move costs could be incorporated in the implementations of the standard and Nested Fe-

dorov algorithms, in order that these costs be considered during the design construction

rather than as a criterion for deciding upon which of the five methods detailed in Section

5.4 to use. This would be achieved by altering the basis upon which the value of each po-
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tential swap is assessed. The hypothetical change in D-optimality would still be calculated,

but a move cost(s) would be subtracted if the swap would result in a move or moves. The

ratio of move cost to D-optimality would be a user-defined input. The question of moving

entire collectors becomes complex in this scenario, since the number of points per collector

is not fixed. In such a scenario, it would also be of interest to explore the effect of varying

the ratio of move cost to D-optimality value. This ratio would be vital in determining the

behaviour of the algorithm subject to the cost and D-optimality requirements. However,

its value may be dictated by external factors, depending on the relative importance of the

parameter estimates and the costs of moving sensors over time.

5.6.3 Poisson models

An unrelated question is that of the use of a Poisson-based model. This would naturally

add a great deal of complexity to the problem, not least because of the dependence of

the parameter estimates upon the data. Should a Poisson model be assumed, it would

become prudent to use any data collected during the first time epoch in subsequent ones

in a Bayesian manner. The matter of allowing more than two time epochs (as used in the

simulations) would also add significant complexity to the process, but could be useful for

scenarios in which long term use and relocation of sensors is possible.
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Chapter 6

Conclusions and future directions

6.1 Contributions

This thesis has presented new methodology for the construction of D-optimal designs sub-

ject to a nesting constraint. Allowing for this constraint in the construction of designs

makes it possible to assign design points to higher-level members of the nesting hierarchy,

which in practical terms means that sensors may be deployed in the natural environment

around local data collecting devices, for relay to a server. The methodology presented allows

for linear or Poisson models to be constructed with respect to D-optimality. The existing

Fedorov exchange algorithm is adapted to permit swaps of collectors based upon assess-

ment of their potential contribution to the design’s D-optimality criterion value. This is

performed for linear models in Chapter 3 and then for Poisson models in 4. The extension

to Poisson models involves additional computation using a Gaussian quadrature approach.

The successful implementation of these methods in R represents a considerable amount of

work. Linear models may also be constructed for multiple time epochs with respect to D-

optimality. Several potential methods are proposed and compared in Chapter 5, accounting

for the possibility of moves of sensors over time. Results have demonstrated a clear ability

of the Nested Fedorov algorithm to identify known optimal designs in all three of these

scenarios, and the algorithm also demonstrates convergence and improvement upon näıve

or alternative methods. In the linear case, the results have been shown to achieve designs

with consistent prediction variance across most of the design space.
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6.2 Future work

There are many possibilities for further work. As noted in the discussion at the end of

Chapter 4, the use of a negative Binomial model rather than Poisson may help to account

for possible overdispersion caused by important but unavailable attributes at the sensor sites.

There would be likely to be an increase in the computation required, with a more complex

information matrix than for the Poisson case. This information matrix would depend upon

the model regression parameters but also upon the dispersion parameter.

Also based on the work in Chapter 4, an alternative to the quadrature method currently

employed for Poisson models would be the assumption of a discrete prior distribution for

the parameters. This might reduce computation times within the algorithm run itself by

removing the need for the quadrature, but would rely upon appropriate specification of the

prior distribution, which might in itself present more serious difficulties.

The use of a weight matrix for the Poisson model also raises the possibility of using a weight

matrix to deal with possible spatial correlation in the candidate design points. The issue of

dependent errors leads to a complex problem with a nonconvex space on which to optimise,

even before imposing the nesting constraint, as noted for example by Dette et al. (2016). It

may be necessary to start from a higher number of designs in order to increase the chance

of finding an optimal or close-to-optimal design. The starting designs may also need to be

more strategically chosen, using a grid search for example. The current implementation

of the Nested Fedorov algorithm already allows for the use of a weight matrix that is not

necessarily diagonal in the computation for linear model construction, and this means that

there is potential for further work on this in the near future.

Section 5.6 notes a number of possible areas for further work in the implementation of the

algorithms for use over multiple epochs.

One further area for exploration is the possibility of multiple membership of sensors to

collectors. The current assumption is that there is no overlap and that each potential

sensor (potential design point) has only one assigned collector. With multiple membership,

it becomes possible to choose which sensor-collector memberships to use, based on their

effect upon the optimality criterion. The Nested Fedorov algorithm in its current form then
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becomes unsuitable for design construction, as it relies on a single membership of design

points to collectors. With multiple membership, one possible methodology would be to

choose a primary membership for each design point with more than one associated collector,

in order to consider the situation as if there were no multiple memberships. Suppose that a

point xi had two associated collectors c1 and c2. Before constructing any design, we might

consider the optimality criterion values that would arise by using all elements of each of the

pools of potential design points associated with c1 and c2 in turn, and assess the changes

in these two values that would be caused by associating xi with each of them. xi would

then be assigned to the one whose value it best affected. However, this approach would be

highly dependent upon the order in which points with multiple memberships were assigned

to single collectors, and in any case would not directly take account of the actual design

subsequently chosen by the Nested Fedorov algorithm.

An alternative approach would be to modify the Nested Fedorov algorithm methodology

itself such that during the course of the algorithm’s run, the multiple memberships were

considered as part of the decision to make a collector swap. Suppose that a collector swap

were to be made, removing collector c1 and including collector c2 in its place. Any design

points already being used for c1 that also had membership to c2 could be retained. Any

others would be removed and their sensors relocated to c2, provided that they could be

accommodated there. Before actually performing a collector swap, however, a choice would

still need to be made as to the most appropriate swap to perform. In the current Nested

Fedorov algorithm methodology, the consideration of a potential swap includes consideration

of the potential removal of one collector’s design points from the design, and the potential

inclusion of another collector’s design points. The potential removal and potential inclusion

could now include bounds. For the potential removal,

• the worst case is the optimality criterion change that would result from excluding all

of the points associated with the candidate-collector-for-removal, including those with

membership to other currently used collectors;

• the best case is the optimality criterion change that would result from excluding only

those of the candidate-collector-for-removal’s points that have no membership with
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any of the other currently used collectors.

For the potential inclusion,

• the worst case is the optimality criterion change that would result from including only

those of the candidate-collector-for-inclusion’s points that have no membership to a

currently-used collector;

• the best case is the optimality criterion change that would result from including all

of the candidate collector-for-inclusion’s points, regardless of their membership to any

of the currently-used collectors. For points currently used by some other currently-

chosen collector, but with membership to the candidate-collector-for-inclusion, they

are temporarily considered as if they belonged to the candidate collector rather than

the current design.

These bounds would then permit calibration of the algorithm according to the degree of

optimism to be employed in making collector swaps. The calibration would also depend

upon the nature of the multiple memberships, which might include factors such as:

• Mean number of memberships per design point;

• Mean number of multiple memberships per collector;

• Quantities relating to a distance matrix for the collectors, constructed based upon the

number of design points in common.

These potential areas of further exploration afford many opportunities for exciting develop-

ments of the methodology presented in this thesis.
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Appendix A

Nested Fedorov algorithm in detail

This Appendix provides a more detailed account of the Nested Fedorov algorithm and its

implementation in R; Algorithm 2 is replicated from Chapter 3 for convenience, and contains

the main components, whilst Algorithm 3 describes the adaption of a given design to satisfy

a constraint on the number of design points per collector, which is a possible practical

requirement. Information on the implementation of the standard Fedorov algorithm is also

provided.

A.1 Nested Fedorov algorithm

The algorithm inputs for the Nested Fedorov algorithm are:

• n (the prescribed number of design points) and h1 (the prescribed number of collectors

to be used)- assume that the h0 potential collector sites are simply labelled 1, . . . , h0;

• {(x, g(x))} ∀x ∈ A (the nesting structure);

• Criterion for minimum determinant before a matrix is deemed singular- this is not

referred to explicitly in the algorithm description, but checks are made at the relevant

points before altering the design, in order to avoid a singular matrix M .

• An option to calculate the D-optimality criterion either for a linear model, or for a

Poisson one, using a specified Gaussian quadrature input. The implementation for the
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Gaussian quadrature input makes use of code sourced from BioStatMatt (2015) which

itself uses the Gauss Hermite function from Swihart and Lindsey (2022).

In addition to these inputs are various parameters governing the numbers of runs of the

algorithm and its components. In the interests of clarity, these are not included explicitly

in the algorithm description, but are as follows:

• Number of times to repeat the algorithm overall; the code permits repetitions of the

algorithm with the same starting design, or with different specified starting designs.

This feature can be useful in observing possible relationships between starting and

output designs.

• Maximum number of times to attempt a collector swap, for each of the overall algo-

rithm repetitions specified in the previous point. This is the only stopping criterion

used by the Nested Fedorov algorithm in its current implementation. It can be used

as a fail-safe against large computation times with small incremental improvements

in the D criterion value, and also facilitates comparison of the progress of multiple

repetitions of the algorithm at each collector swap;

• Number of additional times (beyond once) to run the standard Fedorov algorithm

after a collector swap, and the number of times to attempt a swap of design points in

these runs. This corresponds to line 23 in Algorithm 2.

• Number of additional times (beyond once) to run the standard Fedorov algorithm after

having added a collector, in the case of there being too few used, and the number of

times to attempt a swap in these runs. This corresponds to line 29 in Algorithm 2.

A.2 Standard Fedorov algorithm

The standard Fedorov algorithm is implemented in R, in order that it may be run at

lines 23 and 29 of the Nested Fedorov algorithm (algorithm 2). At these points, it is

run on {x : g(x) ∈ C}, with starting set of design points {x : ξH(x) = 1} ∪ E where E

consists of min(n, |{x : g(x) ∈ C}|)− |{x : ξH(x) = 1}| randomly sampled points from
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input : n, h1, h0,{(x, g(x))}, and minimum determinant criterion.
1 Create a random sample C ∈ {1, 2, . . . h0}, with |C| = h1;
2 Run standard Fedorov algorithm on {x : g(x) ∈ C} with a random starting set of

min(n, |{x : g(x) ∈ C}|) design points- resultant design ξH ∈ ΞH ;
3 while an increase in |M(ξH)| is achieved do
4 if |{x : g(x) = c AND ξH(x) = 1}| > 0 ∀c ∈ C then
5 for ci ∈ {c : c ∈ C} do
6 Set the design for ξHi to {x : g(x) ∈ (C \ ci) AND ξH(x) = 1}.;
7 for pj ∈ {g(x) : g(x) /∈ C} do
8 if |{x : g(x) = pj}| ≤ (n− |{x : ξHi(x) = 1}|) then
9 Set the design for ξHij to {x : ξHi(x) = 1 OR g(x) = pj}

10 else
11 Set ξHij = ξHi ;

12 for k in 1 : (n− |{x : ξHi(x) = 1}|) do
13 for xl ∈ {x : g(x) = pj AND ξHij (x) = 0} do
14 Set the design for ξHijk

to {x : ξHij (x) = 1} ∪ xl
15 end
16 ξHij ← arg max

ξHijk

|M(ξHijk
)|.

17 end

18 end

19 end
20 ξHi ← argmax

ξHij

|M(ξHij )|.

21 end
22 ξH ← argmax

ξHi

|M(ξHi)| and then C ← {g(x) : ξH(x) = 1} ;

23 Run standard Fedorov algorithm on {x : g(x) ∈ C} with starting design ξH .

24 else
25 for pi ∈ {g(x) : g(x) /∈ C} do
26 Set the design for ξHi to {x : ξH = 1 OR g(x) = pi}.
27 end
28 C ← C ∪ pi where i = argmax

i
|M(ξHi)|. Note that ξH is not altered here;

29 Run standard Fedorov algorithm on {x : g(x) ∈ C} with starting design ξH .

30 end
31 if The current run of the while loop has not resulted in an increase in |M(ξH)|,

then
32 undo its effects, and halt the while loop at this point.
33 end

34 end
output: ξH (C may be inferred from this).

Algorithm 2: Nested Fedorov Algorithm
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{x : ξH(x) = 0, g(x) ∈ C}. Note this standard Fedorov run does not affect C, the currently

chosen collectors. If specified, at each of these two points (lines 23 and 29), the standard

Fedorov algorithm may be run a further number of times, each time with a new randomly

sampled starting set, of size min(n, |{x : g(x) ∈ C}|) sampled from {x : g(x) ∈ C}, with the

best design always being chosen. The implementation of the standard Fedorov algorithm

has certain bespoke features to aid its use within the Nested algorithm:

• An option to use a stopping criterion based on determinant increase, or to impose a

maximum number of swaps. If the latter option is selected, the algorithm continues

either until no increase in determinant is achieved, or the maximum number of swaps

has been performed.

• An optional input of a starting design ξH from which to attempt pairwise swaps. If

|M(ξH)| and/orM(ξH)−1 are known, these may also be input to eliminate unnecessary

computation. If no starting design is specified, a random one is used; uniform random

sampling of the required number of design points is performed from the candidate

points until a design with non-singular M is found.

• If the starting design input option is exercised, a further option is also available,

allowing a specified subset of the starting design to be fixed. This means that this

subset will remain in the design, and the only points to be considered for replacement

with other points as a result of pairwise swaps will be the elements of its complement

in the starting design.

• As for the Nested Fedorov algorithm; an option to calculate the D-optimality criterion

either for a linear model, or for a Poisson one, using a specified Gaussian quadrature

input.

Both the standard and Nested Fedorov algorithm implementations include an option to make

use of the computational shortcuts for determinant update and inverse update described in

Section 3.3, for either linear or Poisson models.
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A.3 Sensors-per-collector constraint

Algorithm 3 considers the possibility that, for practical reasons, the constraint |{x : g(x) =

c}| ∈ [a, b] ∀c ∈ C is to be imposed on the design, if possible, with a, b ∈ N. This algorithm

may be run separately on an output design from the Nested Fedorov algorithm, although

its use is included as an option in the Nested Fedorov algorithm implementation as a final

amendment to the output design, for ease.

1 if there exists at least one rearrangement of the current design points given by ξH ,
subject to the current collector choice of C, that would satisfy the constraint
|{x : g(x) = c}| ∈ [a, b] ∀c ∈ C, with a, b ∈ N ;

2 then
3 while the constraint is not met do
4 Define the following disjoint sets;
5 C1 = {c ∈ C : |{x : g(x) = c}| = a};
6 C2 = {c ∈ C : |{x : g(x) = c}| = b};
7 C3 = {c ∈ C : |{x : g(x) = c}| < a};
8 C4 = {c ∈ C : |{x : g(x) = c}| > b} and;
9 C5 = {c ∈ C : |{x : g(x) = c}| ∈ (a, b)};

10 and effect a single pairwise swap of design points in ξH ; permissible swaps
are those that either;

11 ((decrease |C2 ∪ C5| by 1) AND (increase |C3| by 1)), OR;
12 ((decrease |C4| by 1) AND (increase |C3| by 1)), OR;
13 ((decrease |C4| by 1) AND (increase |C1 ∪ C5| by 1));
14 (Note that the above three cases have been deliberately written so as to be

disjoint, as this helps to avoid consideration of duplicate cases in the
implementation). Choose the swap that results in the greatest change in
the value of |M(ξH)|, even if this is negative. If no swap is possible, halt
the while loop.

15 end

16 else
17 Leave ξH unchanged.
18 end

Algorithm 3: Greedy design-points-per-collector constraint modification.

In order to mitigate the risk of error propagation in real-world applications, the com-

putational shortcut option in the Nested Fedorov algorithm includes the computation of

determinants and inverses explicitly at regular strategic points in order to correct any er-

rors. Similarly in the standard Fedorov algorithm implementation, an option is available

that uses the Section 3.3 techniques in deciding upon a swap, but computes the resulting
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determinant and inverse explicitly at the conclusion of each swap.
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