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Abstract

Due to a lack of upstream monitors, the effects of the solar wind on Saturn’s

magnetosphere are not well understood. Consequently, previous investigations of

this relationship have been restricted to time limited case studies. However, it is

known that the solar wind plays an important role in magnetosphere dynamics. With

the conclusion of the Cassini mission in 2017, continuous data, spanning 13 years is

available to conduct an investigation.

In this thesis, we present three studies. The first exploring the relationship of

directly measured solar wind and IMF data to the magnetic field perturbations

detected via the geomagnetic indices, AL and SYM/H. The second then continues this

work with a comparative study between coupling functions and their utility versus

individual solar wind and IMF parameters to detection of the geomagnetic indices,

AL and SYM/H. This research then culminates in a large-scale statistical study of

Saturn kilometric radiation as a proxy for the solar wind. Due to the lack of direct

solar wind monitoring at Saturn, we use a solar wind propagation model to explore

several solar wind and IMF parameters and their relationship with Saturn kilometric
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radiation.

To assess the strength of the relationships between the solar wind parameters

and both the geomagnetic indices, AL and SYM/H, and Saturn kilometric radiation,

we use mutual information (chapter 5). Mutual information is a measurement of

how strong the relationship is between two variables, and by extension, how much

we can infer from one about the other. In the latter study, that is how confident

we can be of Saturn kilometric radiation’s strength when measuring a given solar

wind and IMF parameter value from the propagation model. It has significant

advantages over traditional metrics such as correlation, which can only consider linear

relationships. Mutual information is able to explore and reveal non-linear relationships

in addition. This thesis first outlines the theory behind and a means of applying

mutual information to the data considered (chapter 6). Additionally, a means of

calculating uncertainties for singular data sets is adapted and tested on predictable

Gaussian data to ascertain the utility of this technique.

In our first study (chapter 7) we analyse geomagnetic indices with directly

measured solar wind data. Known relationships are drawn out in expectations with

previous studies, confirming the application of the methods in this thesis. Our

second study (chapter 8) investigates the utility of coupling functions as a means

of describing the solar wind and IMF coupling with the terrestrial magnetosphere,

relating them to the enhancement of geomagnetic indices. We find that even under

general conditions, coupling functions are a much stronger indicator of the solar wind

and IMF relationship to geomagnetic indices.

Finally, we apply the methods of this thesis to propagated solar wind and IMF data

with Saturnian kilometric radiation (chapter 9). We find the IMF parameter, By, to
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present a statistically significant relationship with Saturn kilometric radiation, acting

as a proxy for the IMF strength and rate of magnetic reconnection. Unlike previous

case studies that predict the dynamic pressure, pdyn, as the strongest relationship, this

is found to be the weakest relationship of all the parameters considered. However,

this is related to the uncertainty in propagation arrival times associated with the

Sun-Earth-Saturn angle and therefore conclude that mutual information values for

this chapter should be considered a lower limit. Further work is then suggested to

improve upon these results by relating the Sun-Earth-Saturn angle to the time offset

described in section 6.4.
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7.1 Comparison of MI values for the AL index when compared to param-

eters of the propagated solar wind. x-axis: (top) solar wind and IMF

variables (bottom) all data sets compare to the AL index. The y-axis

represents the time offset, in hours, between the solar wind variables

and the AL index data set’s timestamps, as described in section 6.4.
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data sets and the response time is observable in almost all cases can be

seen in section C.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

7.2 MI results for the solar wind and IMF parameters’ relationship with the

AL index. The Bz component of the IMF is the strongest driver of the

AL index and clearly draws out the magnetospheric response time of

the terrestrial magnetosphere, at the 45 minute offset (dashed vertical

line). vx is identifiable as the secondary driver of the AL index with

T , third. T is likely an artefact of the vx parameter. Offset indicates

the extent of time offsetting between data sets (section 6.4). Individual

values of the MI can be found in Table C.1 for the IMF parameters and

Table C.2 for solar wind parameters. . . . . . . . . . . . . . . . . . . 150
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index. The Bz component of the IMF is not the strongest driver of

the SYM/H index but clearly draws out the magnetospheric response

time of the terrestrial magnetosphere, at the 45 minute offset (dashed
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time offset. Individual values of the MI can be found in Table C.3 for
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8.1 Comparison of MI values for Bz, ΦD, EKL, and ϵ, as observed via the

AL index. x-axis: (top) coupling function (bottom) all data sets use

the AL index. The y-axis represents the time offset, in hours, between

the coupling functions and the AL index timestamps, as described in

section 6.4. Individual heat maps, where the MI value is not relative
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8.2 MI results for Bz, ΦD, EKL, and ϵ, with the AL index. The coupling

functions, Bz, all clearly draw out the magnetospheric response time of

the terrestrial magnetosphere, at the 45 minute offset (dashed vertical

line). Offset indicates the extent of time offsetting between data sets

(section 6.4). Individual values of the MI can be found in Table D.1. . 173
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8.4 MI results for Bz, ΦD, EKL, and ϵ, with the SYM/H index. The
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9.1 MI results for all propagated solar wind variables against SKR data
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9.2 Comparison of MI values for propagated solar wind parameters com-

pared with the LH 10 - 1,000 kHz SKR emissions. x-axis: (top)

propagated solar wind parameter (bottom) all data sets use the LH 10

- 1,000 kHz SKR data. The y-axis represents the time offset, in hours,

between the propagated solar wind and SKR timestamps, as described

in section 6.4. The time offset fails to reveal a response time nor reveal

a clear strengthening of MI when accounting for the propagation time

of the solar wind. Individual heat maps, where the MI value is not

relative to other data sets can be seen in subsection E.2.1. . . . . . . 204
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a clear strengthening of MI when accounting for the propagation time
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9.8 Comparison of MI values for propagated solar wind parameters com-

pared with the RH 100 - 400 kHz SKR emissions. x-axis: (top)

propagated solar wind parameter (bottom) all data sets use the RH 100
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Chapter 1

Introduction

Due to a lack of upstream monitors, the effects of the solar wind on magnetospheres

other than the Earth’s are not well understood. At Saturn, previous investigations of

this relationship have been restricted to time limited case studies.(Desch (1982); Desch

and Rucker (1983); Taubenschuss et al. (2006); Badman et al. (2008); Clarke et al.

(2009); Jackman et al. (2010)). Existing studies into Saturn’s magnetosphere have

made clear that the solar wind plays an important role in magnetospheric dynamics.

What is unclear, is the extent to which the solar wind drives the magnetospheric

dynamics where other mechanisms contribute, such as internal plasma sources from

Enceladus. As such, the need for a general method to investigate the relationship

between the solar wind and planetary magnetospheres is much needed.

With the conclusion of the Cassini mission in 2017, 13 years of continuous data

is available to conduct an investigation connecting the solar wind to driving of the

Saturnian magnetosphere. In this thesis we present a large-scale statistical study of

Saturn Kilometric Radiation (SKR) as a proxy for the solar wind, building a method

of comparison being generally applicable to other celestial objects and data sets. Due
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to the lack of upstream monitors at Saturn, we use a propagation model to explore

several solar wind parameters and their relationship with SKR. The structure of this

thesis and a brief description of its contents are outlined here.

chapter 2: We begin by first exploring the physics required to understand and

interpret the results presented in this thesis. This begins with the fundamentals;

defining what a plasma is, how it behaves in the presence of magnetic fields, and

the frozen-in relationship that binds plasmas and magnetic fields together. We follow

these basics by explaining the behaviours of the solar wind, from the violent expulsion

of plasma from the solar environment, to its varied behaviours in the interplanetary

medium (IPM).

chapter 3: Following the path of the solar wind as it moves through the

IPM, this chapter explores what happens when the solar wind reaches a planetary

magnetosphere within the Solar System. The relationship between the solar wind

and magnetospheric systems are understood, outlining the Dungey cycle and magnetic

reconnection. Finally, we close our exploration of the fundamental physics by outlining

the various phenomena to be investigated: geomagnetic indices, coupling functions,

and SKR, defining their properties and the mechanisms that generate them.

chapter 4: Before relationships with the solar wind can be explored, the origins,

caveats, and limitations of the data must be accounted for. In particular, when

exploring the solar wind relationship with SKR, due to the absence of upstream

monitors, solar wind conditions must be propagated to Saturn. This is achieved using

direct measurements of the solar wind at Earth and the L1 Lagrange point. Thus, the

solar wind, one-dimensional, magnetohydrodynamic propagation model of Tao et al.

(2005) is outlined to achieve this. The limitations of the model and the constraints it
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puts upon the use of Cassini mission data are the largest limitation on data availability

for this investigation, primarily in uncertainties of the arrival time of propagated data

and the constraints placed by the Sun-Earth-Saturn angle, ΦS.

chapter 5: To characterise the strength of the relationship between various solar

wind parameters and SKR, we use Mutual Information (MI). MI is a measurement of

the strength of a relationship between two variables, and by extension, how much we

can infer from one about the other. Unlike traditional statistical comparisons, such as

correlation, which can only reveal linear relationships, MI can explore all relationships,

including non-linear ones. As the means by which we can interpret the relationship

between the solar wind and Saturn, this chapter is devoted to understanding the

derivation of MI and the value of its measurements.

chapter 6: A limitation of space studies is the expense of developing, manu-

facturing, and deploying instrumentation to measure the phenomena crucial to our

understanding of the universe. It is unfortunate then that only one data set for the

solar wind and SKR exists. There are no multiples of the data sets recorded, from

which we can calculate repeated values of MI, in order to derive the uncertainties of

the results presented here. Thus, this chapter is devoted to adapting the methods

of Holmes et al. (2019), to solve the MI uncertainties of our results. We test

these methods extensively, using Gaussian data with known MI values to verify the

adaptation.

chapter 7: With a means of exploring relationships between the solar wind and

planetary magnetospheres formed, the remaining question stands, Will it work?.

Assessing the relationship between the solar wind and SKR lends the challenge to

any results that this is a new exploration, using propagated, in the absence of directly
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measured, solar wind data. Thus, any unexpected relationships found, particularly

if they are in contradiction to the present understanding of the relationship between

the solar wind and SKR, will raise questions around confidence in the method. This

chapter then conducts our first investigation in the terrestrial system, exploring the

relationship between the geomagnetic indices, AL and SYM/H, to the solar wind.

Geomagnetic indices are measures of magnetic field enhancement in the terrestrial

magnetosphere, in response to the solar wind. Results confirm the relationship, and

crucially draw out the response time of the magnetosphere, the time taken for solar

wind plasma to travel through the magnetospheric system, confirming the methods

of this thesis to draw out relationships from real data using MI.

chapter 8: Following verification of this thesis’ ability to draw out known

relationships, remaining time during a placement at the European Space Agency

was used to conduct an investigation on the utility of coupling functions. Coupling

functions measure the coupling of the solar wind to the magnetosphere by fitting

equations, with empirically derived constants and powers, to measured data. As

geomagnetic indices are strongly related to the solar wind, we compare the coupling

functions to the AL and SYM/H indices. Compared to the north-south aligned

interplanetary magnetic field (IMF), Bz, coupling functions are found to be more

powerful measures of the solar wind-magnetosphere coupling. They also reveal the

response time of the magnetosphere more clearly and consistently across multiple

solar wind parameters. Thus, this chapter reinforces those of chapter 7 in confirming

the methods of this thesis using MI.

chapter 9: Finally, with the application of MI verified, we explore the use of SKR as

a proxy for the solar wind. Using propagated solar wind data in the absence of direct
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measurements, the relationship between the solar wind and SKR can be assessed.

Results reveal a clear relationship between the tangential magnetic field, By, acting as

a proxy for the IMF strength and rate of magnetic reconnection, with the generation of

SKR emissions. Some limitations of the approach due to the propagation uncertainty

associated with Φs are addressed and suggestions for remediation in future work is

suggested.
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Chapter 2

The Origins of the Solar Wind

The solar wind, central to the questions of this thesis, is an energetic plasma

present throughout the solar system. Originating within the Sun, the solar wind

is violently expelled into the Interplanetary Medium (IPM), the vast space that

surrounds the bodies of the solar system and stretches out to the limits of the

heliosphere. Along its journey through the IPM, the solar wind will encounter the

major planets, where numerous phenomena occur as it interacts with the planetary

magnetospheres. In order to understand the consequences of these interactions one

must first understand the fundamental physics relating to the solar wind, its journey,

and the magnetospheric interactions that occur as a consequence. Throughout this

chapter and the following chapter 3, the fundamental principles and concepts relevant

to this work are presented, following this journey from star to magnetosphere.

In this chapter, we set the foundations of this thesis by first defining a plasma and

its criterion. We then delve into the underlying physics that governs the behaviour

of particles within a plasma and in the presence of magnetic fields. Next, we

outline the equations that govern a plasma as a magnetohydrodynamic (MHD) fluid,
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building the foundational knowledge needed to understand the behaviour of the solar

wind propagation model presented in section 4.3. Finally, we explore the dynamic

environment that is the solar wind, it’s properties, and the mechanisms that cause

this dynamism.

By no means is this an exhaustive exploration into the physics that govern the

solar wind. This chapter is presented to aid the readers understanding of the work in

this thesis and inform the results outlined in the final chapters. Except where other

sources are listed, this chapter uses the works of “Space Physics An Introduction” by

Russell et al. (2016) and “Basic Space Plasma Physics” by Baumjohann et al. (2012).

2.1 Plasma Definition

Local to the Earth, few examples of a plasma can be found naturally occurring

(examples include flames and lightning strikes). However, move away and one will

quickly find that more than 99% of all known matter is in the form of a plasma, i.e. a

gas composed of electrically conducting charged particles, which differentiate it from a

general gas. Plasmas environments are dynamic, composed of fast moving interacting

electrons and ions.

The fast moving electrons within a plasma are referred to as free electrons,

unbound to any parent atoms. Ions are atoms possessing a net positive or negative

charge. Ionisation can occur from photo-ionisation, charge exchange, and collisions.

Photo-ionisation is a process whereby energetic photons interact with an atom,

providing enough energy exchange to overcome the potential energy that binds an

electron to an atom, causing the release of the electron and leaving behind positively
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charged ions. Collisions cause ionisation when particles collide, transferring sufficient

energy to release an electron and create a positively charged ion, or bind a free electron

to an atom, creating a negatively charged ion. Charge exchange occurs when one atom

transfers an electron to another atom, resulting in no net gain or loss of ionisation.

Ions are also a type of free particle, defined as a particle whose motion is free of

the influence of other nearby charged particles. In MHD models, such as that of Tao

et al. (2005), free particles (and plasmas) exist in a collisionless regime and is what

will be assumed in this thesis. To be a free particle, the particle must have a kinetic

(thermal) energy that greatly exceeds the potential energy from its nearest neighbour,

to prevent particle coupling. These energies, in order to overcome the neighbourhood

potential energies, must therefore be in excess of a few electronvolts.

Plasmas exist in a quasi-neutral state at scale; when the net balance of positive and

negative charge carriers within a volume is roughly equal. In order to more rigorously

define when an ionised gas is in a plasma state, we define the following criterion.

2.1.1 Debye Shielding

A quasi-neutral state will appear electrically neutral, due to the positive and negative

charge carriers shielding one another at a macroscopic level (cancelling out one

another). In order to appear electrically neutral, the Coulomb potential field of each

charge, q, and hence the electric field, is shielded by other charges according to the

Debye potential

ϕD =
q

4πϵ0r
exp

(
− r

λD

)
(2.1)

where ϵ0 is the free space permittivity, r is the distance, and λD is the Debye length.
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The Debye length is the distance at which the kinetic (thermal) particle energy and

electrostatic potential energy, resulting from charge separation, shield one another.

The Debye length is a function of both the electron and ion temperatures, Te and Ti,

and plasma densities, ne and ni, where it is assumed that Te ≃ Ti and ne ≃ ni. It is

defined as

λD =

(
ϵ0kBTe
nee2

) 1
2

(2.2)

where kB is the Boltzmann constant and e the electron charge.

In order to be quasi-neutral, sufficient space must exist for collective shielding

to occur. As such, the following condition must be satisfied, called the first plasma

criterion,

λD << L (2.3)

where L is the volume of the system containing the plasma.

2.1.2 Plasma Parameter

Debye shielding occurs within a sphere of radius λD within which is a sufficient number

of particles to create the collective shielding behaviour. By definition, the number of

particles within the sphere, ND, is therefore

ND =
4π

3
neλ

3
D (2.4)

where neλ
3
D is referred to as the Plasma parameter. Equation 2.1 assumes a

sufficient number density of particles exist for the potential of an isolated charge to
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be shielded. This therefore leads to the definition of the second plasma criterion from

the Plasma parameter:

neλ
3
D >> 1 (2.5)

2.1.3 Plasma Frequency

When the quasi-neutral state of a plasma is disturbed by an external force, free

electrons within a plasma, being of a much smaller mass and inertia than ions,

are accelerated to restore charge neutrality. This field of electrons will oscillate

rapidly about the equilibrium position with a characteristic frequency. This frequency,

referred to as the plasma frequency, is defined as

ωpe =

(
nee

2

meϵ0

) 1
2

(2.6)

where me is the electron mass and ωpe is the electron plasma frequency. ωpe comes

from the system plasma frequency definition, ωp = (ω2
pe + ω2

pi)
1/2, where ωpi is the

ion plasma frequency. Due to the heavier mass of the ions compared to the electrons,

ωp ≃ ωpe.

Not all plasmas exist in fully ionised spaces. For example, the plasma in

the ionosphere is deeply embedded within the Earth’s neutral thermosphere. In

environments such as these, should the charged particles collide with neutrals too

frequently, then the plasma will cease to behave as one and instead behave as a neutral

gas. In order for the plasma to avoid behaving as a neutral gas, the time between

collisions, τn, must be much greater that the reciprocal of the plasma frequency. This

defines the third plasma criterion:
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ωpτn >> 1 (2.7)

Collectively, these criterion, Equation 2.3 for the Debye Length, Equation 2.5 for

the Plasma Parameter, and Equation 2.7 for the Plasma frequency, characterize the

plasma state of an ionized gas.

2.2 Single Particle Motion

Plasmas are ionized gases made up of electrically charged particles that each generate

electric and magnetic fields. These fields will affect the motion of surrounding charged

particles, who will couple with the electromagnetic field of the charged particle. In

turn, these affected charged particles will affect others particle’s motion through their

own generated electric and magnetic fields. However, whilst these charged particles

are interacting with one another, it can be advantageous to begin our understanding

by considering the motion of a single charged particle to understand its behaviour in

the presence of electric and magnetic fields.

A charged particle is surrounded by an electric field, E, which exerts an

electrostatic force, FC , on other particles. This force is given by Coulomb’s Law

FC = −ke
q1q2
r2

(2.8)

where q is the particle charge, r is the separation between the two charges, and

ke is Coulomb’s constant (≃ 8.987 N·m2·C−2). The length scale over which a charged

particle can interact with the surrounding plasma is then given by the Debye length,

defined in Equation 2.2.
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For a charged particle in motion, the force acting upon it is

m
dv

dt
= q(E+ v×B) + Fg +m

dv

dt

∣∣∣∣
c

(2.9)

wherem is the particle mass, B is the magnetic field, v is the velocity, Fg represents

non-electromagnetic forces (e.g gravity), and mdv
dt
|c represents the momentum change

from collisions. In the case of the solar wind, the collisionless mean free path is of

the order of 108 km. At such a scale, the frequency of collisions is low (∼ 10−4Hz)

compared to the plasma frequency given by Equation 2.6 (∼ 104Hz) and as such the

solar wind plasma can be treated as collisionless going forward. Non-electromagnetic

forces can also be neglected, whereby Equation 2.9 reduces to the Lorentz Force

FL = m
dv

dt
= q(E+ v×B) (2.10)

Magnetic fields, B, are vector fields that arise from charged particles in motion,

which produce electric currents and/or the intrinsic magnetic moments of fundamental

particles. Together, the magnetic and electric fields form the components of the

electromagnetic force, described by Maxwell’s equations

∇× E = −∂B
∂t

(2.11)

∇×B = µ0

(
j+ ξ0

∂E

∂t

)
(2.12)

∇ · E =
ρq
ξ0

(2.13)
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∇ ·B = 0 (2.14)

where t is time, µ0 is the permeability of space, ξ0 is the permittivity of free space,

ρp is the charge density, and j is the current density. Equation 2.11 is Faraday’s

Law, which describes how an electromotive force is produced by the interaction of a

magnetic field with an electric current. Equation 2.12 is Ampere’s Law, which relates

the net magnetic field along a closed loop to the electric current passing through the

loop. Equation 2.13 is Gauss’s Law, which states that the electric flux across a closed

surface is proportional to the net electric charge enclosed by the surface. Finally,

Equation 2.14 states that there are no magnetic monopoles.

2.3 Particle Gyration

From Equation 2.10, the motion of a charged particle can be determined by first

considering the case where there is no electric field (E = 0) and a uniform magnetic

field in the z direction (B = Bz ẑ). In this case Equation 2.10 gives the resultant

components

m
∂vx
∂t

= qBzvy (2.15)

m
∂vy
∂t

= −qBzvx (2.16)

m
∂vz
∂t

= 0 (2.17)
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where for Equation 2.17, the velocity component parallel to the magnetic field, v∥

= vz, is a constant. Taking the second derivative gives

m
∂2vx
∂t2

= qBz
∂vy
∂t

(2.18)

m
∂2vy
∂t2

= −qBz
∂vx
∂t

(2.19)

Substituting Equation 2.16 into Equation 2.18 and Equation 2.15 into Equa-

tion 2.19 both then result in the equation for a simple harmonic oscillator

∂2vx
∂t2

= −
(
qBz

m

)2

vx (2.20)

∂2vx
∂t2

= −
(
qBz

m

)2

vy (2.21)

which shows that a particle, under a magnetic field, will gyrate about the field

with an angular frequency, ωg, at a radius, rg

ωg =

(
qBz

m

)
(2.22)

rg =
v⊥
ωg

(2.23)

where v⊥ = (v2x + v2y)
1/2. The angular frequency, ωg, is referred to as the gyro-

frequency or cyclotron frequency, and the radius, rg, is referred to as the gyro-radius.

Equation 2.20 and Equation 2.21 are harmonic oscillator equations with solutions

x− x0 = rg sinωgt (2.24)
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Figure 2.1: Helicoidal motion of a charged particle about a magnetic field. Image

credit: EUROfusion (2023)

y − y0 = rg cosωgt (2.25)

Equations 2.24 and 2.25 show that a particle will move in a circular path

perpendicular to the magnetic field. In this case moving along the x-y plane

perpendicular to the z plane aligned magnetic field. The orientation of the rotation

is then dependent on the particle charge. The orbital centre is referred to as the

guiding centre and in a uniform field, rests along the magnetic field line. However, as

stated for Equation 2.17, the parallel velocity component is a constant. This circular

path is then helicoidal, travelling parallel to the field line (Figure 2.1) at a pitch

angle, α, dependent on the parallel and perpendicular velocity components given by

Equation 2.26:

α = tan−1

(
v⊥
v∥

)
(2.26)
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2.4 Particle Drift

This idealised scenario we have just explored assumes no electric field and a

homogenous magnetic field. By definition, an electric field must exist from an

electrically charged particle. The presence of an electric field can influence the

motion of a particle along the magnetic field line inducing a drift. Magnetic fields,

generally, are inhomogeneous and so can also induce drifts. We now describe these

drift mechanisms as a fundamental part of single particle motion to reinforce the

readers understanding.

2.4.1 E × B Drift

Now, assuming the presence of an electric field and that in the perpendicular direction

the electric field component is parallel to the x plane (E⊥ = Ex x̂), Equation 2.10

separates into the following components

m
∂vx
∂t

= ωgvy +
q

m
Ex (2.27)

m
∂vy
∂t

= −ωgvx (2.28)

m
∂vz
∂t

= qEz (2.29)

In the z direction, Equation 2.29 describes acceleration along the magnetic field.

Though parallel fields do exist they typically vanish, as the parallel component will

accelerate electrons and ions along the magnetic field line in opposing directions, thus

cancelling one another out.
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Taking the second derivative of the components then gives

m
∂2vx
∂t2

= −ω2
gvx (2.30)

m
∂2vy
∂t2

= −ω2
g

(
vy +

Ex

B

)
(2.31)

Substituting v
′
y = vy+Ex/B into equation Equation 2.31 results in Equation 2.21,

describing a particle gyration about its guiding centre. Thus, under the influence of

the electric field, a particle will gyrate about its guiding centre with a drift in the E×B

direction. E×B is independent of charge and so all charged particles drift with this

velocity, given by Equation 2.32. The consequence of this is that over the course of a

single orbit, a particle will accelerate in v⊥ through the first half its orbit, increasing

rg, and for the other half of its orbit will decelerate in v⊥, decreasing rg, resulting in

an orbit deformed from that in Figure 2.1.

vE =
E×B

B2
(2.32)

2.4.2 Grad-B Drift

In the case where the magnetic field is inhomogeneous, a gyrating particle would now

experience a varying gyro-frequency and gyro-radius. Consequently, the particle will

experience a gradient drift perpendicular both to the magnetic field and the magnetic

field gradient. This drift is thus termed grad-B drift, defined as

v∇ =
mv2⊥
2qB3

(B×∇B) (2.33)
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which shows that ions and electrons will drift in opposite directions and particles

will experience a gradient drift proportional to the perpendicular energy of the

particle, W⊥ = 1
2
mv2⊥.

2.4.3 Curvature Drift

When the magnetic field line is curved with radius Rc, the particles experience a

centrifugal force parallel to the curvature of the field, resulting in a curvature drift.

This force causes electrons and ions to drift perpendicular to the field line. Over the

course of a gyration they will undergo acceleration and deceleration, altering the gyro-

radius much like grad-B drift, whilst following the path of curvature. The curvature

drift is defined as:

vR =
mv2∥
q

Rc ×B

R2
cB

2
(2.34)

In the case of both grad-B and curvature drift, the opposing motion of the

electrons and ions leads to the production of transverse currents. In a magnetospheric

environment, both forms of magnetic drift will be present and thus the total magnetic

drift can be given by the summation of the two as:

vB = vR + v∇ =

(
v2∥ +

v2⊥
2

)
B×∇B
ωgB2

(2.35)

At the Earth, electrons move in an easterly direction whilst ions move in a

westerly direction. The transverse current associated with full magnetic drift is then

responsible for creating the ring current.
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2.5 Magnetohydrodynamics

So far we have explored the behaviour of single charged particle motion acting in a

plasma environment. However, this does not describe the bulk behaviour of a plasma.

For this, we must turn to the ideal MHD equations which seeks to describe the fluid

behaviour of electrically charged fluids (bulk plasma) in the presence of external and

internal magnetic fields. For complete derivations of the MHD equations, the reader

is directed to chapter 7 of Russell et al. (2016) and chapter 3 of Baumjohann et al.

(2012).

In ideal MHD a number of reasonable assumptions are made. We first assume

that the plasma exists in a collisionless environment and is in a quasi-neutral state.

We further assume that gravity is negligible, pressure is isotropic, and that heat flux

and Joule dissipation (∇ · q = 0) can be ignored. Under these assumptions the fluid

equations of MHD are

∂ρ

∂t
+∇ · (ρv) = 0 (2.36)

ρ

(
∂

∂t
+ v · ∇

)
v+∇ ·P− j×B = 0 (2.37)

d

dt

(
P

ργ

)
= 0 (2.38)

where ρ is the mass density defined as ρ =
∑

s nsms, where s represents the particle

species; P is a total pressure tensor; P is the thermodynamic pressure, defined as

P =
∑

s nsKT ; and γ is the specific heats ratio.

Equation 2.36 is the continuity equation and states that, in the absence of any
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process that adds or removes particles from the environment, the particle number

density and mass of the environment is conserved. Equation 2.37 is the momentum

equation and relates the rate of change of momentum to the various forces acting

upon particles within a plasma environment. Equation 2.38 is the energy equation

for an adiabatic process.

2.5.1 Frozen-in Theorem

There is a fourth MHD equation, the induction equation, which relates the magnetic

field and velocity of a plasma. The induction equation leads to frozen-in theorem,

which is crucial for understanding the behaviour of the solar wind. Hence, we briefly

describe its origin.

Take the generalized Ohm’s law

j = σ0(E+ v×B) (2.39)

where j is the electric current density and σ0 is the plasma conductivity, defined

as

σ0 =
nee

2

mevc
(2.40)

where vc is the frequency of collisions in the plasma. Using generalised Ohm’s

law, one can eliminate the electric field in Faraday’s law, Equation 2.11. Then, with

Ampere’s law, Equation 2.12 and the absence of magnetic monopoles, Equation 2.14,

one reaches the general induction equation for magnetic fields1

1∇2A = ∇(∇ ·A)−∇× (∇×A)
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∂B

∂t
= ∇× (v×B) +

∇2B

µ0σ0
(2.41)

The first term on the RHS of Equation 2.41 is the convective term that governs

the freezing in of the magnetic field into a plasma, showing that a magnetic field is

changed by the motion of the plasma. The second term on the RHS is the diffusive

element that determines how the magnetic field diffuses throughout the plasma.

To define which term dominates mathematically, the ratio of the two terms in the

induction equation can be expressed in dimensional form as

B

τ
=
V B

LB

+
B

τd
(2.42)

where B is the average magnetic field strength, V the average plasma velocity

perpendicular to the field, τ is the characteristic time of magnetic field variations, τd

is the characteristic time of magnetic field variations due to diffusion, and LB is the

characteristic length over which the field varies. The first and second terms on the

RHS represent the convective and diffusive terms, respectively. The ratio of the terms

on the RHS gives the magnetic Reynolds number

Rm = µ0σ0LBV (2.43)

The Reynolds number can be used to determine whether a medium is dominated

by plasma convection or magnetic diffusion. Where Rm >> 1, plasma flow dominates

and the diffusion term can be neglected, thus Equation 2.41 reduces to

∂B

∂t
= ∇× (v×B) (2.44)
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Equation 2.44 is widely referred to as the frozen-in theorem, whereby the magnetic

field can be treated as if it were frozen to the MHD fluid and moves with it. Frozen-in

theorem states that the magnetic flux through an enclosed area remains constant as

the area is transported with a moving plasma. Also, that any magnetic field line that

connects two fluid elements remains connected.

Furthermore, the reverse is also true. In sufficiently strong magnetic fields,

magnetic field strength dominates over the plasma pressure; the plasma will move

with the magnetic field, rather than the field with the plasma. Determination of

which will dominate can be expressed by a beta parameter under ideal assumptions

β =
2µ0P

B2
(2.45)

The plasma is referred to as a low-beta plasma for β << 1, where the magnetic

field leads, and a high-beta plasma for β > 1, where the plasma leads.

The frozen-in theorem is a potent tool, as it allows one to understand the evolution

of a magnetic field based solely on the motion of the solar wind and is responsible for

the convection of structures in the Interplanetary Magnetic Field (IMF) by the solar

wind. In turn, the violation of the frozen-in theorem allows the solar wind to drive

magnetospheric convection by magnetic reconnection.

2.6 The Solar Wind

Sitting at the centre of our solar system is the Sun, a massive ball of hot gas

continuously converting hydrogen into helium deep within its core, through the process

of nuclear fusion. The by-product of this process is vast amounts of radiating energy
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that photo-ionise surrounding matter into a plasma state and generates convection to

carry the hot plasma to the Sun’s uppermost layer, the corona. There, a percentage of

the coronal plasma will become so energetic it is able to undergo supersonic expansion

and breakout into the IPM. However, such is the strength of the solar magnetic field

in combination with the highly ionised corona that both the subsonic and supersonic

plasma is not uniformly distributed.

The electrically charged plasma of the corona is in constant motion, creating

powerful local magnetic fields called coronal loops, rooted in the base of the Sun’s

atmosphere. Coronal loops are characteristically seen via sun spots, dark patches

on the observable solar surface where the powerful local magnetic field obstructs

convection and cools the surrounding corona. The plasma flows along the coronal

loops due to frozen-in theorem, described in subsection 2.5.1. However, these loops

cannot contain the plasma entirely, coronal loops pushed out to several solar radii can

be pushed onwards by enhanced plasma pressure gradients, until they effectively burst

into open field lines called coronal holes. High velocity plasma continues along the

open field lines creating a continuous stream of highly conducting plasma consisting

mainly of electrons, protons, and a small amount of heavier elements, into the IPM.

This plasma is called the solar wind.

The solar wind is responsible for a range of phenomena. Interactions between

the solar wind and terrestrial magnetosphere produce auroras, geomagnetic storms,

and space weather. With other objects in our solar system similar effects occur. It

extends beyond the planets in our solar system to its outer boundary, the heliopause,

where the solar wind dynamic pressure balances against the dynamic pressure of the

interstellar wind, a highly variable boundary of ∼ 100 AU. The solar wind is a natural
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consequence of stellar evolution and a solar wind is understood to be present in all

solar systems.

The present day understanding of the solar wind has been achieved over decades

of unravelling observations and measurements. In 1943, C. Hoffmeister observed a

comet’s tail and saw that its orientation was several degrees from the anti-sunward

direction, indicting a medium carrying the ions at a finite speed. In 1951, L. Biermann

concluded the lag was due to interactions with a solar wind. In 1957, Hannes Alfvén

realised the solar wind is magnetised and that the magnetic field was draped over the

comet by the solar wind, resulting in a long downstream tail. By 1958, E. W. Parker

recognised that the fluid-like pressure-driven behaviour of the solar wind, whereby

plasma thermal pressure gradients were able to overcome solar gravity, to produce

supersonic outflows. To date much of the research into the solar wind has used

MHD fluid descriptions of the solar wind, like those in section 2.5, though kinematic

descriptions still play a role.

There exists a point, referred to as the Alfvén critical point, where the thermal

pressure of the coronal plasma equals the solar gravitational and magnetic field forces.

This critical point defines the boundary where the coronal plasma becomes the solar

wind (∼ 10 - 20 Rs, where Rs is the solar radius). The coronal environment and

its tapestry of closed magnetic loops and coronal holes is in a continuous state of

evolution throughout the solar activity cycle. This complex, ever shifting system, is

what makes the solar wind such a dynamic medium.
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2.6.1 The Parker Spiral

Within the distance to the critical point, the coronal plasma is a low-beta plasma, led

by the coronal field lines which corotate with the Sun’s 27 day period. Beyond, the now

solar wind becomes a high-beta plasma, transitioning the plasma from field-dominated

to flow-dominated. In the high-beta environment, due to the high conductivity of the

solar wind, it is now the solar wind that leads the open field lines. The open magnetic

field lines, now moving into the IPM, becomes know as the Interplanetary Magnetic

Field, the IMF. Beyond this point the information carried in the solar wind flows

outward, carrying the imprint of the plasma and magnetic field characteristics from

the source regions in the corona.

With a single foot-point anchored to the rotating Sun and flowing outward with a

constant velocity, the IMF lines bend to form an Archimedean spiral. This spiralling

occurs much in the same way as happens with a garden sprinkler. As parcels of solar

wind plasma are expelled they travel radially outwards from the source at a continuous

velocity, as illustrated in Figure 2.2. As radial distance increases, the stream of plasma

parcels must cover greater azimuthal distances. With no acceleration mechanism, the

parcels maintain their azimuthal velocity and so lose their co-rotation positions with

the Sun. Thus, like a jet of water from a sprinkler, the parcels take on the shape of a

spiral, as illustrated in Figure 2.3, commonly termed the Parker Spiral (Parker, 1958).

It is important to note that it is the IMF lines that create the distinctive Parker spiral

arms, as it is pulled out by sequential solar wind parcels, as seen in Figure 2.2.

The Parker Spiral of Figure 2.3 can be defined mathematically. According to flux

conservation, following polar coordinates (r, θ, φ), the radial magnetic field is given

by Equation 2.46
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Figure 2.2: As the sun rotates, parcels of solar wind plasma are emitted with a roughly

constant radial velocity. Due to frozen-in theorem, these parcels drage the IMF lines

with them, creating distinctive spiral arms. Image credit: Baumjohann et al. (2012)

Br = ±B0

(r0
r

)2

(2.46)

Assuming flux is in the ecliptic plane the latitude component of the magnetic field

is given by

Bθ = 0 (2.47)

and solar rotation adds the longitudinal component

Bφ = −ωr0Br

vx

(
r

r0

)
sin θ (2.48)

where 0 refers to the solar wind source surface, ω is the solar rotation rate, and vx

is the radial velocity. Magnetic field lines then take the form of Archimedean spirals:
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Figure 2.3: The Parker Spiral field in the ecliptic plane showing IMF lines under

a solar wind velocity of ∼ 400 km·s−1. At Earth’s orbit, the angle of the IMF

is ∼ 45◦ to the radial direction. At lower/higher solar wind velocities, the spiral

arms will tighten/loosen. Sector boundaries represent the meeting points of opposing

polarity regions of the IMF and hence net-zero magnetic field strength. Image credit:

Baumjohann et al. (2012)

r −R = − v

ω sin θ
(φ− φ0) (2.49)

As illustrated in Figure 2.3, the spiral form does not take shape immediately as the

plasma becomes high-beta. Beginning with emission from the solar corona, the IMF

field lines are entirely radial, as they moves further into the IPM the radial component

of the IMF continues to dominate at Mercury’s orbit (∼ 0.3 AU), upon arriving at
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the Earth’s orbit (∼ 1 AU) the radial and azimuthal IMF components become equal,

with the IMF line bending ∼ 45◦ from the radial direction, by the time the solar wind

reaches Saturn’s orbit (∼ 10 AU) the IMF becomes almost entirely dominated by the

azimuthal IMF component.

2.6.2 Properties of the Solar Wind

However, this picture is simplistic, assumes the solar wind has constant velocity (∼

400 km·s−1) and lies entirely in the ecliptic. The configuration of the Parker spiral

at any moment is dependent not only on radial distance but also latitude and solar

wind velocity. At low helioaltitudes, the IMF is almost parallel to the ecliptic but this

picture evolves the higher the emission. Solar wind speed affects a range of factors,

the Earth’s azimuthal velocity is approximately 30 km·s−1 and hence, the solar wind

at typical speeds meets the Earth’s magnetosphere at an angle of approximately 5◦

from the radial direction. However, at higher solar wind velocities this angle will

become smaller, until it is almost entirely radial at speeds in excess of 1,000 km·s−1.

Solar wind values vary across a range of time scales, showing variation across

minutes, the solar rotation period (∼ 27 days), and the solar cycle (∼ 11 years). The

solar cycle describes the evolution of the magnetic field as it changes polarity, roughly

tracked by the number of sunspots on the solar surface. The magnetic field moves

through an active (solar maxima) and slow (solar minima) phase which respectively

relate to high/low quantities of coronal holes and plasma emission as illustrated in

Figure 2.4. Magnetic polarities of active regions reverse from Northern to Southern

hemispheres and vice versa during each cycle (Hathaway, 2015). Solar wind velocity

and pressure, geomagnetic activity, solar flares, and coronal mass ejections all vary in
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Figure 2.4: (a) - (c): Solar wind and IMF plots from Ulysses polar orbits in 1996,

2000, and 2006, during one solar cycle. The flybys clearly show the variability of the

solar wind as the Sun’s polarisation flips through the solar cycle. IMF is coloured

blue and red to denote inward and outward IMF polarity respectively. (d) Evolution

of the smoothed sunspot number (black) and current sheet tilt (red). The number

of sunspots correlates with the evolution of the solar cycle through periods of solar

maxima (b) and solar minima ((a), and (c)) Image credit: McComas et al. (2008).

line with the solar cycle.

The solar wind velocity, as measured at Earth, typically ranges from 300 - 800

km·s−1, reaching maximum speeds in particularly active moments of up to 1,400

km·s−1. Where solar wind velocities fall below 400 km·s−1, they are deemed low-speed

solar wind streams originating from the coronal hole boundaries where magnetic field

polarity changes, whilst velocities exceeding 600 km·s−1 are deemed high-speed solar

wind streams originating from the coronal hole centres. Sources for the fast and slow
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Figure 2.5: High-speed solar wind sources originate in coronal holes along open

magnetic field lines. Slow-speed solar wind originates at the boundaries of coronal

holes, where they push up against closed field lines and changing polarity of the

magnetic field. + signs indicate positive (outward) magnetic field sources and - signs

indicate negative (inward) field sources. Image credit: Russell et al. (2016).

solar winds are illustrated in Figure 2.5.

Near Earth, the solar wind has a typical solar wind density, ne ≈ 5 cm−3, and

a temperature, Te ≈ 105 K (1eV = 11600 K). The typical IMF strength is of the

order of 5 nT. Solar wind velocity is well correlated with both the solar wind proton-

temperature and proton-density. The relationship with temperature is fairly linear,

with higher temperatures resulting from higher velocities. The relationship between

velocity and density means the solar wind flux is near constant (nev). Therefore,

when solar wind speeds are slow, they are generally dense, and when solar wind
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speeds are fast, density typically rarefies. Throughout the IPM, with increasing radial

distance the solar wind density decreases as n(r) ∝ r−2. Thus, as the velocity-

temperature/density relationships indicate, as density decreases with radial distance,

solar wind will gradually cool, as without an external mechanism of acceleration, the

velocity cannot increase.

2.6.3 Corotating Interaction Regions

It is now understood that both high-speed and low-speed regions are present in the

solar wind. Observation of Figure 2.6 shows the effects of a high-speed solar wind

interaction with the ambient solar wind, known as a corotating interaction region

(CIR) or stream interaction region if the fast stream is not corotating with the solar

period. High-speed solar wind collides with the slower region ahead of it, causing a

compression of the solar wind. This results in an intensification of the solar wind

observations as illustrated in the Figure 2.6 . These interactions act to redistribute

momentum, speeding up slow solar wind and slowing down fast solar wind. Naturally,

these fast regions leave behind lower density, rarefied regions of solar wind. The effect

of the compression is to homogenise the velocity distribution with increasing radial

distance, though at 1 AU these regions are still observable. However, this effect of

homogenisation will be relevant out to 10 AU (RSaturn) when interpreting the use of

solar wind propagation models in chapter 9.

2.6.4 Coronal Mass Ejections

Finally, we note the existence of Coronal Mass Ejections (CME). CMEs are unique,

though not infrequent, events whereby volumes of plasma far larger than is typical for
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Figure 2.6: (a) Solar wind parameter observations, taken by the WIND spacecraft.

The time-series data shows the presence of a compression region, where a fast solar

wind stream interacts with the slow solar wind. The dotted lines a, b, and, c mark

the beginning, peak, and end moments of the stream interaction, respectively. (b) An

illustration of a CIR where a fast solar wind stream collides with the preceding slower

wind stream. This interaction acts to produce a denser local region, whilst having the

net long-term effect of homogenising the solar wind at large radial distances (several

AU). Image credit: Russell et al. (2016).

the solar wind explode out into the IPM, where they are termed Interplanetary CME

(ICME). The frequency of CME emission roughly follows the solar cycle. There are

a variety of mechanisms that may cause CMEs but they possess the same structure:

huge volumes of plasma with powerful magnetic fields free from the magnetic field

of the Sun. Though CMEs can be emitted at up to 3,000 km·s−1, ICMEs typically
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have velocities comparable to fast-solar wind streams. These powerful structures are

known for causing intense interactions with planetary magnetospheres, responsible for

increases in aurora, geomagnetic storms, and other space weather events.

2.7 Closing Remarks

Whilst there is an understanding of the processes at play, the complex dynamics of

the corona and solar magnetic field mean the characteristics of the solar wind and

IMF can take on a broad range of values. Without direct measurement of the solar

wind via satellites or the measurements of its effects at the Earth’s surface, one cannot

know characteristics such as solar wind velocity and IMF orientation with a significant

degree of accuracy.

In this opening chapter we have explored the necessary theory to understand

the physical principles that underpin the behaviours of the solar wind and IMF

relevant to this thesis. As has been made clear, this is by no means a comprehensive

explanation of all things solar wind. Nevertheless, the reader should now have

sufficient understanding of the behaviour of plasmas and magnetic fields: single

particle motion, fluid behaviour, frozen-in theorem, and the origins and properties

of the solar wind. We are now well equipped to move into the next chapter, exploring

the magnetospheres of Earth and Saturn, and the interactions the solar wind and

IMF have with them.
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Solar Wind: First Contact

Understanding the journey of the solar wind is only half the picture, the other half is to

understand the interactions that occur once it reaches the planetary magnetospheres.

Magnetospheres are powerful magnetic fields, generated by the internal dynamos of a

planets core. In the case of the Earth, it is well understood that our planetary core

is in a liquid state and composed of significant amounts of iron. This convection of

conducting fluid (liquid iron) creates electrical currents which induce magnetic fields.

In this chapter, we continue to lay the foundations of this thesis, defining Earth’s

magnetosphere, its interactions with the solar wind, and the mechanisms that trans-

port solar wind plasma throughout the magnetosphere, driving the magnetosphere

dynamics responsible for a range of phenomena. A subset of these phenomena are

then explained in depth: the Geomagnetic Indices, AL and SYM/H. We conclude

our exploration of the terrestrial magnetosphere by investigating a range of coupling

functions, empirically derived attempts to explain the solar wind-magnetosphere

coupling mathematically, for given conditions.

Finally, we delve into the second magnetospheric system of interest to this thesis,
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Saturn’s. Focussing on what differentiates it from the terrestrial magnetosphere,

its unique properties, and the phenomena caused by the solar wind-magnetosphere

interactions. In depth, we explore Saturn Kilometric Radiation (SKR), a phenomena

central to the questions behind the work of this thesis.

Except where other sources are listed, this chapter uses the works of “Space

Physics An Introduction” by Russell et al. (2016) and “Basic Space Plasma Physics”

by Baumjohann et al. (2012).

3.1 The Terrestrial Magnetosphere

When the solar wind reaches a body in the solar system, be this a comet, asteroid,

moon or planet, it interacts with it. These interactions are particularly strong

when the body is magnetised, like in the case of the Earth. The cavity carved out

within the heliosphere in which the Earth’s own magnetic field dominates over that

of the surrounding IPM is termed the terrestrial magnetosphere. The size of the

magnetosphere is in constant flux, determined by the opposing forces of its internal

magnetic pressure against the sum of the IMF pressure and solar wind dynamic (which

dominates) and thermal (kinetic) pressures.

As the solar wind, travelling at supersonic speeds impacts the Earth’s dipolar

magnetic field, a bow shock forms. This bow shock comes about because the solar

wind cannot simply penetrate the magnetic field of the object; solar wind plasma

particles are locked into the IMF lines which themselves cannot easily merge with

the Earth’s magnetic field due to frozen-in theorem (subsection 2.5.1). Consequently,

the solar wind is slowed and the majority is deflected around the magnetosphere as
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Figure 3.1: Topography of the solar-terrestrial Magnetosphere environment. Image

credit: ESA (Updated)/Russell et al. (2016)

illustrated in Figure 3.1.

A large proportion of the solar wind particles, when the plasma is slowed down by

the bow shock, have their kinetic energy converted into thermal energy. This region

behind the bow shock is referred to as the magnetosheath and the sub-sonic solar wind

here is denser and hotter, with a much stronger magnetic field strength. Further in is

the magnetopause, a thin layer that defines the transition point between the objects

magnetosphere and the magnetosheath (transition layers such as these are referred

to as discontinuities). At the nose of the magnetopause (facing sunward) the solar

wind dynamic pressure acts perpendicular to the magnetospheric field. Here the solar
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wind dynamic pressure (Pdyn = ρv2) is at equilibrium with the magnetospheric field

pressure (PB = B2/2µ0). Assuming the magnetic field is dipolar, it falls off at a rate

of B(r) = B0/r
3, then the stand-off distance, the distance of the magnetopause from

the planets surface, rmp, can be given as

rmp =

(
2B2

0

µ0ρv2

) 1
6

(3.1)

where B0 is the magnetic field strength of the Earth at its surface, µ0 is the

permittivity of free space, ρ is the solar wind density, and v is the solar wind velocity.

The increase in pressure at the bow shock from the solar wind compresses the

dayside (sunward) magnetosphere, limiting its expansion to a stand-off distance of

rmp ≈ 10 RE ahead of the Earth for average solar wind conditions. As the majority

of the solar wind plasma is deflected around the magnetosphere, the nightside (anti-

sunward) of the Earth’s magnetosphere is elongated into the magnetotail.

The dayside magnetosphere consists of closed magnetic fields lines with both foot-

points rooted in the magnetic poles. On the nightside, open magnetic field lines with

one foot-point rooted in the Earth’s magnetic poles form northern and southern lobes

at the North pole and South pole, respectively. Separating these two regions is the

plasma sheet, a region of warm dense plasma. These open magnetic field lines come

together downtail, at the neutral point, where they can reconnect with one another.

This neutral point can be as close as 10 RE and as far as 60 RE (the Lunar orbital

radius).

At high latitudes from the equatorial magnetopause, as seen in Figure 3.1, there

exists a transition point between the last dayside facing to the first tail ward facing

magnetic field lines. A transition point exists in both the Northern and Southern
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Figure 3.2: Topological diagram of the Earth’s magnetosphere showing the major

current systems (red), plasma regions (blue and grey) and physical processes (green).

The Earth’s magnetosphere dynamics move electrons and ions in opposing directions,

generating the terrestrial current systems that drive plasma dynamics. Image credit:

Kuijpers et al. (2016).

hemispheres and is referred to as the polar cusps. Their location is highly dependant

on the solar wind conditions, sitting between 77◦ and 90◦ invariant latitude (Russell,

2000).

The polar cusps are one of the main points in which magnetosheath and

magnetospheric plasma are able to directly access the ionosphere in addition to

magnetic reconnection.

The dynamic magnetospheric system transports plasma around the magnetosphere
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Figure 3.3: Magnetic Reconnection. Opposing field lines connect with one another in

a distinct X shape. Image credit: Baumjohann et al. (2012).

and within. The motion of these electrically charged fluids then generates currents,

which are defined in several distinct regions as illustrated in Figure 3.2.

3.1.1 Magnetic Reconnection

In the simplest description of a magnetosphere the solar wind struggles to penetrate

the magnetosphere, due to the IMF lines being unable to connect with the field lines

of the magnetosphere (Axford et al., 1961). However, this description of solar wind-

magnetosphere recoupling is highly dependent on the direction of the IMF. Where the

IMF line is anti-parallel to the Earth’s magnetic field line orientation (southward vs

northward pointing), magnetic reconnection can occur, whereby oppositely directed

magnetic field lines within a plasma break and reconnect. When reconnection occurs

at the magnetopause, momentum flux is transferred from the solar wind to the

magnetosphere. In these conditions the magnetospheric plasma can then carry the

added solar wind magnetic flux and plasma through the system.

Although the physics that allows magnetic reconnection are still poorly under-
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stood, the process is illustrated Figure 3.3. Consider then anti-parallel magnetic

field lines, frozen into moving plasma, as shown at time t<0. Such topologies exist

around thin current sheets like the magnetopause and the tail neutral sheet. In the

Earth’s case this is a southward pointing IMF line meeting a northward pointing local

magnetic field line from the Earth’s magnetosphere.

At t=0, when the magnetic Reynolds number is greater than or equal to 1 (the

solar wind magnetic Reynolds number is ∼ 7 × 106), the magnetic field may vanish

due to diffusion at a particular point. Consequently, an X-type configuration occurs,

with the magnetic field being zero at its centre, referred to as the magnetic neutral

point.

Finally, at t>0, the field lines from the IMF and magnetosphere reconnect,

composed of the respective upper and lower elements of the field lines prior to the point

of reconnection and move in a perpendicular direction to their original path of motion.

At this moment of reconnection, due to violation of the frozen-in theorem, plasma

is able to move from the IMF to the magnetosphere. It should be understood that

magnetic reconnection does not occur at a single point but along a line approximately

perpendicular to the Earth’s Dipoles.

3.1.1.1 Dungey Cycle

This principle of reconnection forms an integral part of the Dungey cycle, first

proposed by James Dungey in 1961 (Dungey, 1961). Observing Figure 3.4, the

southward pointing IMF line undergoes magnetic reconnection with a northward

directed terrestrial field line on the dayside of the magnetosphere, creating two open

field lines. Each of these field lines has a foot-point in the Earth, with the other
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Figure 3.4: The Dungey Cycle. (1’,1) Southward IMF lines connect with northward

terrestrial field lines (2) producing two open field lines. (2 - 5) Open fields lines are

dragged poleward, to the magnetotail, carrying solar wind plasma with them. (6)

Where magnetic reconnection occurs in the plasma sheet (centre of the magnetotail),

plasma continues to flow along the field lines which travel in opposing directions.

(7’) The open IMF lines carry plasma away from the Earth and into the heliosphere,

(7) whilst the closed terrestrial field line carries plasma into the Earth. (8-9) Where

able, the field lines travel around to the dayside, where the cycle can reoccur. Image

bottom: Illustration of the anti-sunward flow of plasma across the polar cap and

sunward return at lower latitudes. Image credit: Russell et al. (2016).
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ends extending into the IMF. These open field lines travel tailward, with the IMF

component pulled by the solar wind and the magnetospheric component pulled by

magnetic tension. These field lines travel across the hemispheres to the nightside of the

planet where they are stretched by the pull of the solar wind to form the magnetotail.

During this period of travel, solar wind plasma can travel freely along the open IMF

lines into Earth’s magnetosphere at the polar cusp. At the magnetotail neutral point,

these two field lines reconnect to form both an open solar wind field line that will

continue to move down-tail of the magnetosphere, and a closed field line that will

draw itself back into the Earth, due to magnetic tension. The latter closed field line

will, under equilibrium conditions, move back to the dayside of the magnetosphere, all

the while allowing the transport of plasma further into the Earth’s magnetospheric

environment. Returning to the dayside, the process of magnetic reconnection can

reoccur whilst conditions allow.

Due to the violation of the frozen-in theorem, magnetic reconnection acts as point

of entry for plasma to within the magnetosphere, which can flow along the new field

lines. Whether these be the open field lines formed at the magnetopause, each with

foot-points in the Earth, or the now closed terrestrial field line that draws itself back

in towards the Earth at the magnetotail. Whilst the descriptions given above describe

reconnection at the dayside magnetopause for a southward directed IMF, reconnection

can occur in other ways. For example, reconnection can occur at any point where

the magnetic field lines are anti-parallel; at higher latitudes than the polar cusp, a

northward pointing IMF line can reconnect, which can lead to displacements of the

cusp’s location.

It is these moments of magnetic reconnection that allow plasma to enter and
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populate regions of the magnetosphere; feeding energy into the magnetosphere and

driving its dynamics, like auroras and magnetospheric substorms. A more complete

image of this system is illustrated in Figure 3.2.

The plasma within the Earth’s magnetosphere is not evenly distributed, different

regions have significant variations in temperature and density between one another.

These include regions such as the radiation belt, a region within a few Earth radii

where electrons and ions oscillate between hemispheres along dipolar magnetic field

lines, the plasmasphere, and the plasma sheet (see Figure 3.1). Magnetotail plasma is

primarily concentrated in the tail mid-plane, where the plasma sheet has a thickness

of approximately 10 RE. Along field lines this plasma can reach the high-latitude

auroral ionosphere, an important region for this study, producing auroral electrojets.

3.1.2 Magnetospheric Currents

As is now self-evident, plasmas are not stationery gases but are dynamic, evolving

environments under the presence of external forces. Subsequently, when ions and

electrons move in opposing directions, electric currents are created. The Dungey

cycle, driving the dynamic magnetospheric environment and pressing solar plasma

into the Earth’s magnetosphere, via reconnection, results in such an opposition of

charged particles, creating electric currents (see Figure 3.2). These current systems

are the drivers of the plasma environment within the Earth’s magnetosphere, they

carry charge, mass, momentum, and energy.

One such system is the ring current, flowing westward at a distance of several Earth

radii. This system is generated by energetic particles, trapped on circularly closed

magnetic field lines, forming the radiation belts. These radiation belt particles slowly
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drift around the Earth in addition to oscillating between hemispheres. Crucially,

where there are currents magnetic fields are created, which will subsequently interact

with and distort the local magnetic field.

3.2 Geomagnetic Indices

Solar activity intensity is variable and affects the dynamics of the Earth’s magneto-

spheric system. This activity can have a broad range of effects, from the captivating

production of auroras through to catastrophic disruption of a range of technologies.

For example, variations in the perturbation fields generated by magnetospheric

currents can affect navigation systems, or create a build up of geomagnetically induced

currents that can lead to the malfunctioning of power transformers and telegraph lines.

It is therefore self-evident why having a clear indicator of solar activity is crucial.

Fortunately, geomagnetic indices are well known as proxies for the solar wind and

IMF conditions. Using ground-based magnetometers, geomagnetic indices quantify

disturbed states of the Earth’s plasma environment. They are measures of the effects

of fluctuations in the geomagnetic field caused by changes in the upstream solar wind

and IMF observed through effects such as the modification of ionospheric, ring, and

magnetospheric currents, and production of auroral particles. These fluctuations are

triggered by two primary methods, substorms and geomagnetic storms.

Substorms are global reconfiguration events caused by rapid plasma loading due

to magnetic tail reconnection. When dayside reconnection is enhanced, due to a

southward turning of the IMF, the plasma flux increases due to enhanced reconnection.

Plasma is transported to the tail, where some is carried back to the dayside following
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reconnection and convection. However, the rate of magnetotail reconnection is often

unequal to the dayside reconnection rate, it only required that they are equal as

an average over time. Thus, when magnetotail reconnection is less frequent, field

lines and plasma build up in the northern and southern lobes, referred to as the

substorm growth phase. When the magnetic flux density becomes sufficiently high, tail

reconnection occurs rapidly, releasing the stored magnetic energy and injecting equally

large volumes of energetic plasma into the near-Earth environment. The sudden

magnetic convection is focused primarily in the polar regions, generating aurora and

enhancement of the ionospheric and magnetospheric currents, this is referred to as

the substorm onset and expansion phase. After sufficient release of the stored up

magnetic energy, reconnection decreases and substorm activity lowers, referred to as

the substorm recovery phase.

Geomagnetic storms occur when fast moving solar wind from two primary sources,

ICMEs and the shocked and compressed regions of the solar wind due to CIRs,

intensifies solar wind-magnetosphere coupling. Large numbers of particles are injected

from the magnetotail into the ring current, primarily caused by strong dawn-dusk

electric fields when the southward directed IMF passes the Earth for sufficient time.

Particle injection induces strong intensification of the magnetic disturbance fields at

low-mid latitudes and also generates aurora at high-latitudes.

In this thesis, we will focus on two geomagnetic indices, the AL and SYM/H

indices. Figure 3.5 illustrates the solar-interplanetary-magnetosphere coupling

with the main magnetospheric dissipation mechanisms, substorms and geomagnetic

storms, along with the basic role of the magnetosphere dynamo in magnetospheric

energization. In region 1, auroral dissipation occurs at high latitudes (Davis et al.,
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Figure 3.5: A CME releases energetic plasma carrying frozen-in IMF lines, which

travel radially outward through the IPM. Through the Dungey cycle, plasma is drawn

into the Earth’s magnetosphere where plasma can be introduced to (1) the auroral

oval and (2) the ring current. Image Credit: Gonzalez et al. (1994).

1966) and is where the AL index is observed, whilst region 2, ring current dissipation

at mid-low latitudes (Iyemori, 1990), is where the SYM/H index is observed.

Continuing through subsection 3.2.1 and subsection 3.2.2 the reader should refer back

to Figure 3.6, displaying the onset of a geomagnetic storm and the associated effect

of the strengths of the IMF and solar wind parameters, alongside the consequent AL

and SYM/H indices, representing the high latitude auroral disturbance and low-mid

latitude magnetic field intensification/disturbance.
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Figure 3.6: Geomagnetic storm event occurring on 17th March 2015. Caption

continues on the following page.
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Figure 3.6: Red dashed line indicates the onset of the geomagnetic storm. Variables

in descending order are solar wind average magnetic field, Bavg, in GSE/GSM

coordinates; the solar wind magnetic field components, Bx, By, and Bz, in GSE

coordinates; average solar wind velocity, vavg; proton density, N; AL Index, AL;

and SYM/H Index, SYM/H. The onset of the geomagnetic storm triggers the

intensification of the low-mid latitude magnetic field intensification, seen in the

SYM/H index, as well as an increase in auroral disturbances as particles are carried

into the high latitude regions, seen in the AL index. Data taken from the OMNI

database for the period of March 14th to March 28th (Papitashvili et al., 2020).

3.2.1 AL Index

Along the terrestrial magnetic field lines, plasma sheet electrons are able to precipitate

down into the ionosphere. There, they are able to interact with and ionise the neutral

atoms which release energetic photons. These photons produce the distinct light and

colours seen in the auroras encircling the magnetic poles, where colours correspond

to the binding energy of the atomic element.

First introduced in 1966 by Davis et al. (1966), auroral electrojets are the most

prominent high-latitude current flows, concentrated within the auroral oval and

are widely used as indicators of auroral activity. The auroral oval, with a centre

approximately 5◦ off-centre from the geomagnetic pole and a varying radius dependent

on ring current intensification during geomagnetic storms (Milan, Hutchinson, et al.,

2009), contains foot-points of terrestrial field lines that pass through the plasma sheet,

Figure 3.7a. Electrons and ions, precipitating from along the magnetic field into the

atmosphere, ionise neutral atoms and molecules, which in turn enhances ionospheric
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(a) (b)

(c)

Figure 3.7: (a) Auroral oval (b) Equipotential contours of the high-latitude electric

field. (c) Auroral Electrojet components. Image credits: Baumjohann et al. (2012)

conductivity. The time-sectors the particles precipitate to are a function of their

energy and pitch-angle. As discussed in section 2.2, the energy (velocity) and pitch

angle determine the rate and path of particle motion about a magnetic field line.
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Significant plasma loading from magnetic tail reconnection and substorms allows the

plasma to dominate in the nightside of the auroral oval. In addition, a small amount

of plasma will be able to travel via the polar cusp during transit from dayside to

nightside (and back around). This distribution is then reflected in the conductivity

structure that arises from ionisation, Figure 3.7c.

Within the auroral oval, large-scale magnetospheric plasma convection is reflected

in the electric field pattern, Figure 3.7c. This convection pattern has two distinct cells,

caused by the transport of open and closed flux tubes, a simplified version of which

is illustrated in Figure 3.7b. This auroral zone electric field, reflecting the two zone

plasma convection, is poleward directed in the afternoon and early evening sectors

and points anti-poleward towards the equator in post-midnight and morning sectors.

The electric field rotates westward, moving from poleward (North) to anti-poleward

(South) in the pre-midnight sector (Davis et al. (1966); Baumjohann et al. (2012)).

Auroral electrojets have Universal Time (UT) dependence and feature seasonal,

annual, and solar cycle variations (Davis et al. (1966); Li et al. (2007); Luo et al.

(2013)). With a total current of 106 A, they are of an equivalent order of magnitude

as the ring current. However, these electrojets are much closer at 100 km above the

Earth’s surface, thus creating the largest ground magnetic disturbances of all current

systems in the Earth’s environment, with magnitudes of 100 - 1,000 nT and up to 3,000

nT during intense magnetic storms (Baumjohann et al., 2012). Models from Li et al.

(2007) show that not only is it the IMF direction that controls the magnetospheric

activity that produces the AL index but that solar wind velocity plays a role too.

Westward (and eastward) electrojets are primarily Hall currents but are also

composed of Pedersen currents. They originate at the dayside and are fed by
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downward field aligned currents. Westward electrojets flow from the morning and

midnight sectors, extending to the evening sector along the poleward border of the

auroral oval and diverges as upward field aligned currents, see Hall and Pedersen

Current Circuits, Figure 3.7c. The most intense electrojet currents are found on the

midnight side of the dawn dusk boundary (Davis et al., 1966).

The AL and AU indices are measures of the strongest current intensities of the

westward and eastward auroral electrojets, respectively. These indices are measured

by a series of magnetometers in the auroral zone and are the Northward (H)

component of the magnetic field, where AL and AU are measures of the negative and

positive H component (Davis et al., 1966). For completeness of the indices, the AE

auroral electrojet index is the difference of the AL and AU indices, AE = AU − AL,

and represents the overall activity of the electrojets (Davis et al., 1966), derivation

of the indices can be found at WDC for Geomagnetism (2005). Intensification of the

AL index during a geomagnetic storm can be observed in the data of Figure 3.6.

Although both indices may be candidates, the AL index, as the westward electrojet

current, has been chosen for this work. It is known to have little UT dependence,

whereas the AU index has seasonal time variations. The AL index is also known to

contain significant contributions from directly driven and substorm expansion phase

activity. As discussed in chapter 7, Bargatze, Baker, et al. (1985) demonstrates two

distinct peaks for the AL index relation with the solar wind. The first is a symmetrical

response for the AL and AU indices as a result of enhanced convection. However, the

second response (due to tail reconnection) is greater in the AL index due to the

enhanced current of the westward electrojet. Furthermore, Li et al. (2007) states that

the AL and AU indices should be considered separate time series for all scientific
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studies. For these reasons we do not consider the AL and AU indices solely as two-

sides of the same coin and that the AL index is more suited as a proxy to show the

measure of the solar wind relationship than its counterpart. However, this is not to

say that further work to investigate the AU index is without merit, as demonstrated

in Petrukovich et al. (2005), the AU index is more sensitive to dynamic pressure

enhancements of the solar wind, whereas the AL index finds this to be of secondary

importance, more affected by the solar wind velocity.

3.2.2 SYM/H Index

As already discussed, charged particles undergo azimuthal drift within the magneto-

sphere and in the right conditions generate magnetospheric currents, section 2.4.

During geomagnetic storms, an initial, rapid increase in the horizontal (H)

component of the magnetic field occurs due to a preceeding ICME or CIR shock

front compressing the magnetosphere. This is then followed by the arrival of the

ICME or CIR, which stimulates higher rates of reconnection, due to enhanced rates of

southward pointing magnetic fields, feeding energetic plasma into the magnetosphere

and thus inflating it. During this intensification, the solar wind conditions drive

enhancements in the dusk-ward convection electric field, increasing particle injection

from the magnetotail into the inner magnetosphere. As the particles enter the

inner magnetosphere, electrons drift in an easterly direction whilst protons drift in a

westerly direction. The opposing motion of the particles forms a current around the

Earth referred to as the ring current. Consequently, the ring current strength and

associated magnetic disturbance field increase which results in a decrease of the H

component of the geomagnetic field. This increase in energy within the magnetosphere
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will then gradually dissipate and the electric field returns to a normal strength,

whereby charge exchange and pitch-angle scattering release electrons and ions from

the ring current. Thus, the H component of the geomagnetic field returns to normal

strength.

The mid/low latitude SYMmetric H (SYM/H) index represents changes of the H

component of the equatorial magnetospheric ring current intensity during said storms

(Wanliss et al. (2006); Cai et al. (2009), Bhaskar et al. (2019)). The cycle described,

generating the SYM/H index, can be observed in the data of Figure 3.6, showing the

onset of a geomagnetic storm.

3.3 Coupling Functions

The complexity of the magnetospheric system, with dynamic plasma environments,

evolving magnetic fields, and multiple currents flows, operating on varying scales,

makes it possible to characterise the system in multiple ways. Through magnetic

reconnection, solar wind energy is input into the magnetosphere, which spreads into

the many different environments, e.g. thorough auroral precipitation, ring current

injection, and ionospheric heating. From first principles, these different energy

systems are difficult to measure (Milan, Gosling, et al., 2012). Hence, for over a

century, the default means of measuring magnetospheric activity has been thorough

geomagnetic indices, such as AL and SYM/H, using ground based magnetometers.

However, in the past few decades satellites have made available data sets of comparable

continuity and longevity. Although they do not combine the high-resolution, global

scope, and continuous daily coverage that magnetic indices do, they do help overcome
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a number of uncertainties associated with the measurement of geomagnetic indices

(Newell et al., 2007).

Historically, solar wind velocity, density, and pressure have been investigated as

drivers for magnetosphere and ionosphere activity. However, after a multitude of

studies, these were determined to be insufficient indicators on their own. After it had

been determined that the IMF was continual and variable, Dungey (1961) put forward

the Bz component of the IMF and magnetic reconnection as worthy of investigation, a

cycle now well known to be the primary driver of terrestrial magnetosphere dynamics.

Newell et al. (2007) and other investigations have determined that the Bz component

is a much better indicator of magnetosphere dynamics than the aforementioned solar

wind parameters but that this only accounted for a fraction of the variation in the

magnetosphere dynamics.

As such, many attempts have been made to characterise the solar wind-

magnetosphere coupling with the use of coupling functions, first proposed in 1974

by Perreault and Akasofu (1978). Combining parameters of the solar wind and IMF,

coupling functions are used to try and better describe terrestrial space weather indices

(Lockwood et al., 2021). A particular focus in the community has been on describing

the solar wind electric field. The goal then, is to find a simple coupling function that

best describes a range of indices, which could reveal much about the coupling of the

solar wind with the magnetosphere (Newell et al., 2007).

Typically, coupling functions will combine solar wind and IMF parameters, such

as: the magnetic field strength, Bz, the transverse magnetic field strength, BY Z , solar

wind speed, v, solar wind mass density, ρ, solar wind number density, N , and to allow

for the orientation of the IMF, the clock angle, θc (Equation 3.7). Coupling function
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equations are typically of the form

CF = ΛnαvβxB
γ
Y Z sinδ θc

2
(3.2)

where Λ, α, β, γ, and δ are constants derived empirically by fitting the equation

to the observed data considered.

3.3.1 Coordinate Systems

There are two coordinate systems used in this work when considering the IMF and

solar wind data. The first is the Geocentric Solar Magnetospheric (GSM) frame of

reference, which defines the x-axis pointing from the Earth to the Sun, and the z-axis

is perpendicular to the x-axis and aligned with the Earth’s northern magnetic dipole

so that the x-z plane contains the dipole axis. The y-axis is then perpendicular to

the x-z plane. This frame of reference is often used for defining the clock angle, θc,

introduced in Equation 3.7, and the convention is followed in this work when solving

coupling functions, see subsection 3.3.2.

Other data used in this thesis is given in the Geocentric Solar Ecliptic (GSE) frame

of reference. The GSM frame of reference matches the coordinate reference frame of

the solar wind MHD propagation model by Tao et al. (2005). GSE differs from GSM

by a rotation about the x-axis. GSE defines the y-axis as perpendicular to the x-axis

in the ecliptic plane, pointing dusk-ward. The z-axis is then defined as parallel to

the ecliptic pole. Taking the magnetic field components (Bx, By, Bz) as an example,

transformation between the GSM to GSE coordinate systems is of the form
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
1 0 0

0 cos θ − sin θ

0 sin θ cos θ

×


Bx

By

Bz


GSM

=


Bx

By

Bz


GSE

(3.3)

where θ is the angle between the GSE z-axis and projection of the magnetic dipole

axis on the GSE yz-axis (GSM z-axis).

3.3.2 Coupling Functions Considered

Data used to calculate the coupling functions is taken from the OMNI database

(Papitashvili et al., 2020), see subsection 4.1.2. Here, parameters are first defined

that must be solved using the solar wind and IMF parameters taken from the OMNI

database. Secondly, a selection of the most popular and commonly used coupling

functions are included for investigation with the application of mutual information.

The solar wind speed, v, is defined as

v2 = v2x + v2y + v2z (3.4)

where x, y, and z are the corresponding components of the GSE coordinate system.

The IMF strength, B, is defined as

B2 = B2
x +B2

y +B2
z (3.5)

and the transverse component of the IMF, BY Z , is defined as

B2
Y Z = B2

y +B2
z (3.6)
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The clock angle, θc, the angle of the IMF vector projected into the Y-Z plane, is a

parameter of the IMF with orientation perpendicular to the Sun-Earth line, and thus

a factor that allows for the orientation of the IMF in the GSM frame of reference,

Lockwood et al. (2021). It is composed of the azimuthal and polar components of the

IMF (By and Bz). The clock angle is defined as

θc = arctan 2(By, Bz) (3.7)

θc can be used to indicate the magnetosphere dynamics in a number of ways.

During periods of geomagnetic activity, the altered distribution of field-aligned

currents and the acceleration of particles can be related to θc. When the θc is

large, it indicates explicit dawn-dusk asymmetry of the open-closed boundary at the

polar cap. θc also affects dayside reconnection at the magnetopause and consequently

magnetosphere-ionosphere system convection (Zhang et al., 2019).

The Akasofu Parameter, ϵ, is one of the earliest coupling functions and measures

the variation of the Poynting flux (energy input) into the terrestrial magnetosphere.

It is able to reasonably predict the growth and decay of substorms and geomagnetic

storms by correlating with the Dst (low resolution SYM/H) and AE indices. Though

originally defined in non-SI units, the Akasofu parameter of Perreault and Akasofu

(1978) is defined in SI as

ϵ = vB2 sin4

(
θc
2

)
(3.8)

The Kan and Lee electric field, EKL, is a measure of the power delivered by the

solar wind dynamo to the open magnetosphere through field line reconnection. It is

defined by Kan et al. (1979) as
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EKL = vBY Z sin2

(
θc
2

)
(3.9)

The calculated power is approximately proportional to ϵ (the Akasofu parameter

given by Equation 3.8) correlation with AE, reinforcing the powering of geomagnetic

activity by the solar wind dynamo.

Finally, the dayside magnetopause reconnection rate, ΦD, measures the rate of

coupling of the energy from the solar wind into the magnetosphere. It is defined by

Milan, Gosling, et al. (2012) as

ΦD = Λv
4/3
X BY Z sin9/2

(
θc
2

)
(3.10)

where Λ is a constant of 3.3× 105 m1/3 s1/3.

3.4 The Saturnian Magnetosphere

Except where other sources are listed, this section uses the works of “Saturn in the

21st Century” by Baines et al. (2018).

Saturn has the second largest magnetosphere in the solar system and whilst its

configuration is broadly similar to that of the Earth’s, it is far more complex. Unlike

the Earth, Saturn’s magnetosphere dipole axis uniquely aligns with its rotational axis.

Three distinct magnetospheric layers exist within the system, an inner, middle,

and outer magnetosphere, as shown in Figure 3.8. The inner magnetosphere contains

Enceladus, the radiation belts, and Saturn’s rings. The middle magnetosphere

contains the neutral torus, the inner plasma torus, where charged particles drift

in opposite directions around Saturn, and the plasma sheet (magnetodisk), where
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Figure 3.8: Detailed illustration of the Saturnian magnetosphere. Comparing with

Figure 3.1, many similarities can be seen with the terrestrial magnetosphere. A bow

shock and magnetopause exist due to solar wind interactions and a long stretching

tail is present. However this tail is generated not only by magnetic tension but due

to rotational driving. Differences are also present, such as energetic neutral atoms

(ENA), generated by the moons inside the magnetosphere. The outer magnetosphere

contains hot plasma (shown in red). Image Credit: Krimigis et al. (2004).

the magnetic field moves from a dipolar to disk like form. Finally, the outer

magnetosphere, beyond the orbit of Titan, features highly stretched field lines,
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especially in the generation of the magnetotail as a combination of the rotational

driving of Saturn’s rotation and magnetic tension (drag) of the solar wind.

Saturn’s magnetosphere is rotationally dominated, with charged particles co-

rotating out to the magnetopause. Internally sourced neutrals and plasma are driven

out radially by the centrifugal force due to their fast rotation. This rotational

driving is a significant source of plasma loss. As mass-loaded, frozen-in field lines are

stretched, an equatorial plasma sheet forms in the middle magnetosphere. Continuous

mass loading to the field lines further stretches the lines until downstream magnetic

reconnection occurs, where the plasmas are released and flow tailward along the open,

frozen-in, IMF lines. This process of plasma loss is termed the Vasyliunas cycle

(Vasyliunas, 1983).

Saturn is also affected by the solar wind, with the magnetosphere experiencing

driving in a process similar to that of the Dungey Cycle at Earth, which introduces

plasma to the magnetosphere from the solar wind. However, like Io at Jupiter, Saturn

features another major plasma source from its moon Enceladus, located within the

inner magnetosphere. With more than 100 confirmed geysers continuously ejecting

neutrals and ions into the magnetosphere, at a ratio of 100:1, Saturn’s magnetospheric

environment is dominated by neutrals. Other, less significant, sources of plasma

include dissociation of Titan’s N2 molecules into fast atoms and ions; ionization of

neutrals from the other moons, Mimas, Tethys, Dione, and Rhea; Saturn’s main rings,

from UV and cosmic ray interactions plus collisions; and interactions in Saturn’s

atmosphere.
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3.5 Saturn Kilometric Radiation

Saturn Kilometric Radiation (SKR) is a radio wave signature of auroral activity

understood to be generated by the Cyclotron Maser Instability (CMI). Discovered

by the Voyager 1 planetary radio experiment in 1980, SKR is the most intense radio

emission from Saturn with strong parallels to Earth’s auroral kilometric radiation.

SKR emission sources are located at high-latitudes within a radio oval matching the

latitude of the UV auroral oval. SKR sources rotate with the planet, at a periodicity of

∼ 10h 39m (Gurnett, Persoon, et al., 2007), with power enhanced in the pre-morning

to noon sector, matching UV auroral emissions.

SKR is also tied to the precipitation of electrons to the auroral zone and hence the

generation of aurorae. Horseshoe (or shell-like) distributions of electron distributions

have been observed within the auroral zone, which CMI is unstable to, coinciding

with the emission of SKR (Baines et al., 2018).

As has been explored in chapter 2, energetic plasma particles orbit local magnetic

field lines perpendicular to the magnetic field of the planet. These particles gyrate

within the magnetic field with a characteristic gyro-frequency given by Equation 2.22.

Oscillations also occur due to the small scale charge-density perturbations within the

plasma with a characteristic plasma frequency given by Equation 2.6. When the

electron gyro-frequency >> plasma frequency, radio waves emission occurs (Baines

et al., 2018).

During geomagnetic storms magnetic tail reconnection events can increase,

accelerating energetic electrons from the plasma sheet region along the magnetic field

into the Northern and Southern hemispheres. This radiation emitted from these

electrons is then generated by the conversion of their free energy via the CMI. CMI
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occur due to mildly relativistic, downward-directed electron beams accelerated by

parallel electric fields. At lower altitudes the electrons encounter increasing magnetic

fields, which would occur as they approach the hemispheres. Parallel energy of the

electron is then converted into perpendicular energy. This conversion of energy creates

an unstable positive perpendicular velocity gradient, driving strong wave growth near

the local electron cyclotron frequency. These emissions are anisotropic and restricted

to a hollow cone that is limited by the local plasma parameters, does not exceed 90◦,

and whose central axis is aligned to the local magnetic field line of the source (Wu

et al. (1979); Zarka (1998); Mutel et al. (2010); Baines et al. (2018)).

Therefore, CMIs occur in strongly magnetised regions (high relative gyro-

frequency) of low plasma density (low relative plasma frequency) which restricts

SKR to the regions above the planet. CMIs have been confirmed with flybys of

Cassini through the high-latitude SKR and auroral source regions where emissions,

propagating at large angles from the magnetic field lines have been observed. (Wu

et al. (1979); Galopeau et al. (1989); Zarka (1998), Baines et al. (2018)).

When geomagnetic storm-like activity occurs in the magnetotail, accelerated

electrons are produced as part of the field aligned current system. Intensification

also occurs during auroral brightening, ENA enhancements, plasmoid production,

energetic-particle injections, and solar wind dynamic pressure enhancements (Badman

et al. (2008); Baines et al. (2018)).

Due to the conical emission caused by CMI, detection of SKR is limited to the

position of the observing satellite/instrument around the planet, see Figure 3.9. SKR

sources are located at invariant latitudes ≥70◦ along local magnetic field lines. Along

the local magnetic field line, SKR beaming comes from an angle ≤70◦, resulting in
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Figure 3.9: SKR emission zones along the local magnetic field lines. Due to the

confinement of the hollow cone emissions, satellites must be passing within a cone

in order to observe SKR emission. A narrow region does exist about the equator,

significantly far out from the planet to detect emissions of both SKR polarisations.

Image credit: Lamy, Zarka, et al. (2008).

a shadow zone along the equator as illustrated in Figure 3.9. This shadow zone is

dependant on the source’s origin along the local magnetic field line and aperture angle

of the emission cone. SKR emissions at high and low frequencies were not detected

at Cassini altitudes ≥55◦ (Lamy, Zarka, et al., 2008).

SKR is strongly circularly polarized, with high intensity emissions at wavelengths
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from 3kHz to 1.2 MHz, with a peak intensity between 100 and 400 kHz. SKR also

features two components with opposite polarities; a Southern hemisphere originating

left-hand (LH) component and a Northern hemisphere originating right-hand (RH)

component. This polarisation is well defined from numerous flybys of Cassini across

all latitudes. SKR LH and RH powers vary in synchronicity, with peaks and troughs in

intensities aligning with a high correlation coefficient at timescales ≥ 30 minutes. This

is not a definitive lower bound, shorter timescales may also show strong correlation.

Though emissions sources are identifiable between hemispheres, determinable by the

polarisation, overlapping emissions from both hemispheres do occur close to the

equator (Lamy, Zarka, et al., 2008).

3.6 Closing Remarks

In the second half of our introduction to the background physics necessary to under-

stand and interpret this thesis we have first explored the terrestrial magnetosphere,

it’s properties, and processes such as the Dungey cycle, magnetic reconnection, and

the generation of magnetic currents. The phenomena of coupling functions try to

explain the complexity of the solar wind-magnetosphere coupling interactions, whilst

geomagnetic indices are generated as measures of the magnetic activity.

Building on the terrestrial system, the driving mechanisms are then used as

the foundation to expand into the Saturnian magnetosphere. We explored the

rotational driving of Saturn’s magnetosphere, in addition to the Dungey cycle, and the

production of additional ions and neutrals within from the major moons Enceladus

and Titan. Unique properties and structures that differentiate the magnetosphere
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of Saturn were described before focusing on the phenomena that is SKR, generated

within the Saturnian magnetosphere due to the CMI.

We are now equipped to handle the work of this thesis. However, before we

continue into the methods and results of this work, we must first understand the

physical manifestation of our understanding. Therefore, the next step in our journey

is to explore and understand the data that underpins this work.

65



Chapter 4

Data

There are two primary goals to this thesis. First, to find a proxy for the solar wind as

an external driver for Saturn’s magnetosphere dynamics. Secondly, to demonstrate

the effectiveness of the application of MI as a novel technique to assess the strength

of these proxies.

Implementing MI requires the application of two separate data sets in order to

build a joint probability distribution between an input and output data set. This will

be defined later in subsection 5.4.1. The interest of the research is in understanding

the relationship between an input data set with an output data set. Hence, to build

the necessary channel, data sets must be matched by their time of measurement and

be equal in size, see section 6.1. Of the data investigated, sampling rates differ between

data sources. Hence, where a choice is available, the higher sampling rate is chosen

to ensure minimal smoothing and maximal fine-detail of the data is retained when

preparing the data.

The physical principles behind the data to be investigated have been explored

previously in chapter 2 and chapter 3. Here, the physical data is presented, covering
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the sources and instrumentation of the data, investigated parameters and their units,

and any relevant information of the data that must be considered when applying

MI. In section 4.1 the directly measured solar wind and geomagnetic indices data is

described. This direct solar wind data is then used in subsection 4.1.2, to solve the

coupling function equations described in section 3.3.

As there is no direct solar wind monitor at the outer planets, section 4.3 presents

the propagation model of Tao et al. (2005) and its verification can be found in

section A.3. This model will take the directly measured solar wind data and propagate

it to the outer planets. In subsection 4.3.2, propagated solar wind data to Saturn is

described. This propagated data can then be used to test MI over long-time periods,

in the absence of directly measured solar wind data.

The Geocentric Solar Ecliptic coordinate system (GSE) is the frame of reference

used for several data sets involving the solar wind. In the GSE system the X-direction

points from the Earth to the Sun, the Y-direction is perpendicular to the X-direction in

the ecliptic plane opposing planetary motion (pointing duskward), and the Z-direction

is parallel to the ecliptic pole. The GSE system has a yearly rotation in an inertial

reference frame (Russell, 1971).

4.1 OMNI Data

OMNI uses several different sources to build a complete database of 1-minute, solar

wind magnetic field and plasma data sets. The ACE and Wind satellites contribute

the majority of the data comprising the OMNI database, spanning from 1998 and

1995 respectively, until the present day. The Cassini mission at Saturn ran from 2004
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- 2017, and the period investigated for geomagnetic indices and coupling functions,

from 2005 - 2021. OMNI supplements its data for the periods of interest using Geotail

data from 1995 until 2006 (Papitashvili et al., 2020).

ACE, standing for Advanced Composition Explorer, orbits the L1 Lagrange point

between the Earth and the Sun approximately 235 Earth radii from the Earth.

Launched on 25th August 1997, it became officially operational on 21st January 1998

with an expected lifespan of two to five years. It continues to operate in the present

day. ACE is fitted with nine instruments, able to provide real-time space weather data

and advanced warning of geomagnetic storms. See Siddiqi (2018), Smith, L’Heureux,

et al. (1998), and Stone, Frandsen, et al. (1998) for more information on the ACE

satellite and its instruments. ACE plasma data was taken from the Solar Wind

Electron, Proton, and Alpha Monitor (SWEPAM) instrument, whilst magnetic field

data was taken from the Magnetometer (MAG) instrument.

The Wind spacecraft orbits the L1 point between the Earth and the Sun. It

was launched on 1st November 1994, settling into the L1 point in early 2004, after

spending some time in the magnetosphere. Originally launched with an expected

lifespan of three to five years, it continues to operate in the present day. Wind is

fitted with eight instruments and from the L1 point can measure real-time solar wind

and magnetic fields. See Siddiqi (2018), Lepping et al. (1995), and Wilson III et al.

(2021) for more information on the Wind satellite and its instruments. WIND plasma

data was taken from the Solar Wind Experiment (SWE) instrument, whilst magnetic

field data was taken from the two triaxial fluxgate magnetometer (MFI - Magnetic

Field Investigation) instruments.

Geotail operated in a high elliptical Earth orbit and was purposed with investi-
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gating the Earth’s long magnetotail region. It was launched on 24th July 1992 with

an expected lifespan of four years. It continued to operate until 28th November 2022.

Geotail was fitted with seven instruments, able to provide real-time magnetic field

and plasma data. See Siddiqi (2018) and Nishida (1994) for more information on

the Geotail satellite and its instruments. Geotail plasma data was taken from the

Comprehensive Plasma Instrument (CPI) instrument, whilst magnetic field data was

taken from the Magnetic Fields Measurement Monitor (MGF) instrument.

The satellites that have provided data for the OMNI database are not located in

the same fixed position. Even at the L1 point, satellites orbit this position and need

constant readjustment around this point of gravitational equilibrium, meaning data

can vary by hours and several Earth radii. Therefore, all data is time shifted to the

bow shock nose to ensure the data is consistent for use as a single data set. This

shifting assumes that values measured by a spacecraft, at any time and place, are

propagated as if they lie on a planar surface (phase front), convecting with the solar

wind (Papitashvili et al., 2020).

High resolution data is available from 1995 to the present day, covering the lifespan

of the Cassini mission from 2004 - 2017 and the investigation of coupling functions

and geomagnetic indices. In total, OMNI data from 2004 - 2021 is used. Direct high

resolution 1-minute solar wind data used in this research can be found in the OMNI

database (Papitashvili et al., 2020).

4.1.1 Solar Wind Data

From the OMNI database, six solar wind parameters are taken into consideration.

These have been chosen because they are also the solar wind parameters available
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in the Automated Multi-Dataset Analysis (AMDA) database (CDPP, 2005), prop-

agating OMNI data using the model of Tao et al. (2005). For this work, the solar

wind parameters considered are radial velocity (vx), tangential velocity (vy), tangential

magnetic field (By), dynamic pressure (pdyn), proton density (ρ), and temperature (T ).

The solar wind parameters considered and further information on them is available

in Table 4.1.

4.1.2 Coupling Functions

Coupling functions, as defined in section 3.3, are solved using solar wind parame-

ters. From the OMNI database, six directly measured high-resolution solar wind

parameters, from 2005 - 2021, are used to solve the coupling function equations.

For this work, the solar wind parameters considered to solve the coupling functions

are radial velocity (vx), tangential velocity (vy), the z-component of the velocity (vz),

radial magnetic field (Bx), tangential magnetic field (By), and the z-component of the

magnetic field (Bz). The solar wind parameters considered and further information

on them is available in Table 4.1.
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Solar Wind

Parameter

Reference

Frame

Unit Fill Value Sampling

Rate

vx GSE km·s−1 99999.9 1-min

vy GSE km·s−1 99999.9 1-min

vz GSE km·s−1 99999.9 1-min

Bx GSE nT 9999.99 1-min

By GSE nT 9999.99 1-min

Bz GSE nT 9999.99 1-min

pdyn - nPa 99.99 1-min

ρ - cm−3 999.99 1-min

T - K 9999999 1-min

Table 4.1: Directly measured solar wind data from the OMNI database (Papitashvili

et al., 2020). Solar wind parameters: v - velocity, B - IMF strength, pdyn - Dynamic

Pressure, ρ - Proton Density, and T - Temperature. Subscripts: x - radial component,

y - tangential component, and z - component parallel to the ecliptic pole. These data

sets contain fill values, used in place of an absent value, where measurements are not

available. The fill value is deliberately large, to ensure no confusion between the real

data and the fill value data.

4.2 Geomagnetic Indices: AL Index and SYM/H

Index

The geomagnetic indices, AL and SYM/H, were described in section 3.2. Unlike

the solar wind and coupling functions, the geomagnetic indices are not governed by
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space missions such as ACE and Wind but are measured at the Earth’s surface using

networks of magnetometers.

Magnetometers measure variations in a surrounding magnetic field. Electric

currents, when exposed to an external magnetic field, experience a combined force

due to the electric and magnetic fields imposed upon them. This force is known as

the Lorentz force and is given by Equation 2.10. When the current flows through

an electric conductor, a Lorentz force acting transverse to the flow of the electric

current causes an accumulation of charge to one side of the conductor, resulting in a

potential difference, this is known as the Hall effect. As the direction and strength of

the magnetic field varies, potential difference also varies. Hence, a magnetometer can

measure characteristics of the surrounding magnetic field by measuring variations in

the magnitude and polarity of the potential difference.

4.2.1 AL Index Data

In the case of the AL index and auroral indices generally, measurements are based

on 1-min readings of the northward H component trace from twelve auroral zone

observatories. These observatories are located between 60◦ and 70◦ magnitude with

a longitudinal spacing between 10◦ and 50◦ (Li et al. (2007); Baumjohann et al.

(2012)). The derivation of these indices were performed by the World Data Center

for Geomagnetism in Kyoto (WDC for Geomagnetism, 2005). A brief description of

the transformation of readings into the AL index is described in section A.1.

Some uncertainties are present in the data due to the geography of the observato-

ries. Electrojets typically flow along the auroral oval, perpendicular to the terrestrial

global eccentric dipole north-south direction, as opposed to perpendicular to the local
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H direction. The angle between the local magnetic H component and the global

eccentric dipole north-south direction is greater than 30◦. Consequently, observatories

exhibiting this feature underestimate the electrojet current (Baumjohann et al., 2012).

Longitudinal gaps exist, with the largest gap being in excess of two hours.

Geomagnetic storms can occur in shorter periods and consequently be missed by

the network of observatories.

Finally, the small latitudinal range covered by the network of observatories presents

challenges. During periods of high and low activity, the auroral oval can contract

above 70◦ latitude and expand below 60◦ latitude, respectively (Li et al. (2007);

Baumjohann et al. (2012)).

As the study of this thesis is to investigate over long-time periods, the absence of a

minority proportion of sub storms and gaps in the data should not have a detrimental

effect. In the worst case, the results relating the strength of the geomagnetic indices

with the solar wind will be lower bounds for the MI value (see chapter 5 for a definition

of MI).

Direct high-resolution data for the AL Index, from 2005 - 2021, is available from

the OMNI database (Papitashvili et al., 2020). Further information on these variables

is available in Table 4.2.

4.2.2 SYM/H Index Data

In the case of the SYM/H index the process of data collection is much the same as

for the auroral indices. Measurements are made using a network of ground-based

magnetometers, ranging between approximately 50◦ to −50◦ latitude and distributed

longitudinally (Wanliss et al., 2006). Iyemori (1990) solves the transformation of
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Geomagnetic Index Unit Fill Value Sampling Rate

AL Index nT 99999 1-min

SYM/H Index nT 99999 1-min

Table 4.2: Directly measured geomagnetic indices data taken from the OMNI database

(Papitashvili et al., 2020). These data sets contain fill values, used in place of an absent

value, where measurements are not available. The fill value is deliberately large, to

ensure no confusion between the real data and the fill value data.

readings into SYM/H data, which is briefly covered in section A.2.

Like the AL index, uncertainties are present in the data. On any given month,

only six observatories out of eleven are used for background field averaging of the

data (Wanliss et al., 2006). As such, different variation fields are observed due to

contributions from the magnetotail; these predominantly affect nightside latitudes and

longitudes, and are not captured by dayside observatories. Therefore the longitudinal

spacing can drastically affect the final index value (Wanliss et al., 2006). However,

as stated, the study of this thesis is to investigate over long-time periods. Therefore,

whilst on short-time periods this averaging may cause issues in the data, the affect

should be minimised over the time period considered.

Direct high-resolution data for the SYM/H Index, from 2005 - 2021, is available

from the OMNI database (Papitashvili et al., 2020). Further information on these

variables is available in Table 4.2.
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4.3 Propagated Solar Wind

4.3.1 Tao Model

Developed as a response to a lack of upstream solar wind monitors, Tao et al. (2005)

developed a one-dimensional magneto-hydrodynamic (MHD) model to propagate

continuous, directly measured solar wind measurements, taken at the Earth, to

Jupiter. Thus, the solar wind is modelled as an ideal MHD fluid affected by solar

gravity in a one-dimensional, spherically symmetric coordinate system. In this

Cartesian coordinate system, the x-direction is in the equatorial plane, the z-direction

points Northward, and the y-direction completes the orthogonal triad,which describes

the GSE coordinate system. The MHD model assumes the solar wind propagates with

constant solar wind speed, that Bz is zero constant, and that Bx is fixed at 0.001 nT

at the inner boundary (1 AU) and drops as 1/r2x as the plasma parcel propagates

anti-sunward.

MHD equations are given in the centimetre-gram-second (CGS) Gaussian system,

used by Tao et al. (2005).

The continuity equation

∂

∂t
(ρS) +

∂

∂x
(ρvxS) = 0 (4.1)

The x component of the momentum equation

∂

∂t
(ρvxS) +

∂

∂x

[(
ρv2x + p+

B2

8π
− B2

x

4π

)
S

]
=

ρ

[
gx +

(
v2y −

B2
y

4πρ

)
1

R

dR

dx

]
S +

(
p+

B2

8π

)
dS

dx
(4.2)
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The y component of the momentum equation

∂

∂t
(ρvyRS) +

∂

∂x

[(
ρvxvy −

BxBy

4π

)
RS

]
= 0 (4.3)

Gauss’s law for magnetism

∂

∂x
(BxS) = 0 (4.4)

The induction equation

∂

∂t

(
ByS

R

)
− d

dx

(
(−vxBy + vyBx)S

R

)
= 0 (4.5)

The energy equation

∂

∂t

[(
1

2
ρv2 +

p

γ − 1
+
B2

8π

)
S

]
+

∂

∂x

[{
vx

(
1

2
ρv2 +

γp

γ − 1

)
− 1

4π
(By(−vxBy + vyBx))

}
S

]
= ρgxvxS (4.6)

For equations 4.1, 4.2, 4.3, 4.4, 4.5, and 4.6 ρ is the mass density, v is the solar

wind velocity, B is the IMF strength, p is the thermal pressure, and γ, the specific

heats ratio, is 7/5.

gx, the solar gravitational force is given as

gx =
−GM
x2

(4.7)

where G is the gravitational constant and M is the solar mass. S is the unit

surface and is defined as

S = x2 (4.8)

76



Chapter 4. Data 4.3. Propagated Solar Wind

where R(x) ∼ x is the distance from the solar rotation axis.

The time step is 10s and grid spacing is 1/300 AU. To satisfy Equation 4.4 the

inner Bx drops as 1/x2 as the solar wind plasma propagates anti-sunward.

The time of the solar wind data, as measured at Earth, is shifted according to

∆t =
Φ

ΩSun

(4.9)

where Φ is the Earth-Sun-Jupiter angle and ΩSun is the angular velocity of the

Sun’s rotation.

MHD equations are solved using the Coordinated Astronomical Numerical Soft-

ware (CANS), the source code of which can be found at ACT-JST (2005).

There are some limitations to the MHD model given in Tao et al. (2005). The

Bx and Bz components of the IMF are fixed in the MHD model, as such the IMF

variation on the Jovian magnetosphere is not accounted for. The absence of some

pressure enhancement events in the real data, predicted by the MHD model, creates

an event selection ambiguity. Finally, when the prediction error between the arrival

time and the duration of pressure pulses are comparable, the increasing or decreasing

phase of solar wind dynamic pressure becomes undetectable.

Finally, the model is verified to be valid, with a prediction error no greater than

± 2 days, when Φ < 50◦. This prediction error is taken into account with the use of

time off-setting, which is explained in section 6.4. A brief review of the verification

of the MHD model by Tao et al. (2005) can be found in section A.3.
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4.3.2 Propagation to Saturn and Considerations

One of the aspects of this research is to consider the parameters of the solar wind as

a driver of Saturn’s magnetosphere dynamics, without an apriori assumption towards

which parameters will act as strong drivers. As such, all available propagated solar

wind parameters, using OMNI data, in the AMDA tool (CDPP, 2005) are considered

equally. These parameters are listed in Table 4.3.

The equations and propagation of the MHD model remain the same when

considering Saturn in place of Jupiter, with the exception of substituting the Earth-

Sun-Jupiter angle for the Earth-Sun-Saturn angle in Equation 4.9.

Whilst Bz is held constant and Bx falls as 1/r2x, it has been established that at

the orbital distance of Saturn, due to the Parker Spiral effect (subsection 2.6.1), the

majority of the IMF is concentrated in the By component, aligned to the azimuthal

(tangential) plane. As such, confidence can be held that the By component of the IMF

is a valid indicator of the IMF strength and variation at Saturn. Additionally, the

research of this thesis is not looking at specific enhancement events but the long-term

behaviour of the solar wind. As such, the absence of specific enhancement events is

not detrimental to this work.

Tao et al. (2005) quotes the outer boundary of the MHD model at 8 AU. However,

later works have expanded this distance and verified the use of the MHD model to the

orbital distance of Saturn (approximately 10 AU) and beyond (Kimura et al. (2013);

Provan et al. (2015); Lamy, Prangé, et al. (2017); Nakamura et al. (2019); Palmerio

et al. (2021)).

It is noted that later papers begin to quote the maximum prediction error as up to

2 days when Φ < 60◦, with the earliest case seen in Kimura et al. (2013). This quoted
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value directly cites Tao et al. (2005), in which no reference to an angle of Φ < 60◦

is found. The assumption is made that this value is for the Sun-Earth-Saturn angle,

ΦS, rather than Φ, as the original author of the MHD model is co-author on many of

these papers, including Kimura et al. (2013). However, as increasing the angle range

would increase the quantity of data, without certainty this would improve the quality

of the data, the value of Φ < 50◦ from Tao et al. (2005) will be used when preparing

data, see section 6.5.

We note that Kimura et al. (2013) investigates Saturn’s auroral radio emissions,

whereas Tao (2005) conducted their investigation at Jupiter. Kimura et al. (2013)

expects that the magnitude of the error will be the same, but may be up to twice that

of Jupiter.

Propagated solar wind data, using the MHD model of Tao et al. (2005), can be

acquired using the AMDA tool, at the Centre de Données sur la Physique des Plasmas

spatiaux (CDPP, 2005). Data is available for the lifetime of the Cassini mission, from

2004 - 2017, and propagation is performed using solar wind data from the OMNI

database (Papitashvili et al., 2020).
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Solar Wind

Parameter

Reference

Frame

Unit Fill Value Sampling Rate

vx GSE km·s−1 NaN 10-min

vy GSE km·s−1 NaN 10-min

By GSE nT NaN 10-min

pdyn - nPa NaN 10-min

ρ - cm−3 NaN 10-min

T - eV NaN 10-min

Table 4.3: Propagated solar wind data from CDPP (2005), using the MHD model

of Tao et al. (2005). Solar wind parameters: v - velocity, B - IMF strength, pdyn -

Dynamic Pressure, ρ - Proton Density, and T - Temperature. Subscripts: x - radial

component, and y - tangential component. These data sets contain fill values, used

in place of an absent value, where measurements are not available. The fill value is

defined as Nan (Not a Number), to ensure no confusion between the real data and

the fill value data.

4.4 Saturn Kilometric Radiation

The Radio and Plasma Wave Science (RPWS) Instrument of the Cassini satellite was

designed to measure electric and magnetic fields of radio emissions and plasma waves.

Included in this instrument is a High Frequency Receiver (HFR) for the measurement

of radio waves. These radio waves are collected by three antenna (monopoles),

commonly referred to as EU , EV , and EW . These antenna are mounted with an angle

of 120◦ between the EU and EV elements and the third element, EW , perpendicular

to the plane formed by them. Two signals are mixed from these antenna signal, Ex,

80



Chapter 4. Data 4.4. Saturn Kilometric Radiation

using a dipole-mode configuration from the voltages of the EU and EV monopoles,

and Ez, derived from the EW voltage (Gurnett, Kurth, et al. (2004); Galopeau et al.

(1989); Lamy, Zarka, et al. (2008)).

HFR consists of two sets of four analogue receivers. One set of receivers is

connected to the EW monopole, whilst the other set can be connected to either of the

EU and EV monopoles or the EX dipole. Three of these receivers have fixed-frequency

filters, covering the range from 3.5 to 319 kHz (A, B, and C). The final receiver has

two modes (HF1 and HF2), the first covers 100 kHz to 4.125 MHz, in 25 kHz steps,

and the second covers 125 kHz to 16.126 MHz, in 50 kHz steps. HFR is therefore able

to provide simultaneous auto and cross correlation measurements from two antennas

over the frequency range 3.5 kHz to 16 MHz. Switching the two inputs of the receiver

between the three monopole electric antennas, the receiver can provide measurements

of the radio waves arrival direction as well as the flux and polarisation, known as

the Stokes parameters (Gurnett, Kurth, et al. (2004); Galopeau et al. (1989); Lamy,

Zarka, et al. (2008)).

A summation of the characteristics of the HFR, first presented in Gurnett, Kurth,

et al. (2004), is presented in Figure 4.1.

It is therefore evident than any raw data will be highly inhomogeneous due to the

range of frequencies and steps, and the differing integration times. Fortunately, HFR

data has been homogenised and cleaned to produce uniform SKR data. The approach

of Lamy, Zarka, et al. (2008) describes within the appendix such a means of cleaning

and homogenising the data, building long-term time series of emitted flux densities

and normalised powers, from which SKR can be extracted. Whilst other references

also perform this reduction, principal authors of this paper are the data producers of
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Figure 4.1: Summation of the characteristics of the High Frequency Receiver of the

RPWS instrument on Cassini. Image credit: Gurnett, Kurth, et al. (2004)

SKR from the AMDA tool (CDPP, 2005)1.

SKR radio data is found across the wavelength range of 3 kHz to 1.2 MHz and

peaks in the 100 - 400 kHz range (Galopeau et al., 1989). Hence, we find the available

data is split into two sets, from 10 - 1,000 kHz and the peak range of 100 - 400 kHz,

where the most intense radiation can be considered.

SKR is also strongly polarised, Voyager missions flybys found that there are

two components of SKR with opposite polarization, these are the Right-Hand (RH)

polarisation that originates from the Northern hemisphere and the Left-Hand (LH)

polarisation that originates from the Southern hemisphere (Warwick, Pearce, et al.

(1981); Warwick, Evans, et al. (1982); Kaiser et al. (1982)). This results in the

additional division of the data sets between RH and LH data.

1The data providers for SKR data are acknowledged: Laurent Lamy and Baptiste Cecconi
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Polarisation/

Hemisphere

Frequency Range (kHz) Unit Fill Value Sampling Rate

LH/Southern 100 - 400 W·s−1 NaN 3 min

LH/Southern 10 - 1,000 W·s−1 NaN 3 min

RH/Northern 100 - 400 W·s−1 NaN 3 min

RH/Northern 10 - 1,000 W·s−1 NaN 3 min

Table 4.4: SKR data from the RPWS instrument of the Cassini satellite. LH - Left

Hand polarisation. RH - Right Hand polarisation. These data sets contain fill values,

used in place of an absent value, where measurements are not available. The fill value

is defined as Nan (Not a Number), to ensure no confusion between the real data and

the fill value data.

Consequently, SKR is made available in four data sets, divided by frequency range

and polarisation (hemisphere). See Table 4.4 for further details of the division of the

SKR data. Though there are four different data sets to analyse the interest will also

be in how the relationship between the solar wind and SKR is related across all of

these data sets. SKR data, covering 2004 - 2017, can be acquired using the AMDA

tool, at the Centre de Données sur la Physique des Plasmas spatiaux (CDPP, 2005).

4.5 Closing Remarks

At this stage the origins of the data and the physical principles have been outlined.

It is evident to see that the data, coming from a variety of sources, under different

conditions, and at varying levels of availability, is complex. Applying these different

data sets to MI is not a straightforward task, and significant effort has been required to
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achieve this. In the coming chapters, the principles of MI will be outlined (chapter 5),

followed by an explanation of how these varied data sets can be applied (chapter 6),

to hopefully achieve new insights into the relationship of the solar wind at the Earth

and Saturn.
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Chapter 5

Mutual Information

5.1 Why Mutual Information

Traditional metrics, such as Pearson correlation, are limited in their ability to

investigate the relationship between data sets. It is only possible for them to explore

linear relationships. Mutual information (MI) on the other hand has a distinct

advantage over these, it can explore any relationship. As well as being able to

investigate linear relationships, it can also identify non-linear ones. It is a more

general measure of relationships and thereby opens the possibility of exploring and

identifying new kinds of relationships that may not have been so closely observed

between the solar wind and the Solar System magnetospheres.

5.2 Defining Information

Fundamentally, before considering the motivations behind the research of this thesis

we must understand MI and what this measure tells us. This begs the very first
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question,

What is Information?

Information is a broad subject and further reading will demonstrate how vast it

is (see texts such as Cover et al. (1991) and MacKay (2003)). For the purposes of

this thesis, information is defined and explored only with relevance to the research

presented in chapter 7, chapter 8, and chapter 9.

To define information, examples offered by Moser et al. (2012) are presented in

new forms to illustrate the concept of information and build the foundations that will

lead to MI. Consider then the following statements

� The weather will be clear tomorrow

� The weather was dreary yesterday

� You will win the lottery in this week’s draw

It is intuitive to us that each of these statements can be understood as providing

information. However, it is reasonable to ask the question, are all of these statements

providing the same amount of information? Consider then the following two

statements

� Is it raining today in the United Kingdom?

– There are two answers: yes or no

� Someone in York won the lottery this week, who was it?

– This time there are approximately 200,000 possible answers (the rough

population of York)
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It is again intuitive, that between these two statements, the second is providing

more information than the first, as it is far less likely to be able to predict the answer

to the second question. Hence, the first step in the journey to defining information.

1. Information is linked to the number of possible answers, r

Consider another scenario, you are playing a game of Dungeons and Dragons, and

locked in battle with a fearsome Owlbear. As a mighty Paladin, you swing your

warhammer and strike the Owlbear. Observe the following two cases of rolling for

damage

� The eight-sided die is thrown. You announce the result to your party.

� You cast Divine Smite and can roll 3 eight-sided dice. You announce the result

to your party who leap into the air in celebration as the deadly beast is defeated.

It is evident that the results announced are providing different amounts of

information. Rolling three dice provides three times the amount of information as

rolling one, leading us to the second step in defining information.

2. Information should be additive in some sense

In the first case the number of possible answers is r = 8, and in the second case

the number of possible answers is r = 83 = 512. There are 64 times more potential

outcomes in the second case than in the first. If information is additive, how can this

be reconciled? The answer: use logarithms.

logb 8
3 = 3 · logb 8 (5.1)
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Hartley (1928) made these same observations , defining information as

Ĩ(U) ≜ logb r (5.2)

where r is the number of possible outcomes of a random message, U, and b is an

arbitrary base. In information theory the convention is to use b in units of bits, setting

the base b = 2. However, any base may be chosen, so long as the base is consistent

in any measurements of information. Hartley (1928) also demonstrated the desired

property of information being additive

Ĩ(U1, U2, ..., Un) = log2 r
n = n · log2 r (5.3)

Equation 5.3 suggests the smallest unit of information will come from a binary

system, Ĩ(U) = log2 2 = 1. Shannon (1948) demonstrated that this was not the case.

Figure 5.1 shows two hats, Hat A and Hat B. Each contains 4 balls; in Hat A

there are two white balls and two black balls, whilst in Hat B there are 3 black balls

and 1 white ball. At random a single ball is drawn from each hat. U , the random

message, is set as the colour. Then, for both hats r = 2, as there are only two colour

possibilities. Therefore, by our current definition of information, Ĩ(UA) = Ĩ(UB) =

log2 2 = 1 bit. However, it is clear that if we draw a black ball from Hat B, we will

gain less information than if we were to draw a black ball from Hat A. We expect to

draw a black ball from Hat B because we know there are more black balls than there

are white. Thus probability must play a role in defining information, leading to the

third step in defining information.

3. A true measure of information needs to take into account the

probabilities of the different possible outcomes
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Figure 5.1: Left: Hat A, contains two black and two white balls. Right: Hat B,

contains three black and one white balls. In both cases r = 2 but it is self evident

that if a black ball were to be drawn from Hat B, it would contain less information

than if a black ball were drawn from Hat A.

Consider again Hat B, where the probability of drawing a white ball is one in

four. The quantity r in Equation 5.2 is the number of all possible outcomes of a

random message, U. Hartley’s measure of information says one possible outcome out

of r possible outcomes will be observed. In this case the white ball is one possible

outcome of four possible outcomes, when selecting a ball from the hat

Ĩ(U) = log2 4 = 2 bits (5.4)

However, there are three chances out of four that a black ball will be drawn from

Hat B. Here, Hartley’s measure of information cannot be used directly, Hartley’s form

of information must be transformed into one that gives one possible outcome out or r.

To achieve this the statement can be normalised. Dividing through by 3, the number

of black balls, gives one realisation out of 4/3 possible realisations.
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Ĩ(U) = log2
4

3
= 0.415 bits (5.5)

Now, the system represents two different values of information depending on the

colour drawn. To take a single value that represents the information of the system,

the result can be averaged, i.e. different information values will be weighed according

to the probabilities that they will occur.

Ĩ(U) =
1

4
log2 4 +

3

4
log2

4

3
=

1

4
2bits+

3

4
0.415 bits = 0.811 bits (5.6)

This average of Hartley information is Shannon’s entropy and is defined as

r∑
r=1

pi log2
1

pi
= −

r∑
r=1

pi log2 pi (5.7)

where pi is the probability of the i
th possible outcome. Hence, to define the entropy,

H, of a random message, U, that takes on r different values, each with probability pi,

where i = 1, . . ., r as

H(U) = −
r∑

i=1

pi log2 pi (5.8)

This derivation of Shannon’s entropy is evidently not rigorous but it is useful to

aid in becoming familiar with the concepts. Shannon’s Entropy plays a crucial role in

deriving MI and so understanding these illustrative examples is as important a step

on the journey to MI as its mathematical proof.
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Figure 5.2: Depiction of a possibility tree for three choices. Replicated from Shannon

(1948).

5.3 Proving Shannon’s Entropy

5.3.1 Shannon’s Derivation

Shannon did mathematically derive the equation of entropy in Equation 5.8 and laid

out the properties of H(U).

To perform this derivation, take a set of possible events whose probabilities of

occurrence are p1, p2, ..., pr. Only the probabilities that these events will occur is

known but nothing else with regards to which events will occur. Shannon postulated

whether it was possible to find a measure of the choice involved in selecting an event.

That is to say how uncertain one can be of the outcome.

This measure, defined as H(p1, p2, ..., pr) , should therefore have the following

properties

1. This measure, H, should be continuous in pi

91



Chapter 5. Mutual Information 5.3. Proving Shannon’s Entropy

2. In the case that all pi are equal, pi =
1
r
, and H should be a monotonic increasing

function of r. In this case of equally likely events there is therefore more

uncertainty in cases where there are more possible events.

3. If a choice can be separated into successive choices, the original choice, H,

should be the weighted sum of the successive choices. These successive choices

are illustrated in Figure 5.2. (a) The probability tree offers three distinct

possibilities with probabilities p1 = 1
2
, p2 = 1

3
, and p3 =

1
6
. (b) The probability

tree offers two possibilities of equal probability 1
2
. In this case, should the second

possibility occur, another successive choice must be made between two further

possibilities with probabilities 2
3
, and 1

3
. The end possibilities of the probability

tree in (b) have the same probabilities as the end possibilities of (a). In this

special case it is required that

H

(
1

2
,
1

3
,
1

6

)
= H

(
1

2
,
1

2

)
+

1

2
H

(
2

3
,
1

3

)
(5.9)

where the coefficient 1
2
included in the uncertainty of the successive option is

included because this second choice only occurs half of the time.

These properties were originally defined in Shannon (1948), section 6. Using these

defined properties, one can now derive Shannon’s Entropy, the full derivation of which

is in B.1 and results in Equation 5.10.

H = −K
∑

pi log pi (5.10)

where the coefficient, K, must be positive to satisfy the second property. The value

of K corresponds to the unit of measure, in our case, 2 (bits).
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5.3.2 Khinchin’s Conditions

Shannon derived the definition of entropy given in Equation 5.8 mathematically but

it was not entirely robust, failing to prove that this was the only form entropy could

take. It was not until 1956 that Aleksandr Khinchin (Khinchin, 1956) put forward four

conditions that entropy should have and proved definitively that the only definition

entropy could take is of the form given in Equation 5.8.

N.b. Due to a lack of access to the English translation of Khinchin’s original paper,

Khinchin (1957), the four conditions are sourced from Moser et al. (2012).

Once again, Hr(p1, p2, ..., pr) is defined as a function of r probabilities. p1, ..., pr,

that sum to 1.

r∑
i=1

pi = 1 (5.11)

The function must also satisfy the following four properties

1. Hr(p1, p2, ..., pr) must be continuous and symmetric in p1, ..., pr for all values of

r. In simpler terms, small changes in pi only result in small changes to Hr and

the value of Hr is unaffected by the order of probabilities.

2. Zero probability events have no effect on Hr

Hr+1(p1, ..., pr, 0) = Hr(p1, ..., pr) (5.12)

3. When all probabilities for p1, ..., pr are the same, forming a uniform distribution,

Hr is maximised
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Hr(p1, ..., pr) ≤ Hr

(
1

r
, ...,

1

r

)
(5.13)

4. When a group of possible outcomes, m · r, are divided into m groups, each with

r possible outcomes, then the uncertainty can be split between the uncertainty

of choosing a particular group, m, and the uncertainty of a particular outcome

of the group, averaged over all groups.

For a random experiment partitioned intom groups, each containing r elements,

it can be performed in two steps

(a) Determine which group the actual outcome belongs to

(b) Determine which outcome in the group is the actual outcome

The probabilities of the outcomes are pj,i, 1 ≤ j ≤ m, 1 ≤ i ≤ r. Thus, the

total probability of all the outcomes in group j are

qj =
r∑

i=1

pj,i (5.14)

and the conditional probability of outcome i from group j is then given by

pj,i
qj

(5.15)

Hm·r can now be written as

Hm·r(p1,1, p1,2, ..., pm,r) = Hm(q1, ..., qm) +
m∑
j=1

qjHr

(
pj,1
qj
, ...,

pj,r
qj

)
(5.16)
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Khinchin proved this theorem in his paper (Khinchin, 1957), demonstrating that

the only functions of the entropy, Hr, that satisfy the above four conditions are of the

form

Hr(p1, ..., pr) = −c
r∑

i=1

pi log2 pi (5.17)

where c ≥ 0 is a constant that only determines the units of H, which match

Equation 5.8.

5.4 The Channel

With entropy defined a mathematical means of relating the before and after of an

interaction with the solar wind must be found. That is to say, given a particular solar

wind value, how certain is it that a value in an output data set will be observed?

Recall, the premise of this thesis is to try and infer the conditions of the solar

wind in other data as a proxy for the solar wind. To assess the suitability of a proxy

data set, it must be compared to available solar wind data in order to determine its

strength as a proxy when solar wind data is unavailable. Treating the solar wind and

proxy data sets as the input and output data sets respectively, how then can these be

related mathematically, in a manner that can determine the relationship between the

two?

Several factors affect the certainty of perceiving the affects of the solar wind; the

arrival time which is uncertain due to the propagation models used, the response

time in the magnetosphere, and the extent to which the solar wind affects elements

of the magnetosphere to name a few. This uncertainty can be demonstrative of a
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X =


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

→ X →



PY |X(y1|x1) PY |X(y2|x1) . . . PY |X(yt|x1)

PY |X(y1|x2) PY |X(y2|x2) . . . PY |X(yt|x2)

. . . . . . . . . . . .

PY |X(y1|xs) PY |X(y2|xs) . . . PY |X(yt|xs)


→ Y →


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

= Y

Figure 5.3: The channel model with the channel transition matrix, showing

PY |X(yj|xi), at it’s centre. Input data set X and output data set Y are specified

by the joint probability distribution PY |X(yj|xi). This figure is a combination of

equation 6.1 and figure 6.3 from Moser et al. (2012).

probabilistic characterization of the input-output relationship. This relationship can

be mathematically defined with the use of the channel.

5.4.1 Defining the Channel

The channel (X , PY |X(yj|xj),Y) has the following properties

1. An input data set X ≜ x1, ..., xs, where s denotes the number of input data

2. An output data set Y ≜ y1, ..., yt, where t denotes the number of output data

3. A conditional probability distribution PY |X(yj|xi). This represents the proba-

bility of observing Y = yj in the output given X = xj has been sent, 1 ≤ i ≤ s,

1 ≤ j ≤ t
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The channel properties thus determine the relationship between the input, X ∈ X ,

and output Y ∈ Y , and are defined by a set of conditional probabilities, termed the

forward conditional probability, PY |X(yj|xi), which states the probability of receiving

an output yj given an input xj.

The Channel transition matrix in Figure 5.3 has the following properties

1. Entries on the ith row have probabilities of observing the values of the output

data, Y , for the range y1, ..., yt given the ith value of the input data set, X, xi

2. Entries on the jth column have probabilities of observing the values of the input

data set, X, for the range x1, ..., xs given the jth value of the output data set,

Y , yj

3. The sum of the probabilities in a row always equals 1

t∑
j=1

PY |X(yj, xi) = 1 (5.18)

meaning for each xi, there is certainty that something will come out and that

PY |X(yj, xi) gives the distribution of these probabilities.

4. If PX(xi) is the probability of the ith input, then

s∑
s=1

t∑
j=1

PY |X(yj, xi)PX(xi) = 1 (5.19)

meaning, if something is input to the channel, something will come out.

The probabilities in PY |X(yj, xi), 1 ≤ i ≤ s, 1 ≤ j ≤ t, fully characterise the

channel. The channel is assumed to be stationery, that is to say the probabilities are

invariable with time.
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5.4.2 Channel Relationships

There are s possible inputs x1, ..., xs. If xi is input to the channel, the probability

of observing the yj output from the channel is given by the conditional probability

PY |X(yj, xi). Hence, the probability of simultaneously observing the joint probability

of X = xi and Y = yj is

PX,Y (xi, yj) ≜ PY |X(yj|xi)PX(xi) (5.20)

where PX(Xi) is the probability that xi is selected.

The probability that yj will occur at the channel output can be determined by

observing the simultaneous pairings of Y = yj and X = xi for 1 ≤ i ≤ s

PY (yj) = PY |X(yj|x1)PX(x1) + ...+ PY |X(yj|xs)PX(xs)

=
s∑

i=1

PY |X(yj|xi)PX(xi), 1 ≤ j ≤ t (5.21)

Further simplifying equation 5.21 with the definition of equation 5.20 yields

PY (yj) =
s∑

i=1

PX,Y (xi, yj), 1 ≤ j ≤ t (5.22)

Consider again Equation 5.20 which relates the probability of both xi and yj

occurring with the input distribution, X, via the forward conditional probability,

PY |X(yj|xi), i.e. the probability that yj will be output given an input value xi.

PX,Y (xi, yj) can also be written as

PX,Y (xi, yj) = PX|Y (xi|yj)PY (yj) (5.23)

98



Chapter 5. Mutual Information 5.5. System Entropies

This time the joint probability, PX,Y (xi, yj), is based on the output distribution,

Y , and the backward conditional probability, PX|Y (xi|yj), i,e, the probability that an

xi was input given an output yj. Equating Equation 5.20 and Equation 5.23 results

in the well known Bayes’s Theorem on conditional probabilities (Bayes, 1763)

PX|Y (xi|yj) =
PY |X(yj|xi)PX(xi)

PY (yj)
(5.24)

Subbing Equation 5.21 into Equation 5.24

PX|Y (xi|yj) =
PY |X(yj|xi)PX(xi)∑s

i′=1 PY |X(yj|xi′)PX(xi′)
(5.25)

and summing over all xi

s∑
i=1

PX|Y (xi|yj) =
s∑

i=1

PY |X(yj|xi)PX(xi)∑s
i′=1 PY |X(yj|xi′)PX(xi′)

=

∑s
i=1 PY |X(yj|xi)PX(xi)∑s

i′=1 PY |X(yj|xi′)PX(xi′)

= 1 (5.26)

It is thus demonstrable that the total probability in the system must sum to 1,

i.e. if given some output yj, some xi was put into the channel.

5.5 System Entropies

The channel transfers the probabilistic information-carrying message X into the

output Y via the conditional probability law, PY |X(yj|xi). The input and output

channels are thus by definition uncertain, i.e. it cannot be known with certainty
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which input xi, and which output yj will be sent and received respectively. The system

can only be considered in terms of probabilistic characterizations. This leads to the

question, how much aggregate information, or amount of uncertainty, is there in the

overall channel system? If the channel relationship input and output data, X and Y ,

are applied to Shannon’s Entropy, Equation 5.8 respectively becomes Equation 5.27

and Equation 5.28

H(X) =
s∑

i=1

PX(xi) log2
1

PX(xi)
(5.27)

H(Y ) =
t∑

j=1

PY (yj) log2
1

PY (yj)
(5.28)

5.5.1 Bounds on the Entropy

If a random message, U, has r possible values

0 ≤ H(U) ≤ log2 r bits (5.29)

where

H(U) = 0 if and only if pi = 1 for some i (5.30)

H(U) = log2 r bits if and only if, pi =
1

r
∀ i (5.31)

It can be shown that H(U) ≥ 0, H(U) = 0 if the input is certain, and H(X)

is maximised when all xi are equally likely. That is to say, unless we are absolutely

certain of the message sent and received, xi and yj, there is an entropy associated
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with the random message and that entropy is maximised if all possible sent messages

are equally likely.

See proof in B.2.

5.5.2 Joint Probability

When X = xi and Y = yj simultaneously the probability of this event is given by

the joint probability PX,Y (xi, yj). Analogous to Equation 5.27 and Equation 5.28 the

joint entropy for the simultaneous event is defined as

H(X, Y ) ≜
s∑

i=1

t∑
j=1

PX,Y (xi, yj) log2

(
1

PX,Y (xi, yj)

)
(5.32)

which measures the total uncertainty contained in the channel input and output

and hence the total channel system. Relating H(X, Y ) with H(X) and H(Y ), there

are two cases to consider, when H(X) and H(Y ) are statistically independent of one

another, and whenH(X) andH(Y ) are dependent on one another. In the independent

case X and Y are characterised by

PX,Y (xi, yj) = PX(xi)PY (yj) (5.33)

(Bertsekas et al., 2002). Hence in the independent case from Equation 5.32 and

Equation 5.33

H(X, Y ) = H(X) +H(Y ) (5.34)

See B.3 for a full proof.
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The following results hold in the case when X and Y are dependent on the

relationship between the joint entropy, H(X, Y ), and the individual entropies, H(X)

or H(Y ),

H(X, Y ) = H(X) +H(Y |X) (5.35)

which is typically true since the channel output depends, at least in part, on the

channel input. The conditional entropy associated with Y given X is given by

H(Y |X) ≜
s∑

i=1

∑
j=1

PX,Y (xi, yj) log2

(
1

PY |X(yj, xi)

)
(5.36)

See B.4 for a full proof.

Thus the joint entropy, H(X, Y ), is the sum of the input entropy, H(X), and the

conditional entropy, H(Y |X), which measures the uncertainty remaining in Y given

X is known. N.B. If X and Y are independent, i.e. one can infer nothing about

Y even if X is already known, then H(Y |X) = H(Y ) and Equation 5.35 becomes

Equation 5.34.

Finally, if starting from Equation 5.23, the alternate expression for PX,Y (xi, yj),

H(X, Y ), can be expressed as

H(X, Y ) = H(Y ) +H(X|Y ) (5.37)

indicating that the joint entropy is symmetric, i.e. whether we consider the

received output, yj, given a specific input, xj, or vice versa.
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5.6 Mutual Information

Combining the now established definitions of information, or more correctly uncer-

tainty, and the means by which this information is transmitted, the tools are present

to define MI. In Figure 5.3, the clear outcome is to know how much information can

be gained about the input, based on the observed output Y = yj. The difference in

uncertainty before and after receiving yj measures the gain in information from the

reception of yj.

On the transmission side, the probability that xi occurs is given by PX(xi), known

as the a priori probability of xi. On the reception side, the probability that upon

receiving yj, xi was sent, is defined by the a posteriori probability (or backwards

conditional probability), PX|Y (xi, yj). The change in probability from a priori to a

posteriori is closely related to the amount of information that can be learnt about xi

from the reception of yj.

As such, this gain in information is called mutual information and is defined as

I(xi; yj)︸ ︷︷ ︸
information gain or

uncertainty loss after

receiving yj

≜ log2

(
1

PX(xi)

)
︸ ︷︷ ︸
uncertainty before

receiving yj

− log2

(
1

PX|Y (xi|yj)

)
︸ ︷︷ ︸

uncertainty after receiving

yj

= log2

(
PX|Y (xi|yj)
PX(xi)

)
(5.38)

If X = xi and Y = yj are independent, PX|Y (xi|yj) = PX(xi) and I(xi; yj) = 0,

i.e. no information about xi is gained by the reception of yj. The other extreme is

a noiseless channel, yj = xi, where PX|Y (xi|yj) = 1. Being completely certain about

which input symbol has been sent, mutual information attains the maximum value
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log2(
1

PX(xi)
); hence, all information about xi is conveyed without any loss through the

channel.

Recall from Equation 5.20 and Equation 5.23 that probability is symmetric under

certain conditions

PX|Y (xi|yj)PY (yj) = PX,Y (xi, yj) = PY |X(yj|xi)PX(xi) (5.39)

In this case

I(xi; yj) = log2

(
PX,Y (xi, yj)

PX(xi)PY (yj)

)
= I(yj;xi) (5.40)

Therefore, xi provides the same amount of information about yj as yj does about

xi, hence the term mutual information.

5.7 System Mutual Information

5.7.1 Define System Mutual Information

Having characterised the MI of a specific input-output pair, it is now important to

average the MI with respect to both the input and output. This will account for the

statistical behaviour of the channel, caused by the random nature of the source and

channel output.

The system mutual information, or average MI is defined as
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I(X;Y ) ≜
s∑

i=1

t∑
j=1

PX,Y (xi, yj)I(xi; yj)

=
s∑

i=1

t∑
j=1

PX,Y (xi, yj) log2

(
PX,Y (xi, yj)

PX(xi)PY (yj)

)
(5.41)

System mutual information has the following properties:

1. I(X;Y ) ≥ 0

2. I(X;Y ) = 0 if and only if X and Y are independent

3. I(X;Y ) = I(Y ;X)

which means the system mutual information must have a positive value unless

there is no relationship between the two data sets. Also, the input data informs us

about the output data as much as the output data does about the input data.

5.7.2 Continuous Mutual Information

The previous MI definitions have dealt with discrete data. However, there are many

cases whereby data is not discrete but continuous, including the data dealt with in the

studies of this thesis discussed in chapter 4. In this case, the form of Equation 5.41

changes from a discrete summation to a continuous integral

I(X;Y ) =

∫ s

i=1

∫ t

j=1

PX,Y (xi, yj) log2

(
PX,Y (xi, yj)

PX(xi)PY (yj)

)
dx dy (5.42)
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5.7.3 System Mutual Information and Entropy

Many forms of entropy have been covered thus far, with that in mind, this section

ends by relating entropy to mutual Information. Starting from the system mutual

information of Equation 5.41

I(X;Y ) =
s∑

i=1

t∑
j=1

PX,Y (xi, yj) log2

(
PX,Y (xi, yj)

PX(xi)PY (yj)

)
(5.43)

=
s∑

i=1

t∑
j=1

PX,Y (xi, yj) (log2 PX,Y (xi, yj) (5.44)

− log2 PX(xi)− log2 PY (yj))

(5.45)

subbing in Equation 5.22 for X and Y

(5.46)

= −
s∑

i=1

t∑
j=1

PX,Y (xi, yj) log2

(
1

PX,Y (xi, yj)

)
(5.47)

+
s∑

i=1

PX(xi) log2

(
1

PX(xi)

)
+

t∑
j=1

PY (yj) log2

(
1

PY (yj)

)
(5.48)

subbing in Equation 5.27, Equation 5.28, and Equation 5.32

(5.49)

= H(X) +H(Y )−H(X, Y ) ≥ 0 (5.50)

Since

H(X, Y ) = H(X) +H(Y |X) = H(Y ) +H(X|Y ) (5.51)
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also

I(X;Y ) = H(X)−H(X|Y ) = H(Y )−H(Y |X) (5.52)

5.8 Closing Remarks

Defining entropy and the channel have been crucial steps in the path to mutual

information. MI is a measure of the reduction in the uncertainty, a more accurate

description than information, of a system before and after measuring the input and

output events. The uncertainty itself has been shown to derive from the definitions

of entropy presented at the start of the chapter and underpins the definition of MI.

Thus, the loss in uncertainty, when averaged over the entire system, gives a measure

of how strongly an input and output data set are related to one another.

It logically follows that if the amount of uncertainty in the system between the

two data sets is reduced by only a small amount, then there is little to learn from one

data set about another. However, if the reduction in uncertainty is large, then it is

demonstrable that these data sets have a strong relationship with one another.

Thus, the groundwork has now been laid to show that MI provides a useful method

for assessing the relationship between the solar wind and the proxy data sets to be

investigated.

In summary
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I(X;Y ) =


H(X) +H(Y )−H(X, Y )

H(X)−H(Y |X)

H(Y )−H(X|Y )

(5.53)

the equivocation is given by

H(X|Y ) = H(X)− I(X;Y ) (5.54)

H(Y |X) = H(Y )− I(X;Y ) (5.55)

the joint entropy is given by

H(X, Y ) =


H(X) +H(Y )− I(X;Y )

H(X) +H(Y |X)

H(Y ) +H(X|Y )

(5.56)

and continuous mutual information is given by

I(X;Y ) =

∫ s

i=1

∫ t

j=1

PX,Y (xi, yj) log2

(
PX,Y (xi, yj)

PX(xi)PY (yj)

)
dx dy (5.57)
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Method

Though MI can be expressed as the singular equation, Equation 5.42, that will

be applied to the considered data, the practical application of this technique is

significantly more complex. Data must first be prepared so that one can create the

channel defined in subsection 5.4.2, in order to calculate the MI. Then, one must

decide upon the different estimators that exist to apply MI to the data. We use

Kraskov, Stögbauer, and Grassberger, known henceforth as KSG, and describe its

methods briefly in section 6.2. Finally, for a rigorous study we must calculate the

uncertainties of these results as shown in section 6.3.

In addition, we have an understanding of the response time of the Earth’s

magnetosphere, the time from initial interaction between the solar wind and

magnetosphere to measurement of geomagnetic indices, at approximately 30 - 60

mins for the AL and SYM-H indices, (Stumpo et al. (2020); Wintoft (2005); March

et al. (2005)). The response time at Saturn is much more poorly understood. In

either case, this phenomena must be explored to better understand the interaction of

the solar wind as a driver of magnetospheric dynamics, which is done in section 6.4.
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Working with propagated data also creates additional limitations on the data, as the

Earth and Saturn are not stationery bodies with respect to the Sun. This effect on

the propagation of the data must be accounted for and is discussed in section 6.5.

6.1 Equalising

As discussed in section 5.4, to calculate MI The Channel must be constructed,

representing the joint probability distribution between a pair of considered data sets.

The joint probabilities between variables of both data sets are given by PY |X(yj|xj).

In order to build the joint probability between two variables each data set must have

a variable that can correspond to the other. Hence, the first step we must consider is

how to construct these.

All data sets include time data of variable measurements, as such all variables

can be indexed with a corresponding time stamp. The aim is to investigate the

interaction of solar wind data with magnetosphere dynamics, by observing the effects

this creates. In the case of Saturn this is via SKR data, in the case of the Earth this

is via geomagnetic indices and coupling functions. The following assumption is made

regarding the data:

� It is assumed the interaction is seen at the same time stamp for the measurement

of the solar wind variable and the compared variable.

It is self-evident that this cannot be not the case (at least not consistently). A

magnetospheric response time exists, whereby the solar wind must travel through the

magnetospheric system before we see its effect in the measured data. Additionally, in
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the case of propagated solar wind, uncertainty exists in its arrival time. Therefore, in

section 6.4 these uncertainties are accounted for by offsetting the time stamps.

Data sets are not always of a consistent size to one another, the Cassini mission

ran from 2014 until 2017, providing 13 years of continuous data, whereas OMNI data

is available for decades. Additionally, sampling rates can differ, and data sets can be

filled with null data points.

6.1.1 Sampling Rates

In the case of comparing propagated solar wind data to SKR data, they have sampling

rates of 10 and 3 minutes respectively (see Table 4.3 and Table 4.4). In order to

produce the joint probability distibution, PY |X(yj|xj), that populates the channel,

there must be a corresponding data point from each data set. If both data sets

have differing time stamps, corresponding data points can not be easily matched. As

such the sampling rate of the higher resolution data is adjusted to match the lower

resolution data.

The resolutions are matched by using the time stamps of the low resolution data,

which we call X. For each time stamp in X, all time stamps of the comparison data

set, which we call Y, within the time stamp of X by +/- half the time resolution of

X, are gathered. These data points from Y are averaged into a single data point and

given the same time stamp used in X.

Though averaging the data involves an element of smoothing, using this method

encapsulates the full system of the data. It also avoids neglecting significant amounts

of high resolution data and having to tailor a weighting method for each considered

data set, in order to determine which data points can be matched to the low resolution
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data. Alternative approaches could have been taken, such as aligning each solar wind

data point with the nearest time stamp and interpolating the missing solar wind data

points to equal the SKR data set size. However, whereas averaging takes the average

of real data points, interpolating generates synthetic data points. At such a high

resolution it is unlikely there is sufficient variation that the synthetic data would not

be representative of the real conditions. Nevertheless, it was therefore decided to use

averaging, whereby the smoothed data is still representative of the true solar wind

distribution, albeit at a lower resolution.

6.1.2 Final Step to Build the Channel

Once the sampling rates are matched the final step is to remove all null, fill, and zero

values as appropriate from both data sets considered. Once these data points have

been removed, should they be present, the remaining data sets can be compared by

their time stamps. Only data points with a time stamp present in both data sets will

be kept. The final point is justified by the following: if there is a data point for a

timestamp in one data set and no data point for the same timestamp in the other data

set, then Equation 5.10, for the absent data point, becomes 0 log 0 = 0, as x log x→ 0

as x → 0. Thus, adding a zero term adds no entropy and by extension no MI value

(Cover et al., 1991). There is only value to retaining data, where data is present in

both data sets for a given timestamp. The result is two equally sized data sets, with

a means of pairing individual data points in order to produce the joint probabilities

of The Channel.
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6.2 KSG Estimator

6.2.1 Estimating the Variance of KSG

In section 5.8, it was shown that MI can be expressed according to Equation 5.53,

combining the marginal and joint Shannon entropies. From this equation, Kraskov

et al. (2004) proposed an MI estimator, known as a KSG1 estimator, to calculate

these entropies using the kth nearest neighbour method to detect fine structures in

the underlying probability distribution. Here, each of the marginal and joint Shannon

entropy terms can be expressed as

ĤKL(X) = −ψ(k) + ψ(N) + log(cd) +
d

N

N∑
i=1

log(ϵ(k)(i)) (6.1)

where ϕ is the digamma function, d is the dimensionality of x, N is the total

number of samples, cd is the volume of a unit ball with d dimensions, and ϵ(k)(i)

is twice the distance between the ith data point and its kth neighbour (Kozachenko

et al., 1987). The MI is thus estimated as

Î
(k)
KSG = ψ(k)− 1

k
− ⟨ψ(n(k)

x ) + ψ(n(k)
y )⟩+ ψ(N) (6.2)

where averaging is over the samples (Kraskov et al. (2004); Stögbauer et al. (2004)).

Note that, if ⟨ψ(n(k)
x )⟩ and ⟨ψ(n(k)

y )⟩ increase, the MI estimate drops.

The meaning behind equation Equation 6.1 and Equation 6.2 is explained in

Kozachenko et al. (1987) and Kraskov et al. (2004), respectively. In short, k is a

free parameter that must be chosen a priori. If k = 1, fine scale features in the

joint probability distribution will be picked up but result in large scale statistical

1KSG is available in the open source python library SciPy.
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fluctuations. If k >> 1, fine scale structures may be missed but statistical fluctuations

will be smaller.

The optimal k depends on the structure of the spatial features in the data. These

can be non-trivial and exist on multiple scales. The optimal k should also depend

on N, since fine features can only be observed at high sample densities. In order to

estimate the optimal value of k , one must first estimate the standard error of the

estimator, and also estimate the bias of the estimator.

6.3 Uncertainties

An important question when assessing the validity of any MI results for a paired data

set is: how confident can one be in the result? In order to make this assessment,

the level of uncertainty in the result must be solved. However, the solution is non-

trivial. Information is non-linear and as such, simple techniques like bootstrapping,

which are only applicable when the quantities are linear in the underlying probability

distribution, are non-applicable (Tibshirani et al., 1993).

This can be understood intuitively if one thinks about the process of bootstrap-

ping, where a data set is only a subset of all possible data. Consider a population

survey, it can be for many millions of people but it is unlikely to be for all people. So,

how can there be certainty that any results are statistically accurate? If the sample

of the population is sufficiently large, it should be representative of the population

as a whole and approximate to a normal distribution. If the original sampling of

the population were repeated, the second distribution would be unlikely to perfectly

match the first sampling but would approximate its distribution. If this process were
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repeated again and again, a range of slightly differing distributions would be sampled,

allowing statistics on the accuracy of the data distribution to be calculated, such as

the mean or standard error.

However, it is typically impractical or even impossible to keep taking population

samples. Instead, when the data is sufficiently large and so approximates the

distribution of the true population, bootstrapping can be applied. Bootstrapping

takes random subsamples from the original data sample, with replacement, rather

than repeating the sampling itself. Using these subsamples, one solves the calculation

made on the real data distribution for the bootstrapped samples. The results of these

subsamples will give a range of potential values the data distribution could take, much

like the variation of repeatedly taking independent population samples. Using this

distribution of results, the mean, standard deviation, or other desired statistics can

be solved for, overcoming the impracticality of taking repeated population samples.

However, when one attempts to solve MI with bootstrapping, this approach will

quickly breakdown. Bootstrapping the data with replacement will result in duplicate

data points. Estimators such as KSG will interpret these repetitions as fine-scale,

high-information features. Consequently, the MI value will be overestimated. In

simpler terms, sampling with replacement will increase the probability of repeated

data point pairs, increasing their information worth. This can be easily demonstrated

using a bivariate Gaussian distribution, where the analytical value of MI, Ianalytical, is

known. Ianalytical is given as

Ianalytical = −1

2
log2(1− ρ2) (6.3)

where ρ is the correlation coefficient. Observing Figure 6.1, data is sampled
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from a Gaussian distribution with ρ = 0.6 and Ianalytical ≃ 0.32. When samples are

taken without replacement from this Gaussian distribution (independent population

samples) the mean and standard deviation of the these samples is 0.33 ± 0.04 bits,

which matches closely to Ianalytical. However, when the distribution is repeatedly

bootstrapped, (sampling the same population with resampling) repeated data points

are interpreted as high information features, resulting in a mean and standard

deviation equal to 0.94 ± 0.1 bits, which greatly exceeds Ianalytical.

There is only one data set per variable in this study; decade spanning data sets have

not been be independently sampled hundreds of times. As has just been proven, in

the absence of multiple data sets bootstrapping these singular data sets will not work.

Yet, Holmes et al. (2019) offers a solution to this problem. With a known analytical

value of the MI, as given in Equation 6.3, a bivariate Gaussian distribution can be

used to empirically derive the uncertainty of MI. Using data taken from this bivariate

Gaussian test case, the methods described in Holmes et al. (2019) are replicated in

the remainder of this section.

For N >> 1, where N is the size of the data set, the variance of functions such

as Equation 6.2 is an average of N independent and identically distributed random

variables and scales as 1/N . For N > 50, this holds true for bivariate Gaussians as

illustrated in Figure 6.2. Therefore, the variance of MI for the KSG estimator can be

written as

σ2
KSG(N) =

B

N
(6.4)

where B is an empirically derived value that depends on the distribution

considered.
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Figure 6.1: Bootstrapping MI. Both distributions represent the MI values of data

taken from a bivariate Gaussian, with ρ=0.6, for 1,000 data points. Blue samples

show the distribution of MI values when a population is repeatedly sampled. The

mean of the distribution is 0.33 ± 0.04 bits. Orange samples show that when a single

population sample is bootstrapped, the resampling is interpreted as high-information

features. The result is a broader, and higher value distribution of MI values with a

mean of 0.94 ± 0.1 bits.

In order to estimate B, the data is randomly subsampled by dividing it into

n subsets, where n is an integer. These subsets are equal in size, or as close as
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Figure 6.2: An N = 1,000 data points sample, for a bivariate Gaussian with ρ = 0.3,

0.6, and 0.9. 100 independent data sets, of different sizes for N , are generated for

each value of ρ. σ2
KSG(N) is calculated for each N and plotted vs 1/N . The resulting

linear fit shows that variance scales as 1/N for N >> 1. Image Credit: Holmes et al.

(2019).
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is practicably possible. To maintain independent calculations of the variance, the

partitions of subsets do not overlap, to ensure the subsets are of a size N/n. Subsets

are not to be repeatedly calculated for each n, in an attempt to average the estimates

and reduce the variation in variance for different N/n, as this does not produce

independent samples of the variance.

I
(k)
KSG is calculated for each subset according to Equation 6.2, giving n values of

I
(k)
KSG. For the n values of I

(k)
KSG, the variance estimate for these values gives the

KSG variance, σ2
KSG(N/n). Thus, B is solved empirically by solving σ2

KSG(N/n) for

multiple values of n and fitting Equation 6.4 to these values. With an empirically

derived value for B, σ2
KSG(N) can be solved directly from Equation 6.4.

With these results, the estimate of the variance of the KSG estimator for the data

set, of size N , is given by

σ2
KSG(N) =

B

N
=

∑
i
ni−1
ni
σ2
KSG(Ni)∑

i(ni − 1)
(6.5)

and the standard error of the variance is given by

var σ2
KSG(N) =

2B2
ML∑

i(ni − 1)N2
(6.6)

where BML, the maximum likelihood of B, is given by

BML =

∑
i
ni−1
ni
Nσ2

KSG(Ni)∑
i(ni − 1)

(6.7)

the derivation of which can be found in the appendix of Holmes et al. (2019). In

Figure 6.3 this method is independently applied to calculate the variance of a bivariate

Gaussian of ρ = 0.6, successfully reproducing Fig 2 of (Holmes et al., 2019).
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Figure 6.3: Reproduction of Fig 2 of (Holmes et al., 2019). An N = 1,000 data points

sample, for a bivariate Gaussian with ρ = 0.6. The variance of KSG, with k = 1, for

N/n data points is calculated. Circular data points represent the calculation of the

variance of I, for each N/n subset. The square data point shows the estimate of the

variance of the KSG estimator, with its own standard error given by Equation 6.5

and Equation 6.6 respectively. The slope is an unweighted linear fit, replicated as a

guide to illustrate the variance of the estimator to the full data set size.
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6.3.1 Detecting the Estimation Bias and Choosing k

The KSG estimator is biased for finite N and as such is sample size dependent. Holmes

et al. (2019) uses the following approach to detect the bias for KSG.

The number of nearest neighbours, k, used by the KSG estimator can dramatically

affect the MI value. For a large value of k the fine-scale features of the probability

distribution will be overlooked by the KSG estimator resulting in an underestimation

of the MI. Also, nk
x and nk

y, from Equation 6.2, grow with k. Thus, the expectation

is that the standard deviation will be smaller at large k. For small values of k,

statistical fluctuations will be larger and two factors may affect the bias of the KSG

estimator. First, by choosing a small k, fine-scale features will be explored, rather

than overlooked and reduce bias towards a smaller estimation of the MI. Secondly,

that the larger fluctuations in nk
x and nk

y will create a larger, upward, N -dependent

bias in −⟨ψ(nk
x)⟩ and −⟨ψ(nk

y)⟩ from Equation 6.2.

The affect of k on the KSG estimation of MI can be explored as a function of N for

a range of k values. Selection of an optimal k will be under the following conditions:

� There is no sample-size-dependent drift compared to the estimator standard

deviation, and

� the standard deviation is smallest.

The effect of varying k values on the KSG estimation of MI, for a range of n,

is shown in Figure 6.4, successfully reproducing Fig 3 in Holmes et al. (2019). In

agreement with Holmes et al. (2019), k = 4 is the most stable choice for the KSG

estimator in the case of a bivariate Gaussian of ρ = 0.6.
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Figure 6.4: Reproduction of Fig 3 of Holmes et al. (2019). An N = 1,000 data points

sample, for a bivariate normal Gaussian with ρ = 0.6. The data is separated into ni

non-overlapping subsets, where i = 1, 2, ..., 10 resulting in n/N data points for each

subset. The mean I and σ is calculated for each subset using the KSG estimator for

k = 1, 4, and 20. For n = 1, representing the full data set size, no value for σ can be

estimated. A strong downward bias in I is observed for k = 20. k = 1 and k = 4 show

a relatively stable estimation of I although k = 1 shows a much larger variance. Note,

a larger number of data points was chosen than in Fig 3 for Holmes et al. (2019), to

be consistent with this studies testing.
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6.3.2 Renormalising the Heavy Tail

KSG has large biases for heavy-tailed distributions, which are present in all real

data considered in this thesis. This bias can be traced back to the non-symmetric

distribution of data points in ϵ - balls, found in Equation 6.1. For a bivariate log-

normal Gaussian distribution with ρ = 0.6, Figure 6.5 reproduces Fig 4a of Holmes

et al. (2019) by calculating the KSG estimation of I for different values of n and k.

It is evident that the heavy-tailed data has a strong bias towards underestimation,

as the value of MI, I, ranges from 0 to 0.03 bits, well below the expected value of

Ianalytical ≃ 0.32 bits.

Thanks to a special property of MI known as invariance, heavy-tailed distributions

data can still be resolved without underestimation. MI is invariant under invertible

transformations, which is also known as reparameterisation (Cover et al., 1991). As

such, the marginal variables, x and y, can be reparameterised to a standard normal

variable, for which the KSG estimator works well with little bias. Defining ri = 1, . .

., N as the rank of the corresponding value for xi, the reparameterisation is given by

x
′

i =
√
2Erf−1(2ri − (N + 1)) (6.8)

where Erf−1 is the inverse of the error function.

Reparameterisation is thus applied to the same bivariate log-normal Gaussian

distribution with ρ = 0.6. The resultant MI values are illustrated in Figure 6.6,

reproducing Fig 4b of Holmes et al. (2019). It is clear reparameterisation has removed

the bias caused by the heavy-tail data when compared with Figure 6.5. The scaling

of the variance with 1/N after reparameterisation, as illustrated in Figure 6.2, is

maintained.
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Figure 6.5: Reproduction of Fig 4a of Holmes et al. (2019). An N = 1,000 data points

sample, for a bivariate log-normal Gaussian P (x, y), with ρ = 0.6. The same method,

as illustrated in Figure 6.4, is applied to this heavy-tailed data. P (x, y) is solved as

x = esi , for i = 1, . . .,N , where si is a sample drawn from a Gaussian distribution,

S, and y = ee
ui , where u = ρ · si + (1− ρ2)0.5 · ti, where ti is a sample drawn from a

Gaussian distribution, T . MI is severely underestimated from the expected value of

Ianalytical ≃ 0.32 bits, as a result of the heavy-tail distribution.
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Figure 6.6: Reproduction of Fig 4b of Holmes et al. (2019). An N = 1,000 data points

sample, for a bivariate log-normal Gaussian, P (x, y), with ρ = 0.6, after undergoing

reparameterisation. The same method, as illustrated in Figure 6.4, is applied to this

reparameterised heavy-tailed data. P (x, y) is solved as x = esi , for i = 1, . . ., N ,

where si is a sample drawn from a Gaussian distribution, S, and y = ee
ui , where u

= ρ · si + (1 − ρ2)0.5 · ti, where ti is a sample drawn from a Gaussian distribution,

T . After reparameterisation, the heavy-tailed data returns to values approximating

Ianalytical ≃ 0.32 bits. This affirms the use of reparameterisation to account for the

bias of heavy-tail data when using the KSG estimator.
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6.3.3 Application to Real Data

Reparameterisation is now applied to real data as a final demonstration of its

applicability. In this case the solar wind radial velocity variable, vx, propagated

using the propagation model of Tao et al. (2005), and the SKR variable, LH 100 -

400 KHz. Figure 6.7, a Kernel Density Estimate of the combined data’s probability

distribution, shows a prominent heavy-tailed distribution with no reparameterisation

yet performed. When reparameterisation is applied according to Equation 6.8

the data is transformed into a standard normal variable, illustrated in Figure 6.8.

Before reparameterisation the MI for real, heavy-tailed data can be assumed to be

underestimated, as was the case in Figure 6.5 when considering the results of the

Gaussian test case.

It should be noted that in the case of the real data, the size of the splits, n, has

been adjusted upwards. This is to account for the larger number of data points in the

real data, approximately 105, as opposed to 103 for the simulated Gaussian test data.

In total, 9 k values were tested: 1, 2, 3, 4, 5, 7, 10, 15, and 20. The conditions

given in subsection 6.3.1 were applied by taking the gradient of the mean MI values

for each k. According to the conditions, the sample-size-dependent drift compared to

the estimator standard deviation should be non-existent. However, this is only the

case when applied to an ideal Gaussian data set. Even after reparameterisation, the

data is much larger and more complex. In no data set tested is the drift negligible.

Therefore, the k value gradient closest to 0, and thus with the minimum sample-size-

dependent drift, is chosen as the best value of k. This is valid when considering the

estimated standard deviation, which for almost all values of the mean MI bounds all

other mean MI values, keeping with the conditions considered.
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When applying these methods to real data, a k value can be chosen and the

bias of the heavy-tailed data accounted for. The method is applied to the real data

illustrated in Figure 6.7 and Figure 6.8, where the smallest gradient both before and

after reparameterisation is for k = 1. The resultant estimation of MI is 0.072 ± 0.005

bits before reparameterisation and 0.096 ± 0.006 after, see Figure 6.9 and Figure 6.10.

By considering the gradient, it is found in almost all cases that the correct k value to

choose is k = 1, which suggests the presence of fine-scale features in the data.
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Figure 6.7: A Kernel Density Estimate plot of Left-Hand polarised (LH) SKR data,

across the 100 - 400 KHz range (Table 4.4), against the propagated solar wind variable,

radial velocity (Table 4.3). The data in both data sets have heavy-tail extensions. The

resultant MI value is underestimated at 0.072 ± 0.005 bits, as described for heavy-tail

data in subsection 6.3.2.
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Figure 6.8: A Kernel Density Estimate plot of Left-Hand polarised (LH) SKR data,

across the 100 - 400 KHz range (Table 4.4), with the propagated solar wind variable,

radial velocity (Table 4.3). By reparameterising the data into a standard normal

variable according to Equation 6.8, the presence, and consequent bias, of heavy-tails

is largely eliminated from the data, ensuring a better MI estimate of 0.096 ± 0.006

bits.
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Figure 6.9: Left-Hand polarised (LH) SKR data, across the 100 - 400 KHz range

(Table 4.4), with propagated solar wind variable, radial velocity (Table 4.3), before

reparameterisation. k=1, where k is the number of nearest neighbour values used

by the KSG estimator. MI drops as the number of subsets increases, indicating that

there is greater fine structure in the real data as opposed to the Gaussian test data.
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Figure 6.10: Left-Hand polarised (LH) SKR data, across the 100 - 400 KHz range

(Table 4.4), with propagated solar wind variable, radial velocity (Table 4.3), after

reparameterisation. k=1, where k is the number of nearest neighbour values used by

the KSG estimator. As the number subsets become very large, n > 20, MI plateaus to

similar values as the unreparameterised data in Figure 6.9, suggesting a lower limit for

MI is achieved. However, at lower values of n, MI for reparameterised data is higher

than the same data before reparameterisation, demonstrating the improvements of

reparameterisation in eliminating the biases created by heavy-tail data.
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6.4 Time Offset

There are different reasons to offset the data, such as the prediction error in the

arrival time of propagated solar wind data (Tao et al., 2005) or the delayed response

of the magnetosphere to the solar wind (Stumpo et al. (2020); Wintoft (2005); March

et al. (2005)). Whilst the offset is specifically discussed for each data set in chapter 7,

chapter 8, and chapter 9 it is acknowledged here as part of the method that data can

be and is offset by time.

Each data point has an associated time stamp for its measurement or estimated

arrival time due to propagation. As such, it is a straightforward application to adjust

the time stamps of one data set by an offset. This ensures that any considerations as

to why the given time stamp may not be accurate, when considering how it compares

to the comparison data set, can be accounted for.

To give an example, let us consider the response time of a magnetosphere, that is

the time it takes for plasma to travel through the magnetospheric system, from contact

between the solar wind and magnetosphere to the measurement of its effects. In the

case of the solar wind’s arrival at Earth’s magnetospheric system, to measurement of

the AL index, it is estimated that the response time ranges from 30 to 60 minutes

(March et al. (2005); Wintoft (2005); Stumpo et al. (2020)). In order to measure the

MI, and by extension the relationship, between the solar wind and the AL Index, the

time stamp of the solar wind can be offset by 30 minutes. Now, when building the

channel (section 5.4), the measured AL index is paired with the solar wind variable

that caused the change in the strength of the AL Index, after travelling through

the magnetosphere for 30 minutes. Without an offset, one is pairing two unrelated

variables, e.g. the AL Index value measured at a specific time and a solar wind
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variable measured at that same time, that will not have an affect on the AL index

value for another 30 minutes.

We acknowledge one consequence of our approach, in subsection 6.1.1 the high

resolution SKR data is averaged from 3 minutes to 10 minutes, matching the resolution

of the propagated solar wind data. This is done before any offsetting, so that the

same data set is used for all offsets. One might consider that if the reverse were to

be performed (determine the offset before averaging), this would vary the data used

to create the lower resolution SKR data. However, this should only create dramatic

effects in the case that the solar wind data were highly variable at the minute-scale

resolution, whereby a single data point of an extreme value would cause the averaged

(post-shifted) solar wind value to be radically different from the approach taken. For

a significant effect on MI (which considers the entire distribution) this would then

need to occur continuously and at a high frequency to have an effect, which is not

seen in the data.

6.5 Earth-Sun-Saturn Angle

The methods previously described in this chapter are broadly applicable and are

applied to all data sets considered in the following results chapters. However, in the

case of the solar wind data at Saturn, the additional consideration of the arrival time

must be taken into account as a result of propagation.

As outlined in section 4.3, the prediction error of the MHD simulation is no more

than ± 2 days at an Earth-Sun-Jupiter angle of ϕ < 50◦. This condition is maintained

for the data propagated out to Saturn. As such, in the case of the propagated data,
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we cannot consider the continuous 13 year data set, but only consider the data when

ΦS < 50◦. As can be illustrated in Figure 6.11, the data, when restricted to ΦS < 50◦,

still encompasses data taken from across the mission lifetime of Cassini.

6.6 Closing Remarks

Now, finally, at the end of this chapter, one is able to apply MI to the real data

using the KSG estimator method. Importantly, with the inclusion of an empirically

derived and verified uncertainty value, using the methods of Holmes et al. (2019),

and understanding of how data, particularly in the case of propagated data, must be

treated in this approach, these results can be solved with confidence.

Not only can there now be confidence in the results, but also in the use of the

data, as its format, limitations, and origins have been fully explored in chapter 4,

allowing for any caveats to also be considered and accounted for. Finally, with an

understanding of the physical principles outlined at the beginning of this thesis, not

only can the MI results for all considered data sets be presented, but in the following

chapters it will be possible to interpret these MI values in the wider context of existing

research. Should new and interesting results present themselves, the foundations have

been set to interpret the potential causes behind these new results.
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Figure 6.11: Earth-Sun-Saturn angle as a function of time for the Cassini mission life

time. Areas highlighted in red represent where ΦS ≤ 50◦ and may be considered valid

for use in this research.
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Chapter 7

Geomagnetic Indices and the

Magnetospheric Response Time

This chapter contains an investigation of the solar wind interactions with the Earth’s

magnetosphere and subsequent measurement of geomagnetic indices, AL and SYM/H.

This work was conducted in collaboration with the European Space and Astronomy

Centre (ESAC) as part of a 6 month research visit. The primary focus of this

investigation is to verify the means of applying MI described in earlier chapters,

to real space plasma physics data over long time periods. Verification is performed

using geomagnetic indices data as it has been extensively investigated and measured

over decades, with an already well described relationship between indices and the

solar wind. Verification is measured by seeking out know relationships and the

response time of the terrestrial magnetosphere. Not only is verification sought but

as this approach is a novel means of investigating the relationship of the solar wind,

the possibility of seeing new interpretations is explored. The response time of the
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magnetosphere is verified against existing literature, verifying the application of the

methods in this thesis, whilst the IMF magnetic field component, Bz, and solar wind

radial velocity component, vx, are identified as influential parameters on the strength

of the geomagnetic indices.

7.1 Introduction

We have investigated the origins and caveats of our data in chapter 4, understood

the theory behind MI in chapter 5, and given an evidenced method of application

and uncertainty calculation in chapter 6. The work of these chapters has led to the

development of a means of applying MI to a range of data sets in the space and

plasma physics domain, independent of time, with results we can take confidence in

the value of. This development now begets the singular and perhaps most important

question of this thesis, Will it work? If there is to be confidence in any results that

come from applying the methods, it must first be applied to well understood real data

where the relationship between data sets is known a priori. Extracting these known

relationships here, with the methods developed, will act as the means of validation

for applying to data sets where the relationship is unknown in chapter 9.

In section 6.4, the well understood behaviour of the solar wind’s interactions

with the Earth’s magnetosphere were introduced in the form of the magnetospheric

response time. This is the time taken for the solar wind energy/momentum to

permeate through the magnetosphere and cause the associated phenomena observed;

that is, the time from solar wind and IMF contact with the magnetosphere, to

measurement of the phenomena. The response time of the terrestrial magnetospheric
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system, to measurement of the AL and SYM/H indices, is estimated to range from

30 to 60 minutes (March et al. (2005); Wintoft (2005); Stumpo et al. (2020)). That

the response time of the magnetospheric system is a range of times, rather than

a definite value, aligns with our understanding. The solar wind and IMF are not

constant values, strength, speed, temperature, and density all vary; events such as

CMEs, geomagnetic storms, and substorms create even more turbulence. As these

values vary so do the mechanisms by which plasma moves through the magnetosphere

environment as explored in chapter 3. No one time can therefore describe the response

time of the magnetosphere.

It therefore follows that the MI values will be at their greatest when the time

offset (section 6.4) between the solar wind and geomagnetic indices data is equal to this

response time. The measured indices are caused by the solar wind energy/momentum

that travels through the magnetospheric system for the response time. As the response

time is not definite, the MI of the considered data sets is not expected to remain low

and suddenly return a maximum value at one time. Some solar wind responses will

move quickly through the system, others more slowly. Therefore, one expects that

the MI value will gradually increase from a minimum at the lowest quoted response

time (∼ 30 minutes), to a maximum around the mean response time (∼ 45 minutes),

before gradually decreasing back to a minima (∼ 60 minutes).

In this chapter, we first delve more extensively into a review of several models

that have taken different approaches to understanding the response time and have

each worked to identify the primary drivers of the geomagnetic indices in the solar

wind and IMF parameters. As we shall see, the response time of the AL and SYM/H

indices differ. A summary of the findings from this review can be found in Table 7.1.
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Following a review of existing work, we present our results. Firstly, comparing the

AL index, directly measured at the Earth, to directly measured solar wind and IMF

data. Secondly, repeating this verification with the SYM/H index in place of the AL

index. An understanding of the geomagnetic indices has already been described in

section 3.2 and information on the data in section 4.1, and so will not be repeated

here.

The use of the AL and SYM/H index are critical to the later investigations within

this work. Cassini data compared with propagated solar wind and IMF data, which

has highly uncertain arrival times due to the propagation errors, means any results will

be meaningless without wider context. How can we know that the MI values we see are

representative of the drivers of SKR? The driving of the magnetosphere dynamics at

Saturn by the solar wind is poorly understood, with case studies covering brief periods

of time, due to the sparsity of satellite flybys, from which to compare the results.

By performing the study of this chapter, we can provide certainty that the results

output by this method are robust. Confidence is provided by showing that when well

understood systems are investigated with these methods, known relationships can be

drawn out of the data, such as the response time and primary drivers of the AL and

SYM/H indices.

The following solar wind parameters are investigated against the geomagnetic

indices: the IMF components, Bx, By, and Bz, respectively; IMF magnitudes, Bxz,

and Byz, given by Equation 7.1; and solar wind dynamic pressure, pdyn; proton density,

ρ; temperature, T ; and radial and tangential velocities, vx, and vy, respectively.

Bik =
√
B2

i +B2
k (7.1)
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Finally, we interpret these results in the context of the existing work reviewed.

The response time measured is compared to existing estimates in order to verify the

methods outlined in this thesis, before then drawing out the most influential solar

wind and IMF parameters.

7.2 Literature Review

Here, several previous studies of the AL and SYM/H index are examined and their

results summarised for comparison with the results of this thesis. Using existing

publications, the well understood magnetospheric system at Earth can be explored to

expose relationships between the solar wind and magnetosphere dynamics, solidifying

confidence in any results that come in chapter 9. Also, by confirming with several

existing studies, it is demonstrated that the methods of this thesis can be applied in

support of existing research as a new tool of investigation.

Bargatze, Baker, et al. (1985) investigates the temporal relationship between the

solar wind and magnetospheric activity using high resolution solar wind data from the

IMP8 mission and the AL index from terrestrial magnetometers (subsection 4.2.1).

Data spans 34 events across November 1973 - December 1974, of which 30, 5 hour

events are the main focus of the data. Bargatze, Baker, et al. (1985) expands the

works of Clauer et al. (1981), which uses linear filtering routines to aid modelling the

response of the AL index to solar wind variations. The filter, H(T ), models a general

linear relationship between measured magnetospheric and solar wind quantities. Used

in combination with the solar wind input time series, I(T ), the solar wind driven

component of geomagnetic activity can be estimated using convolution theorem
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O(T ) =

∫ ∞

0

H(T )((t− T )dt) (7.2)

Clauer et al. (1981) measures the response of AL index to solar wind variations.

The solar wind inputs are given by vBs, v
2Bs, and ϵ (the Akasofu parameter given

by Equation 3.8), where Bs is formed from Bz under specific conditions; if Bz ≥ 0 nT

(zero or northward), Bs is equal to zero; if Bz is negative (southward), Bs is equal to

the absolute value of Bz, and v is the instantaneous solar wind bulk speed. Bargatze,

Baker, et al. (1985) expands this study to compare the response filter of solar wind-AL

index variations with the overall geomagnetic activity.

Two response pulses, giving the activity of the AL index, are subsequently observed

at 20 and 60 minutes. These pulse peaks are independently reproducible and both are

present in more than half the filters investigated. It should be noted that these pulses

do vary, the 20 minute pulse ranges from 15 to 30 minutes, and the 60 minute pulse

ranges from 55 to 70 minutes. Part of the variation can be attributed to variations in

the response time of the magnetosphere.

Two competing models are assessed to explain this relationship, the driven-model

and the unloading model. In the driven model, solar wind energy is directly carried

into the magnetosphere via magnetic reconnection, which responds directly to the

variations in the solar wind conditions. This would be a rapid interaction, where the

only time delay between the solar wind arrival at the bow shock and the measurement

of a corresponding change in the geomagnetic indices, is the convection time of the

solar wind energy from the energy-coupling region to the energy dissipation region.

In the unloading model, solar wind energy is convected through the magnetosphere

and stored in the magnetotail as magnetic flux. The stored energy is then released at
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the expansion phase onset, adding to the energy dissipated via convection. The time

delay in this case is, as before, the travel time through the magnetosphere, plus the

time until release from the magnetotail. In the case of the unloading model, Bargatze,

Ogino, et al. (1999) postulates this corresponds to an increase in the electrojet current

flow due to tail wedge, and near-Earth neutral line formation and energy release from

the tail.

Bargatze, Ogino, et al. (1999) uses a 3-D MHD model, that models the interaction

of the solar wind with the terrestrial magnetosphere, to assess variability in the

response time of the magnetosphere. MHD equations have been previously discussed

in one form (section 4.3), and the reader is directed to Bargatze, Ogino, et al. (1999)

for the MHD equations in the form used for this model. The response time is defined

by determining the growth phase duration, which is governed by the variations in Bz,

and the onset of the substorm expansion phase (section 3.2).

A parameter search is performed, using differing values of the IMF Bz component

strengths. Bz is held constant for 4 hours prior to and after southward turnings,

when Bz goes from a northward to a southward orientation (+ve to -ve). Across

the parameter search, differing combinations of northward and southward Bz values

generate a range of response times, ∼ 60 ± 30 minutes. Bargatze, Ogino, et al. (1999)

then proceeds to verify the model predictions using empirical means, from the data of

117 substorm events from Feb 1978 to Apr 1979 (Blanchard et al., 1995), connecting

the AL index to corresponding time series solar wind data (vBs). The combination of

empirical results from previous studies with the MHD simulation supports the model

prediction time.

Eriksson et al. (2000) uses a linear correlation comparison between geomagnetic
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indices, including SYM/H, with solar wind and IMF parameters to investigate the

magnetospheric response to changes in the solar wind. These are conducted to

support an investigation of the cross-polar potential drop, Φpc, which is correlated

with the coupling quantities, ϵ (the Akasofu parameter given by Equation 3.8), vBz,

and vBY Z sink(θ/2), where BY Z is the transverse component of the IMF given by

Equation 3.6, θc is the clock angle given by Equation 3.7, and k is an integer (3 or

4). Magnetospheric response results for Φpc are then compared to the magnetospheric

response of the SYM/H index against solar wind and IMF parameters.

Data is included from 7th July until 24th July 1997; SYM/H data is then taken

as described in subsection 4.2.2. Φpc is determined from 37 FAST satellite passes

in the Northern hemisphere, measuring the in-situ electric field using a three-axis

dipole antennae, which span 10-20 minute time periods. Additionally, solar wind and

IMF measurements make a continuous series from the WIND satellite at a 5-minute

resolution. Though SYM/H data is at a 1-minute resolution, it is averaged over the

same period as the individual cross polar potentials.

SYM/H is offset with a given solar wind or IMF parameter in 5 minute intervals,

for each of the 37 events, where the response time is taken as the time offset with the

largest correlation coefficient. This offsetting also is performed for a time averaged

Φpc.

Eriksson et al. (2000) finds a clear 70 minute delay, the response time for the

SYM/H index, with a less prominent secondary peak preceding at 45 minutes,

independent of solar wind and IMF parameter. As in Bargatze, Baker, et al. (1985)

and Bargatze, Ogino, et al. (1999) for the AL index, these two peaks for the SYM/H

index are attributed to the direct carrying of solar wind energy into the magnetosphere
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during dayside reconnection and the unloading of built up energy during magnetotail

reconnection.

Using Wind data for 176 days in the first half of 1995 (day 24 to 200), March et al.

(2005) uses MI to consider correlation coefficients between time-lagged solar wind data

from separate satellites. By comparing the coefficients from different satellites, one

can quantify the success of one time-lagging approach over another. This method is

then continued to compare correlation of a solar wind parameter, once incident on

the Earth’s magnetosphere, to geomagnetic indices, including AL and Dst (a lower-

resolution SYM/H). By first calculating the time from solar wind contact with a

satellite to the Earth’s magnetosphere, and then time from contact with a satellite

to measurement of geomagnetic indices, one can take the difference of the two to be

left with the magnetospheric response time. MI is then employed as the means of

measuring the relationship.

10 solar wind and IMF parameters are considered: Bx, By, Bz, B, vxBz, vx, ϵ (the

Akasofu parameter given by Equation 3.8), ρ, ρv, and ρv2.

Results in this study find Bz and vx are the strongest drivers with the largest

enhancement of MI; even stronger than the components individually, vxBz achieves

the greatest enhancement of MI. For vxBz against the AL index, the MI enhancement

peaks at approximately 45 minutes, whilst against Dst, MI peaks at approximately

60 minutes.

Though the approach of this study also uses MI, it does differ in that data has

been selected over a specific period, approximately 176 days in early 1995 to coincide

with the solar minimum. March et al. (2005) also uses discrete mutual information,

with only 8 bins, where as this thesis uses continuous mutual information.
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Alberti et al. (2017) is a case study of differing timescales for the coupling of the

solar wind and IMF conditions with the magnetospheric dynamics. Two events are

considered, spanning 21 day periods in 2013 and 2015, respectively. During these

events, geomagnetic storms occurred due to CMEs. In addition, this study explores

the response time of the magnetosphere. Data is taken from the ACE satellite at the

L1 Lagrange position. An alternative form of MI is used to measure the coupling,

referred to as Delayed Mutual Information (DMI), which modifies the joint probability

of Equation 5.41 with a time offset variable, ∆, giving:

I(X;Y |∆) =
s∑

i=1

t∑
j=1

PX,Y (xi(t), yj(t+∆)) log2

(
PX,Y (xi(t), yj(t+∆))

PX(xi)PY (yj)

)
(7.3)

Several parameters are considered, including Bx, By, Bz, v, ϵ (the Akasofu

parameter given by Equation 3.8), and the geomagnetic indices: AE, AU, AL,

SYM/H, and ASYM/H. Results for the coupling features shows that for all timescales

considered, it is the Bz component that most strongly couples with the geomagnetic

indices. When considering the response time, a time of 70 - 80 minutes is found for

the AL index, and a time of 100 - 150 minutes for the SYM/H index. The response

times are longer than in other studies considered.

However, Alberti et al. (2017) acknowledges that the response times quoted do not

account for the travel time from the L1 Lagrange point to the Earth’s magnetopause

boundary. Wintoft (2005) notes that the typical time it will take a structure in the

solar wind at L1 to reach the Earth’s magnetopause varies from 30 to 80 minutes,

which would bring the results of Alberti et al. (2017) to timescales consistent with

the other studies investigated.

Poudel et al. (2019) investigates the coupling of the solar wind with the terrestrial
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magnetosphere using cross-correlation analysis. 5 geomagnetic disturbance events are

considered, each spanning between 1 - 3 days. Each event is a unique event type: quiet,

intense, High Intensity Long Duration Continuous Auroral Activity (HILDCAA),

substorm, and super-substorm. The following parameters are considered: v, ρ, Bz,

and the geomagnetic indices SYM/H and AE (recall AE is composed of the AL and

AU indices, subsection 4.2.1).

Cross-correlation shows Bz most strongly couples with the SYM/H index, with the

largest correlation values for each event at a time lag of 30 (substorm), 170 (intense),

71 (HILDCAA), 0 (super-substorm), and 328 (quiet) minutes. In the case of the

super-substorm event, the average energy levels deposited in the magnetosphere are

up to two orders of magnitude higher (1012 vs 1011/10 Watts per minute), explaining

the rapid response of the SYM/H index. Response times in this study are not

representative for the generalised approach taking in this thesis but serve to both

further support the evidence of a response time and to show how highly variable it is,

dependent on the solar wind conditions. Data with many intense storms may bring

down the average response time, and vice versa increase the response time in their

absence. Poudel et al. (2019) also notes that some portion of the magnetospheric

response time is due to the transit time from spacecraft to magnetopause, which

would further effect its variability. The use of unique events demonstrate the solar

wind and IMF are under specific and unique conditions when coupling with the

magnetosphere. As such, it is expected that the results of each event would differ,

with each short timescale event considered individually, rather than representing the

general conditions of the solar wind and IMF.

Stumpo et al. (2020) uses information theory to investigate the complex dynamics
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of the solar wind coupling with the magnetospheric and ionospheric systems. Coupling

is investigated for Bz and ϵ (the Akasofu parameter given by Equation 3.8) to the

geomagnetic indices SYM/H and AE (made of the AU and AL indices). Data spans

for 1 year from 1 Jan 2000 - 2001, during which several geomagnetic storms and

substorms occur and is shifted from the L1 Lagrange point to the bow shock of the

magnetosphere.

Results show that for Bz coupling with the geomagnetic indices, the response

time stands at 30 minutes when considering solar wind flows to the auroral

ionosphere, given by the AE index. Whilst the response time stands at 60 minutes

when considering the transfer from the solar wind to the inner and equatorial

magnetospheric regions of the ring current, given by the SYM/H index.

7.3 Results

7.3.1 AL Index

Observing Figure 7.1 the IMF magnetic field component, Bz, and solar wind radial

velocity component, vx, return the strongest MI values in relation to the AL index.

Bz, at a 0 minute offset, begins with an MI value of 0.1758 ± 0.004 bits and reaches

a peak MI value of 0.1968 ± 0.0004 bits at a 45 minute offset. vx, at a 0 minute

offset, begins with an MI value of 0.1535 ± 0.0005 bits and reaches a peak MI value

of 0.1548 ± 0.0009 bits at the 30 minute offset. The third value of significance is the

temperature, T , with an initial MI value of 0.1235 ± 0.0006 bits and reaching a peak

MI value of 0.1244 ± 0.0011 at the 115 minute offset. Other IMF and solar wind

parameters explored in relation to the AL index reveal much weaker MI values.
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MI results comparing IMF and solar wind parameters with the AL index are

visualised, with associated errors, in Figure 7.2, full MI values can be found in the

following appendix tables: Table C.1, for IMF parameter results, and Table C.2, for

solar wind parameter results, and for visualisations of the data, see section C.2.

7.3.2 SYM/H Index

Observing Figure 7.3, Bz, at a 0 minute offset, begins with an MI value of 0.0981

± 0.0008 bits and reaches a peak MI value of 0.1292 ± 0.0008 bits at a 45 minute

offset. In contrast to the AL index results, Bz does not return the strongest MI value

in relation to the SYM/H index, starting as the fifth strongest parameter, before

becoming the fourth strongest from the 30 minute offset (overtaking pdyn). vx returns

the strongest value with an MI value of 0.261 ± 0.0005 bits at an offset of 0 minutes.

vx then varies between 0.2610 and 0.2657 bits until an offset of 135 minutes, with a

peak MI value of 0.2657 ± 0.0008 bits at a 120 minute offset.

The second strongest driver is the solar wind proton density, ρ, with an MI value

of 0.2461 ± 0.0005 bits at an offset of 0 minutes, which is also its peak MI value. The

third strongest driver is Temperature, T , with an MI value of 0.1747 ± 0.0005 bits

at a 0 minute offset and peaks at an MI value of 0.1930 ± 0.0009 bits at a 75 minute

offset, at which time it becomes the second strongest driver, overtaking ρ, which has

rapidly decreased with increasing offset value.

The fourth strongest driver, at a 0 minute offset, is the dynamic pressure, pdyn,

with an MI value of 0.1246 ± 0.0005 bits, which becomes the fifth strongest driver

from the 30 minute offset (overtaken by Bz).

MI results comparing IMF and solar wind parameters with the SYM/H index are
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Figure 7.1: Comparison of MI values for the AL index when compared to parameters

of the propagated solar wind. x-axis: (top) solar wind and IMF variables (bottom)

all data sets compare to the AL index. The y-axis represents the time offset, in

hours, between the solar wind variables and the AL index data set’s timestamps, as

described in section 6.4. Individual heat maps, where the relative MI is not relative

to other data sets and the response time is observable in almost all cases can be seen

in section C.2.

visualised, with associated errors, in Figure 7.4, full MI values can be found in the

following appendix tables: Table C.3, for IMF parameter results, and Table C.4, for

solar wind parameter results, and for visualisations of the data, see section C.4.
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Figure 7.2: MI results for the solar wind and IMF parameters’ relationship with the

AL index. The Bz component of the IMF is the strongest driver of the AL index and

clearly draws out the magnetospheric response time of the terrestrial magnetosphere,

at the 45 minute offset (dashed vertical line). vx is identifiable as the secondary driver

of the AL index with T , third. T is likely an artefact of the vx parameter. Offset

indicates the extent of time offsetting between data sets (section 6.4). Individual

values of the MI can be found in Table C.1 for the IMF parameters and Table C.2 for

solar wind parameters.
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Figure 7.3: Comparison of MI values for the SYM/H index when compared to

parameters of the propagated solar wind. x-axis: (top) solar wind and IMF variables

(bottom) all data sets are compared to the SYMH/H index. The y-axis represents

the time offset, in hours, between the solar wind variables and the SYM/H index

data set’s timestamps, as described in section 6.4. Individual heat maps, where the

relative MI is not relative to other data sets and the response time is observable in

several cases can be seen in C.4.
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Figure 7.4: MI results for the solar wind and IMF parameters’ relationship with the

SYM/H index. vx is identifiable as the strongest driver of the SYM/H index. The

Bz component of the IMF is not the strongest driver of the SYM/H index but clearly

draws out the magnetospheric response time of the terrestrial magnetosphere, at the

45 minute offset (dashed vertical line). ρ begins as the second strongest driver, before

T takes over, peaking at 75 minutes, as ρ rapidly drops off with increasing time offset.

Individual values of the MI can be found in Table C.3 for the IMF parameters and

Table C.4 for solar wind parameters. Offset indicates the extent of time offsetting

between data sets (section 6.4).
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Source Response Time (minutes) Parameters of

Note

AL SYM/H

Bargatze, Baker, et al. (1985) 20/60 - v, Bz

Bargatze, Ogino, et al. (1999) 60 ± 30 - Bz

Eriksson et al. (2000) - 45/70 v, Bz, BY Z

March et al. (2005) 45 60 vx, Bz, vxBz

Alberti et al. (2017) 70 - 80∗ 100 - 150∗ Bz

Poudel et al. (2019) - 30,170,71,0,328∗ Bz

Stumpo et al. (2020) 30 60 Bz

Table 7.1: Summary of response times for geomagnetic indices of interest from existing

studies. Included are the key parameters of solar wind and IMF coupling with the

terrestrial magnetosphere, that drive AL and SYM/H measurement. ∗ propagation

from the L1 point has not been included, which can reduce the response times by 30

minutes (v = 800 km·s−1) to 80 minutes (v = 300 km·s−1) (Wintoft, 2005).

7.4 Discussion

Reviewing Table 7.1, one would conclude that the two primary drivers of the AL

and SYM/H indices are the IMF, Bz, and solar wind, vx, parameters. Whilst other

parameters were considered in the reviewed studies, these parameters have often been

found to be comparatively weaker or even negligible.

In subsection 3.2.1 we outlined the AL index, expressing the strongest westward

current intensity of the Auroral Electrojets (AE). It is a well understood geomagnetic

153



Chapter 7. Geomagnetic Indices and ... 7.4. Discussion

index, measured over several decades with the use of Earth based magnetometers,

leaving a wealth of data to explore (subsection 4.2.1). The AL index is therefore an

ideal case study to verify the methods developed in this thesis. Additional studies,

such as Li et al. (2007) further connect the solar wind to the AL index, demonstrating

that the IMF and its direction primarily drive magnetospheric activity but that the

solar wind velocity is also a significant driver, with the solar wind density playing a

negligible role. These conclusions are further supported by Petrukovich et al. (2005)

and Luo et al. (2013).

Furthermore, in subsection 3.2.2 we outlined the SYM/H index, which is a

measure of the ring current intensity. SYM/H represents another well understood

geomagnetic index, that has been documented over several decades with the use

of Earth based detectors (subsection 4.2.2). Therefore, the SYM/H index presents

another ideal case to verify the methods of this thesis and support/contrast the

findings of subsection 7.3.1. Additional studies, such as Bhaskar et al. (2019), forecast

SYM/H linked geomagnetic storms, using the IMF and solar wind velocity and density

parameters, because of their importance to the solar wind-magnetosphere coupling.

The use of these parameters is further supported by Wanliss et al. (2006), Cai et al.

(2009) Siciliano et al. (2021), and Manu et al. (2022).

7.4.1 Drivers

In the case of the AL index, observing Figure 7.1, our results match expectations with

the IMF, Bz, and solar wind, vx, parameters presenting as the strongest primary and

secondary drivers of the AL index from the considered solar wind variables.

In the case of the SYM/H index, observing Figure 7.3, the picture differs. Here the
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vx component of the solar wind is the primary driver of the SYM/H index. Perhaps

in contrast to expectations, Bz moves from the fifth to fourth strongest driver of

the SYM/H index, retaining a MI value of some significance, though evidently a less

significant driver than for the AL index.

In the case of Bz, due to frozen-in theorem (subsection 2.5.1), IMF field lines are

carried with the solar wind. The terrestrial magnetosphere is north-south aligned in

the positive northward direction with most magnetic reconnection occurring where

oppositely aligned field lines meet (subsection 3.1.1). This means that negative

southward directed IMF lines would be the expected primary IMF driver of the

geomagnetic indices, as the circumstance in which the greatest proportion of the solar

wind energy is transferred into the magnetosphere and able to drive the magnetic

disturbances measured in the AL and SYM/H indices. As such, the IMF Bz

component should be one of the most important for geomagnetic indices activity.

For vx, the solar wind is emitted perpendicular to the Sun’s surface and as such

the solar wind velocity is concentrated in the radial direction at the point of emission

(section 2.6). As the solar wind velocity dominates in the radial direction, one can

expect the vx component of the solar wind velocity to be the strongest velocity driver.

Furthermore, as high speed solar wind results in compressed high density regions of

the solar wind, increasing plasma coupling into the magnetosphere when these regions

contact the terrestrial system, one would expect enhancements of the geomagnetic

indices. In the SYM/H case, the higher dependency on vx may be due to the enhanced

rate of magnetotail reconnection into the inner magnetosphere, with the sudden arrival

of fast, dense solar wind that occurs during substorms and geomagnetic storms.

During these events, ring current is intensified by the increased loading of plasma
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to the inner magnetosphere at low latitudes. Although substorms and geomagnetic

storms create intensifications in the AL index, ring current intensification events (and

consequently SYM/H intensification) last longer, and peak later (Gonzalez et al.,

1994).

Considering the fundamental physics occurring between the solar wind and IMF

magnetosphere coupling, one can therefore conclude from the nature of the IMF and

solar wind, that the strongest drivers of the AL and SYM/H indices would be from Bz

and vx. Which was largely supported by past observations (section 7.2). That they

are the strongest drivers should therefore be evidenced by the strongest MI values

corresponding to these parameters. However, as we have noted in the case of the

SYM/H index, there are values stronger than Bz, which we now address.

Returning to Figure 7.3, the second strongest driver returned is the solar wind

density, ρ. The solar wind ram pressure, pdyn, depends on the solar wind density, ρ,

which plays an important role in ring current intensification (Smith, Hoffman, et al.,

1976). Observing Figure 7.4, we can see that the MI value of pdyn decreases with time

offset as the MI value of ρ does, suggesting we can observe this relationship in the

results. Gonzalez et al. (1994) notes that the solar wind ram pressure can modulate

the Earth’s magnetic field; as ρ is an important factor in ring current intensification,

the results for the SYM/H index are interpreted as showing two driving mechanisms.

There is also the possibility of a third driving mechanism from pdyn, which with the

strongest MI value at a time offset of 0 minutes, may be showing compression induced

field enhancements.

Finally, we note the temperature, T , of the solar wind, which in each case

is the third strongest driver returned of the geomagnetic indices, and eventually
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second strongest returned for the SYM/H index, after ρ declines in strength. T is

linearly correlated with the solar wind velocity (subsection 2.6.2), which in a physical

interpretation would relate the kinetic energy of the particle to the temperature

(dependent on particle velocity). In the case of both geomagnetic indices we can

see that the strength of T approximately follows this relationship with vx.

7.4.2 Response Time

In addition to understanding the physical interpretation of the MI values for the IMF

and solar wind parameters driving the geomagnetic indices, our goal was to validate

the use of a time offset to show the response time. The relationships investigated

should strengthen (approach their true MI value) when the time offset matches the

response time of the Earth’s magnetosphere. This is the time from solar wind contact

with the magnetopause for the solar wind energy to travel through the magnetospheric

system and generate perturbations in the magnetometers, measured as the AL and

SYM/H indices. Noting the observations in case studies (Table 7.1), it is expected that

there may be two response times each for the AL and SYM/H indices, the shortest

from dayside magnetic reconnection and the longest due to tail ward reconnection.

Furthermore, the SYM/H index should return a later response time than that of the

AL index.

For the AL index, Bz clearly draws out the response time of the magnetosphere,

increasing the MI result from 0.1758 ± 0.004 bits to a peak MI value at the 45 minute

interval of 0.1968 ± 0.0004 bits, in agreement with the response time of past studies

(Table 7.1). Although less prominent, vx peaks at the 30 minute interval, with an

MI of 0.1548 ± 0.0009 bits. Observation of individual relationships further reveals
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the response time of the Earth’s magnetosphere in the BXZ , BY Z , BY , ρ, and vy

parameters’ MI results, further reinforcing the capability of the methods in this thesis

to find the response time. See Table C.1 for IMF parameter result values, Table C.2

for solar wind parameter result values, and section C.2 for illustrations of the data.

Bargatze, Baker, et al. (1985) observes intensification of the AL index at two time

offsets of Bz, at 20 and 60 minutes, with an average response time of 40 minutes.

With a resolution of only 15 minutes (as opposed to 2.5 minutes), two distinct peaks

are not seen in the results of this work, though the peak of MI strength does persist

across the 15 and 60 minute intervals, supporting our findings.

For the SYM/H index, the response time of the strongest driver returned, vx, is

difficult to draw out, with MI values holding their peak values (almost) continuously

from 30 until 135 minutes at ∼ 0.264 bits. However, as noted prior, ring current

intensification events, and consequently SYM/H intensification last longer, and peak

later (Gonzalez et al., 1994). There is clearer evidence of two distinct MI peaks,

which can be attributed to the different driving mechanisms seen through the IMF

component, Bz, and solar wind temperature, T . The first mechanism may be a

consequence of the typical Dungey cycle (subsection 3.1.1 and subsubsection 3.1.1.1).

This mechanism is represented by the clear peak in the MI value of Bz, 0.1292± 0.0008

bits at 45 minutes. The second mechanism, attributed to ring current intensification

due to enhanced tail reconnection during substorms and geomagnetic storms, can be

seen through T . T is well correlated with vx (subsection 2.6.2) and achieves a clear

peak value of 0.1930 ± 0.0009 bits at 75 minutes. A secondary response time is further

supported by BXZ and BY Z at 90 minutes, and vy at 115 minutes. See Table C.3 for

IMF parameter result values, Table C.4 for solar wind parameter result values, and
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section C.4 for illustrations of the data.

Eriksson et al. (2000) found dual peaks in more than half the data sets explored

for the SYM/H index, at 45 and 70 minutes for Bz, which supports the findings here.

Though two peaks are not seen in the results for Bz here, the work of Eriksson et al.

(2000) is aided by a higher resolution. The first correlation peak at 45 minutes falls

until past the 60 minute point, then rapidly peaking and dropping to a lower value.

At 15 minute intervals this study only gives offsets at 45, 60, 75, and 90 minutes

(compared to a 5 minute interval step). It is therefore possible the secondary MI

peak has been missed in our own analysis of Bz. However, as noted the later peak for

T is likely revealing the second response time.

7.5 Conclusions

Using the two geomagnetic indices has provided complimentary results in support

of the magnetosphere response times and provided validation of the methods of this

thesis. As is expected by an understanding of the physics and review of past studies,

the IMF Bz component, and solar wind vx component are strongly related to driving

of the magnetosphere and measurement of the geomagnetic indices AL and SYM/H.

Drawing out the response time of the Earth’s magnetosphere in these results is a

critically significant success. Validation of the methods developed in this thesis, shows

that an a priori relationship can be observed in the MI values output. Consequently,

this demonstrates that the method applied is capable of finding relationships between

the solar wind and other data.

It also shows the importance of the time offset (section 6.4) to demonstrate that
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the data has a degree of temporal sensitivity. Using MI to assess the strength of the

relationship between solar wind and IMF parameters with magnetospheric (and proxy)

data sets, therefore, must be temporally aligned. This accounts for the time taken

for the effects of the solar wind condition’s at the bow shock of the magnetosphere

to be measured by detectors, such as the magnetometers for the geomagnetic indices.

In addition to this consideration, temporal alignment will be especially important

when considering the results of comparing SKR data to propagated solar wind

measurements at Saturn. Here, the propagated solar wind has an uncertainty in

the arrival time of up to ± 2 days, in addition to the response time of Saturn’s

magnetosphere for SKR emission, estimated at ≈ 13 - 50 hours (Taubenschuss et al.,

2006).

It is important to note that when discussing temporal sensitivity, this is not in

contradiction to the original goal, to find an approach that is independent of time. It

does not matter if the data is discontinuous, nor what order the data is introduced to

build the channel (section 5.4). What is important is how individual pairs of x and

y data points are paired. When pairing x and y data points, to create a probability

for the channel, that pairing accounts for the response and/or propagation time. In

effect, we could consider MI, for this study, to be temporally independent on the

macro scale and temporally dependent on the micro scale.

A future investigation at a higher temporal resolution would indicate if the results

in this chapter further support the distinct peaks found by Bargatze, Baker, et al.

(1985) and Eriksson et al. (2000). At a minimum, the results of this thesis, at this

resolution, are in agreement with the broad response times of the magnetosphere

found in previous studies. It should of course be also noted that there is no one
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specific response time to be drawn out, only an approximate, which is why previous

studies are not all in perfect agreement (only approximate). All plasma transferred

into the magnetospheric system does not travel at the same rate, plasma particles will

have a distribution of energies at any moment in time during reconnection.

However, significantly different results have come from this approach to the

investigation in previous studies. Temperature, T , is absent from the previous studies

explored here, despite results here demonstrating a strong relationship between T and

the geomagnetic indices. Perhaps this is due to the linear relationship, and T being

seen as an artefact of velocity. Whilst T is linearly correlated with the solar wind

velocity (subsection 2.6.2), the drawing out of the response time via T demonstrates

the importance of considering all parameters. Equally, in the case of the SYM/H

index, despite past studies of specific events discounting ρ, the deliberately long time-

scale approach of this works, ignoring (or averaging out) phenomena such as CMEs,

geomagnetic storms, and substorms, reveals that other parameters may be stronger

drivers than expected overall. For example, Wintoft (2005) acknowledges the solar

wind velocity, v, and density, ρ as possible drivers but finds no discernible influence

from them over a 6-month period.

The consensus of past case studies would support the assertion that it is primarily

Bz that plays a significant role in the evolution of magnetosphere dynamics and

subsequent influence of the geomagnetic indices with vx as a secondary driver. The

results of past studies do not consistently agree with the results here, with T and ρ

acting as stronger drivers than Bz in the case of the SYM/H index.

A possible explanation is the unique approach of this study, to be time-independent

over long time periods. There has been no event selection, and no attempts to choose
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optimal time periods. In addition, the solar wind parameters investigated in this

thesis have not been curated to only include parameters existing literature suggests

are the strongest drivers. In this thesis, all parameters have been included, without

any optimization. The only changes made to the data are described in chapter 6,

whose sole purpose is to filter out unusable, not sub-optimal, data. In opposition to

this approach, other methods may have introduced a bias in their selection process,

seeking to investigate the IMF relationship as a known driver without exploring other

parameters freely. In all cases data appears chosen to maximise/meet the expected

results by investigating specific periods of intense activity. Stumpo et al. (2020) and

March et al. (2005) use information theory over a period of up to a year. In the

former, dates are chosen to be at the maximum of a solar cycle. For the latter, dates

are chosen because they cover a period at solar minimum.

Temperature, T , and proton density, ρ, may be artefacts of the solar wind radial

velocity, vx, interaction. In the case of the SYM/H index, vx has a strong relationship

with T and ρ as stronger drivers than Bz (at approximately double the MI value).

What is of particular interest is just how large the MI values of vx, T , and ρ are, see

Table 7.2. Recall, that the MI value in an ideal Gaussian case, with a correlation

coefficient of 0.6 is ≃ 0.32 bits. In the case of vx, and ρ, the MI values are ≥ 75%

the value of an ideal case, whilst T ≥ 60%, these are significant values and suggests

a much stronger, direct relationship with the solar wind velocity. If T and ρ are

artefacts, this explains their strength above Bz.
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AL SYM/H

S 45 S 45

Bz 0.1968 ± 0.0004 0.1968 ± 0.0004 0.1292 ± 0.0008 0.1292 ± 0.0008

T 0.1244 ± 0.0011 0.1212 ± 0.0004 0.1930 ± 0.0009 0.1773 ± 0.0003

vx 0.1548 ± 0.0009 0.1539 ± 0.0006 0.2657 ± 0.0008 0.2638 ± 0.0004

ρ 0.0256 ± 0.0006 0.0246 ± 0.0004 0.2461 ± 0.0005 0.2105 ± 0.0004

Table 7.2: Significant mutual information values (in bits) are listed for solar wind

parameters of particular interest: Bz, T , vx, and ρ. S represents the strongest mutual

information value for that particular pairing of geomagnetic index and solar wind

parameter. 45 represents the mean response time (in minutes) of the magnetosphere

and the MI value at that time is displayed. Individual values of the MI can be found

in Table C.1 and Table C.3 for the IMF parameters, and Table C.2 and Table C.4 for

solar wind parameters.

7.6 Closing Remarks

The methods used in this thesis have been confirmed by identifying the a priori

relationships in existing literature and drawing out the response time of the

magnetosphere. By confirming existing relationships, it is now possible to move

forward with a measure of confidence in exploring new data sets, where the

corresponding relationship may be less certain or even unknown. Additionally, by not

seeking out optimal time periods to investigate, and freely considering all parameters,

it has been shown that additional relationships can be found.
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Chapter 8

On the Utility of Coupling

Functions

Following development of the geomagnetic indices investigation of chapter 7, as part

of a collaboration placement with ESAC, the remaining time was spent conducting a

short investigation on the utility of coupling functions to characterise the solar wind

and IMF coupling to the Earth’s magnetosphere, using the methods developed in

this thesis. This chapter therefore seeks to ascertain whether coupling functions can

provide a better description of this characterisation than the IMF parameter, Bz.

Source papers of the coupling functions are reviewed to understand their utility in

short time-scale, ideal conditions, as a baseline for comparison. The methods of this

thesis applied to the IMF component, Bz, with a clear coupling relationship, is used

as a comparative solar wind parameter to determine the value of coupling functions

as general measures of the solar wind and IMF coupling to the magnetosphere. The

geomagnetic indices, AL and SYM/H, are well connected to this behaviour, and as in
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the previous chapter, will be used as a measure of the coupling effect for solving the

channel and hence MI. Coupling functions are determined to be effective as measures

of solar wind and IMF coupling with the terrestrial magnetosphere, with MI results

more significant than Bz by ∼ 100% for the AL index and ∼ 40% for the SYM/H

index at the peak time offsets.

8.1 Introduction

The IMF parameter, Bz, is considered a strong indicator of magnetospheric driving

and was confirmed by our own investigation in chapter 7. However, as given by

Newell et al. (2007), Bz predicts only a quarter of the variance in magnetospheric

state variables. This can be improved upon; for example, knowledge of the previous

Dst index (low-resolution SYM/H index) can greatly improve the predictive power of

Bz for the next value.

Coupling functions then, were introduced as an attempt to find an improved

measure of the solar wind and IMF coupling to the magnetosphere. They are equations

that seek to characterise magnetospheric activity from the coupling of the solar wind

with the magnetosphere and are typically of the form given by Equation 3.2. To

achieve this characterisation, they combine solar wind and IMF parameters with the

clock angle (Equation 3.7), and empirically derived coefficients and powers, which

are solved from the observation data considered. Following the investigation of

geomagnetic indices in chapter 7, and confirmation that the methods of this thesis can

be successfully used to determine relationships between the solar wind and terrestrial

phenomena, we have chosen to then investigate the use of coupling functions as an
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extension of the solar wind and IMF relationship with the geomagnetic indices, AL

and SYM/H.

As concluded in the previous chapter, Bz, when considered as a general parameter,

is strongly related to the geomagnetic indices. Although in the case of the SYM/H

index, the solar wind radial velocity, vx, and by relation proton density, ρ, and

temperature, T , stood as the strongest parameters, Bz most clearly showed the

magnetospheric response time and has a consistently strong relationship across both

geomagnetic indices (section 7.3). Therefore, Bz will be considered against a range

of coupling functions as a baseline relationship. Coupling functions are solved using

the same data as the investigation of Bz in chapter 7, ensuring the MI results are a

valid comparative dataset. Data for the solar wind, IMF, and geomagnetic indices

come from the OMNI database (section 4.1) and are for the same length and period

of time, 2005 - 2021 (subsection 4.1.2).

8.2 Literature Review

Three coupling functions will be considered, Akasofu parameter, ϵ, the Kan and Lee

Electric Field, EKL, and the dayside reconnection rate, ΦD, given by Equation 3.8,

Equation 3.9, and Equation 3.10, respectively.

The first coupling function, ϵ, is one of the most well known. First described by

Perreault and Akasofu (1978), ϵmeasures the energy input into the magnetosphere via

variation of the Poynting flux. This energy input is split between ring current particle

injection, Joule dissipation into the ionosphere, and auroral particle injection. Due to

the difficulties of measuring these from first principles, geomagnetic indices were used
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as proxies ((Perreault and Akasofu, 1978); (Milan, Gosling, et al., 2012)), making the

relationship between coupling functions and the geomagnetic indices highly suitable

to investigate.

Comparing 15 major geomagnetic storms and substorms from 1967 - 1970, each

1-2 days in length, Perreault and Akasofu (1978) compares a range of parameters

including the IMF magnitude, B, its north-south component, Bz, the AL index, and

the Dst index. It is seen that ϵ is closely related to the growth of geomagnetic storms

by the total energy dissipation, u(t), given by

u(t) = ui(t) + uj(t) + up(t) (8.1)

where ui(t) is the ring current particle injection rate, uj(t) is Joule dissipation rate

into the ionosphere, and up(t) auroral particle injection rate. Though relation to Bz is

also seen in the data, the strength of Bz in comparison to ϵ is not quantitatively given.

However, an investigation of coupling functions in Newell et al. (2007) calculates the

correlation coefficient ofBz and ϵ across 10 indices, finding ϵmore strongly accounts for

the variance of the indices, as an average, than Bz, summarised in Table 8.1. It should

be noted that in the case of Dst, the correlation coefficient of Bz does exceed that of

ϵ. Newell et al. (2007) uses geomagnetic index data from WDC for Geomagnetism

(2005), the AL index was assessed for the period of 1983-1987, and the Dst index was

assessed for the periods of 1984-1994 and 1995-2005.

The second function considered, EKL, of Kan et al. (1979), stands for the

reconnection electric field at the magnetopause. More specifically, magnetic field line

reconnection results in parallel electric fields on open-field lines in high-latitude cusps

and the polar cap regions. These parallel electric fields are then found to be potential
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components in the formation of cusp and polar cap aurora (Kan et al., 1979).

Kan et al. (1979) does not give a quantitative assessment of EKL, nor compare

it to Bz, although it is noted that a relation to ϵ is found. However, Newell et al.

(2007) also assesses EKL in its investigation of coupling functions. Newell et al.

(2007) concludes that EKL, across 10 indices, accounts for a greater percentage of the

variance in geomagnetic indices than Bz and ϵ, the results of which are summarised

in Table 8.1.

Finally, we consider ΦD, of Milan, Gosling, et al. (2012), which measures the

dependence of the dayside reconnection rate as a function of the solar wind and

IMF parameters, where it is assumed no nightside reconnection occurs, allowing

ΦD to equal the rate of change of polar cap flux, dFPC/dt. FPC is estimated

using the location of the polar cap, determined using auroral imaging data from the

Far Ultraviolet (FUV) instrument onboard the Imager for Magnetopause-to-Aurora

Exploration (IMAGE) spacecraft. By using a means that assumes no nightside

reconnection, events are chosen where nightside reconnection remains low through

a period of southward IMF, whereby the polar cap expands following a long period

of northward IMF and constant polar cap size. Thus events are short, with 26 events

considered from May 2000 - April 2002, totalling 49.2 hours. Each event accounts for

any delays in the arrival time of the solar wind parameters.

Milan, Gosling, et al. (2012) does not investigate ΦD in comparison to Bz but does

for ϵ and other coupling functions by calculating the correlation coefficient between the

coupling function and observed data. The correlation coefficient for ΦD is calculated

from the variation between the modelled FPC and the FPC calculated from data,

across the time for each event. In the case of the modelled FPC , the parameters of
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Parameter AL Dst Variance Milan, Gosling, et al. (2012)

Bz .440 .476 26.4% -

ϵ -.338 -.770 36.6% 0.899

EKL -.443 -.797 51% -

ΦD - - - 0.972

Table 8.1: (column 1) IMF parameter, Bz and coupling functions. (columns 2 -

3) correlation coefficient for Bz and coupling functions with the AL and Dst (low-

resolution SYM/H) geomagnetic indices (Newell et al., 2007). (column 4) variance

of the indices accounted for by Bz and the coupling functions, as an average of 10

indices (Newell et al., 2007). (column 5) Correlation coefficient for coupling functions

(Milan, Gosling, et al., 2012).

Equation 3.2 are modified to achieve the best correlation coefficient. ΦD exceeds ϵ, as

seen in Table 8.1, demonstrating a continued improvement of characterisation of the

solar wind and IMF coupling to the magnetosphere.

8.3 Results

8.3.1 AL Index

Observing Figure 8.1, the dayside reconnection rate, ΦD, returns the strongest MI

value. At a 0 minute offset, ΦD, is 0.2683 ± 0.0007 bits, reaching a peak offset of

0.4118 ± 0.0009 bits at a 45 minute offset. The second strongest MI result is the

Kan and Lee Electric Field, EKL. At a 0 minute offset, EKL, is 0.2661 ± 0.0004

bits, reaching a peak offset of 0.3723 ± 0.0005 bits at a 45 minute offset. The third
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strongest result is the Akasofu parameter, ϵ. At a 0 minute offset, ϵ, is 0.2551 ±

0.0004 bits, reaching a peak offset of 0.3614 ± 0.0007 bits at a 45 minute offset.

As noted in chapter 7, the southward facing IMF parameter, Bz, at a 0 minute

offset, begins with an MI value of 0.1758 ± 0.004 bits and reaches a peak MI value of

0.1968 ± 0.0004 bits at a 45 minute offset. This is the fourth strongest MI result but

is relatively weaker when compared with the coupling functions, ΦD, EKL, and ϵ.

MI results comparing Bz, ΦD, EKL, and ϵ, with the AL index are visualised, with

associated errors, in Figure 8.2. Full MI values for the results can be found in the

appendix table Table D.1, and for individual visualisations of the data, see section D.2.

8.3.2 SYM/H Index

Observing Figure 8.3, the three strongest MI results, at 0 minutes offset, are the

coupling functions once again, albeit in reverse order of significance. The strongest

MI result is, initially, ϵ. At a 0 minute offset, ϵ, is 0.1385 ± 0.0003 bits, reaching a

peak offset of 0.1938 ± 0.0004 bits at a 90 minute offset. The second strongest MI

result is EKL. At a 0 minute offset, EKL, is 0.1344 ± 0.0004 bits, reaching a peak

offset of 0.1941 ± 0.0004 bits at a 90 minute offset. The third strongest result is ΦD.

At a 0 minute offset, ΦD, is 0.1270 ± 0.0005 bits, reaching a peak offset of 0.1921 ±

0.0005 bits at a 90 minute offset.

As noted in chapter 7, the southward facing IMF parameter, Bz, at a 0 minute

offset, begins with an MI value of 0.1758 ± 0.004 bits and reaches a peak MI value

of 0.1968 ± 0.0004 bits at a 45 minute offset. This is the fourth strongest MI result

but again, is relatively weaker when compared with the coupling functions, ΦD, EKL,

and ϵ.
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MI results comparing Bz, ΦD, EKL, and ϵ, with the SYMH index are visualised,

with associated errors, in Figure 8.4. Full MI values for the results can be found in the

appendix table Table D.2 and for individual visualisations of the data, see section D.4.
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Figure 8.1: Comparison of MI values for Bz, ΦD, EKL, and ϵ, as observed via the AL

index. x-axis: (top) coupling function (bottom) all data sets use the AL index. The

y-axis represents the time offset, in hours, between the coupling functions and the AL

index timestamps, as described in section 6.4. Individual heat maps, where the MI

value is not relative to other data sets can be seen in section D.2.
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Figure 8.2: MI results for Bz, ΦD, EKL, and ϵ, with the AL index. The coupling

functions, Bz, all clearly draw out the magnetospheric response time of the terrestrial

magnetosphere, at the 45 minute offset (dashed vertical line). Offset indicates the

extent of time offsetting between data sets (section 6.4). Individual values of the MI

can be found in Table D.1.
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Figure 8.3: Comparison of MI values forBz, ΦD, EKL, and ϵ, as observed via the

SYM/H index. x-axis: (top) coupling functions (bottom) all data sets use the SYM/H

index. The y-axis represents the time offset, in hours, between the coupling functions

and the SYM/H index timestamps, as described in section 6.4. Individual heat maps,

where the MI value is not relative to other data sets can be seen in section D.4.
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Figure 8.4: MI results for Bz, ΦD, EKL, and ϵ, with the SYM/H index. The coupling

functions all clearly draw out the magnetospheric response time of the terrestrial

magnetosphere. at the 90 minute offset (red dashed vertical line), which occurs later

(as expected) that the 45 minute offset for Bz (blue dashed vertical line). Offset

indicates the extent of time offsetting between data sets (section 6.4). Individual

values of the MI can be found in Table D.2.
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8.4 Discussion

Following section 8.2 it can be inferred that the coupling functions considered, the

Akasofu parameter, ϵ, Kan and Lee electric field, EKL, and Dayside reconnection

rate, ΦD, should more strongly characterise the solar wind and IMF coupling

to the magnetosphere than the IMF component, Bz. The precise ordering the

coupling functions should take is difficult to draw out. Firstly, each coupling

function characterises different behaviours in the solar wind and IMF coupling to

the magnetosphere, and one must take note of the fact that the methods and data

applied between Newell et al. (2007) and Milan, Gosling, et al. (2012) are not the

same.

Coupling function coefficients are empirically derived and the data used in

considered studies appears, typically, to be of short time-scales under ideal conditions,

with considered studies spanning hours to a few days for events. Therefore, the novel

approach of using MI, which can draw out both linear and non-linear relationships

as opposed to correlation, presents an opportunity to conduct a new assessment of

coupling functions with decades of available data. Thus, we can assess their use

in characterising the solar wind and IMF coupling to the magnetosphere generally.

Additionally, as the coefficients of coupling functions are solved under ideal conditions,

often in short time scales, it opens the question as to whether they are generally useful

for characterising the coupling relationship or if the IMF parameters, Bz, stands as

a better measure of coupling. The exception of the studies considered is Newell

et al. (2007), which investigates parameters for several years. The measure of this

relationship is the Pearson coefficient, not MI, however, it does offer a large scale

investigation to compare our results against.
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The AL index, expressing the strongest westward current intensity of the Auroral

Electrojets (AE), has been explored in-depth in subsection 3.2.1 and proven to show

the response time of the magnetosphere, ≈ 45 minutes, with a strong relationship

to Bz, following our investigation in subsection 7.3.1. It has been used to support

the investigation of coupling functions in previous studies, including Perreault and

Akasofu (1978); Kan et al. (1979); Bargatze, Baker, et al. (1985); Bargatze, Ogino,

et al. (1999); Newell et al. (2007); Alberti et al. (2017); and Milan, Gosling, et al.

(2012). It is a well understood geomagnetic index, measured over several decades

with the use of Earth based magnetometers, leaving a wealth of data to explore

(subsection 4.2.1). The AL index is therefore an ideal index to investigate the use of

coupling functions.

Additionally, the SYM/H index, a measure of the ring current intensity, has been

explored in-depth in subsection 3.2.2 and supports expected values of the response

time, varying from 45 minutes to 135 minutes, with a strong relationship to Bz

following our investigation in subsection 7.3.2. Whilst the response time of the

SYM/H index has greater variation, results have been in line with previous studies

and the knowledge that ring current intensification events which generate SYM/H

intensification last longer, and peak later (Gonzalez et al., 1994). It has been used to

support the investigation of coupling functions in previous studies, including Eriksson

et al. (2000); Milan, Gosling, et al. (2012); Alberti et al. (2017); and Stumpo et al.

(2020), as well as the low resolution counterpart, Dst, in Newell et al. (2007); and

Perreault and Akasofu (1978). SYM/H therefore represents another well understood

geomagnetic index, that has been documented over several decades with the use of

Earth based detectors (subsection 4.2.2). The SYM/H index is therefore an ideal
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index to investigate the use of coupling functions.

8.4.1 Drivers

In the case of the AL index, assessing the results presented in subsection 8.3.1, it is

clear to see that the three coupling functions, ΦD, ϵ, and EKL, are confirmed as much

stronger indicators of the characterisation of the solar wind and IMF coupling to the

magnetosphere by measurement of the AL index. They exceed the value of Bz by

100% at their peak MI result at an offset of 45 minutes. Whilst all three coupling

functions are closely valued, by the 45 minute offset, ΦD becomes unequivocally the

most significant MI result and indicator of AL index driving, although the MI results

show a clear relationship for all coupling functions.

Furthermore, in the case of the SYM/H index, assessing the results presented in

subsection 8.3.2 a similar picture is seen. All three coupling functions, ΦD, ϵ, and

EKL, are confirmed as stronger indicators of the characterisation of the solar wind

and IMF coupling to the magnetosphere by measurement of the SYM/H index. They

exceed the value of Bz by 60% at their peak MI result at an offset of 90 minutes, or

by 50% when comparing their peak offset to the Bz peak offset, 90 and 45 minutes

respectively. Unlike the AL index, no coupling function becomes a clear indicator of

the SYM/H index driving compared to one another.

In the case of the dayside reconnection rate, ΦD, observing Equation 3.10, we see

the dependency of ΦD is on the solar wind radial velocity, vx, IMF magnitude, BY Z ,

and clock angle, θc. Observing our results in chapter 7, we determined that in the

case of the AL index, Bz and vx are the parameters that most strongly determine

the driving of the AL index. Furthermore, we determined that vx was the strongest
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driver of the SYM/H index and that BY Z , although the fourth strongest driver, was

a significant parameter. Furthermore, we have shown from both our results and

physical understanding outlined in chapter 2 and chapter 3, that Bz, indicating the

strength of the southward orientated IMF, and vx, indicating the rate of plasma

coupling from high speed events creating compressed regions of the solar wind, are

two parameters that would strongly determine the rate of energy insertion to the

magnetosphere. BY Z , representing the transverse component of the IMF, given by

Equation 3.6, may more fully encompass the rate of reconnection, as not all field lines

are perfectly aligned north-south, and hence reconnection is not solely confined to the

north-south orientation, just a significant portion of it. Finally, θc, the angle of the

IMF vector projected onto the Y-Z plane, helps to further refine the measurement of

reconnection. Hence, these variables combine to an expected and demonstrably more

powerful measure of the ΦD, shown by the measured relationship of ΦD with both

geomagnetic indices.

For the Akasofu parameter, ϵ, given by Equation 3.8, and the Kan and Lee

electric field, EKL, given by Equation 3.9, similar conclusions can be drawn. Both

coupling functions are also dependent on the solar wind velocity, IMF, and clock

angle. In the case of ϵ, the dependency is on the solar wind speed, v, and IMF

strength, B, given by Equation 3.4 and Equation 3.5, respectively. Unlike ΦD, the

dependency on these parameters is independent of orientation along any vector axis.

As such, it is unsurprising that whilst a strong indicator, at the expected peak

response time of 45 minutes, for the AL index results, there is separation between

ΦD and ϵ, as the vector orientation is important to the rate of reconnection and

energy insertion to the magnetospheric system. This assertion is supported by EKL,
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where it returns a stronger MI result than ϵ, as EKL, whilst also dependent on

v, is related to BY Z rather than B. Finally, when considering the SYM/H index

results, we see almost no separation between the coupling functions, with ϵ and EKL

differing with ΦD by ≈ 0.0017 bits. The lack of distinction between the coupling

functions could be attributed to the later occurring and longer lasting behaviour of

SYM/H intensification. SYM/H being created through ring current intensification

via magnetotail reconnection, meaning energy coupled to the magnetosphere may

be more homogenised due to the energy build up in the magnetotail of variable

timescales before reconnection occurs. This cause of the delayed measurement of

the SYM/H index likely also determines why the MI results for SYM/H are lower

than the respective MI results for the AL index.

8.4.2 Response Time

Alongside the physical interpretation of the MI values for coupling functions indicating

driving of the geomagnetic indices, we again validate the use of a time offset to validate

the response time. Repeating our assertion in subsection 7.4.2, the relationships

investigated should strengthen (approach their true MI value) when the time offset

matches the response time of the Earth’s magnetosphere. This is the time from solar

wind contact with the magnetopause for the solar wind energy to travel through the

magnetospheric system and generate perturbations in the magnetometers, measured

as the AL and SYM/H indices. Noting the observations in case studies (Table 7.1),

it is expected that there may be two response times each for the AL and SYM/H

indices, the shortest from dayside magnetic reconnection and the longest due to tail

ward reconnection. Furthermore, the SYM/H index should return a later response
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time than that of the AL index.

For the AL index, ΦD, EKL, and ϵ all draw out the response time of the

magnetosphere with clear values matching the established time of 45 minutes

(Table 7.1). Starting from their MI results at a 0 minutes offset, respectively: 0.2683

± 0.0007 bits, 0.2661 ± 0.0004 bits, and 0.2551 ± 0.0004 bits, each coupling function

rises to a peak MI result at the expected offset of 45 minutes, respectively: 0.4118

± 0.0009 bits, 0.3723 ± 0.0005 bits, and 0.3614 ± 0.0007, in agreement with the

response time of past studies. See section D.1 for all MI results and section D.2 for

visualisations of the data.

For the SYM/H index, ΦD, EKL, and ϵ all draw out a clear response time in

contrast to the SYM/H index results of subsection 7.4.2, which returned the response

time as a range of times. The response time is also later, with each coupling function

peaking at 90 minutes, rather than 45 minutes. Starting from their MI results at a 0

minutes offset for ΦD, EKL, and ϵ respectively: 0.1270 ± 0.0005 bits, 0.1344 ± 0.0004

bits, and 0.1385 ± 0.0003 bits, each coupling function rises to a peak MI result at an

offset of 90 minutes, respectively: 0.1921 ± 0.0005 bits, 0.1941 ± 0.0004, and 0.1938

± 0.0004 bits. See section D.3 for all MI results and section C.4 for visualisations of

the data.

Our results in chapter 7 supported the investigation of past studies that the AL

and SYM/H indices have differing response times. In the case of the SYM/H index

this was much less clearly pronounced, with our results and past studies not giving

a clear response time. However, this was expected as SYM/H events last for longer

periods of time due to ring current intensification which depletes with time. Our

results in chapter 7 supported this assertion with peak MI results from approximately
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30 to 135 minutes. In this study we note that there is a much clearer MI peak and

hence a quantifiable response time of 90 minutes. However, comparing Figure 8.2

and Figure 8.4, it can be seen that whilst the coupling functions for the AL index,

decline quickly to MI values ≈ 25% of the peak MI values, coupling functions for the

SYM/H index, after 6 hours, have only declined to ≈ 50% of the peak MI values,

demonstrating that they are being sustained longer than the AL index intensification.

Evidence of two distinct MI peaks, which can be attributed to the different driving

mechanisms, is partially supported, but equally unclear in this study. Observing

Figure 8.4, one can see an increase from the previous MI result at 135 minutes for

EKL, and a reduction in the negative gradient at the same time for ΦD. These results

match similar times seen in the solar wind variables of the SYM/H index study, seen

in Figure 7.4.

8.5 Conclusions

Investigating three well established coupling functions that characterise the solar

wind and IMF coupling with the magnetosphere has provided further evidence in

support of the methods of this thesis. The works of Perreault (1974); Kan et al.

(1979); Newell et al. (2007); and Milan, Gosling, et al. (2012) indicated that coupling

functions should exceed the IMF, Bz, parameter as a measure of the coupling, via the

geomagnetic indices AL and SYM/H. This has been shown to be the case, with the

coupling functions exceeding Bz by ≈ 100% and 50% for the AL and SYM/H indices,

respectively.

Furthermore, by drawing out the response time of the Earth’s magnetosphere more
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clearly than the investigation of chapter 7 confirms that an a priori relationship can be

observed in the MI values output. With two studies demonstrating the effectiveness of

the methods outlined in this thesis, further work can be taken forward with confidence

that relationships between the solar wind and other data can be found.

The benefits of this study, are not only reliant on the capability of MI to draw

out non-linear relationships, but to validate the use of coupling function parameters.

Coupling functions rely on the empirical derivation of the coefficients and powers of

Equation 3.2, using data measurements. In the studies considered, these derivations

are often conducted in each case with events spanning only a few hours or days.

In these short time spans, the combination of solar wind and IMF parameters are

adjusted to best fit the coupling function to the variance of the compared data which

may could be considered creating a bias. The work of this thesis uses significantly

larger data sets from 16 years of data, at a higher sampling rate (15 minutes vs 1

hr) and does not attempt to fit MI to optimise the result against the comparative

data. Predetermined conditions are applied in the methods (chapter 6) and applied

uniformly to find what may be considered the correct MI value for the relationship

between two data sets. Furthermore, the coefficients and powers are empirically

derived under periods of optimal physical conditions, for the considered phenomena.

Thus, this may act to ensure any measured strength of a coupling function, compared

to Bz and other coupling functions, would exceed others. By assessing these coupling

functions with these methods, not only have we shown the utility of our methods, but

provided confirmation of their capability to better characterise the solar wind and

IMF coupling with the magnetosphere under general conditions.

In Newell et al. (2007) continuous data sets spanning several years are used to

183



Chapter 8. On the Utility of Coupling Functions 8.6. Closing Remarks

calculate correlation coefficients that indicate coupling functions account for a greater

measure of the variation in the geomagnetic indices than Bz, at 1 hour sampling

rates. Coupling functions are noted to primarily describe the dayside reconnection

phenomena, whereas our own investigation in chapter 7 into Bz and the geomagnetic

indices, indicates that tail reconnection may be the primary driver of magnetospheric

plasma into the inner magnetosphere. In the case of ΦD, Milan, Gosling, et al.

(2012) relies on the absence of nightside reconnection to determine the coefficients

and powers, and to investigate the strength of the coupling. Therefore, working

under this understanding, if coupling functions are focussed on considering the dayside

reconnection rate, when tail reconnection is the primary driver, it is unsurprising that

we have not seen two distinct peaks in the results of this chapter. It may be that

values seen in chapter 7 are showing driving from tail reconnection, and the results

of this chapter, a better measure of driving from dayside reconnection.

It is worth nothing here, again, that one of the key differences of this work,

as opposed to past studies, is in the difference between MI and correlation. MI

information is able to quantify all relationships between two sets of variables by

exploring both linear and non-linear relationships, whereas correlation is only able

to quantify linear relationships.

8.6 Closing Remarks

With the approach of this thesis, it has been determined that coupling functions are

strong indicators of the solar wind and IMF coupling to the magnetosphere as a whole.

Bz, whilst useful, is a less reliable indicator of the variation in the geomagnetic indices
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than coupling functions. This investigation was done as a limited exploration of the

coupling functions strength of characterisation, as observed in the AL and SYM/H

indices. Therefore, confirmation of this conclusion should be made with an expanded

investigation. Additional coupling functions should be considered, and a greater range

of comparison data sets included, such as additional geomagnetic indices, and a wider

range of phenomena connected to solar wind and IMF coupling to the magnetosphere.

Furthermore, a study done at a higher temporal resolution, < 15 minutes, may be

able to define the two driving mechanisms from day side reconnection and ring current

intensification due to tail ward reconnection, that was not drawn out through the MI

results associated with any singularly paired data sets.
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Chapter 9

Saturn Kilometric Radiation and

the Solar Wind

This chapter presents the primary investigation of this thesis work, to assess the

viability of using SKR as a proxy for the solar wind and IMF conditions at Saturn.

This work was conducted at the Space and Planetary Physics group, Lancaster

University.

The objective of this work is to apply MI as the measure of the strength

of the relationship between specific solar wind and IMF parameters with SKR.

Determination of SKR as a suitable proxy for the solar wind and IMF conditions

is performed by propagating the directly measured parameters at Earth, using the

propagation model of Tao et al. (2005). Accounting for limitations of the propagated

data, such as uncertainty in the arrival time and data availability restrictions from the

Sun-Earth-Saturn alignment, the methods of this thesis are used to apply MI between

the propagated parameters and SKR. Propagated parameters that show a strong MI
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relationship with SKR then indicate the suitability of SKR to act as a proxy for the

conditions of a given solar wind or IMF parameter. The tangential IMF parameter,

By, is identified as the strongest MI relationship, and only significant parameter in

comparison to the results of chapter 7 and chapter 8. By is inferred to be an indicator

for the IMF strength and rate of magnetic reconnection, and thus driving of SKR.

9.1 Introduction

With the close of chapter 8, all the elements have been drawn together to investigate

the primary motivations of this thesis. With a lack of upstream solar wind monitors

at the outer planets, directly measured data has been restricted to a handful of

short events, from the passing of past satellite missions such as the Voyager probes.

Consequently, the lack of available data has made it challenging to explore the impact

of the solar wind on planetary magnetospheres outside the terrestrial system. Is

the model of the terrestrial system a universal model or restricted to the conditions

of its own magnetosphere? Is the solar wind a significant driver of all planetary

magnetosphere dynamics? Without continuous data of the solar wind conditions at

other planets, at large enough time scales to encapsulate the evolution of the solar wind

and magnetospheres, it is challenging to answer these and other questions relating to

the solar wind’s impact. Therefore, in this chapter we outline our investigation of SKR

as a proxy for the solar wind and IMF conditions at Saturn. The Cassini mission offers

13 years of continuous, directly measured data for investigation, from 2004 - 2017.

We have explored the physical principles underlying the solar wind and IMF inter-

actions with magnetospheres throughout chapter 2 and chapter 3. An understanding
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of the Saturnian magnetosphere and SKR has been described in section 3.4 and

section 3.5, respectively. As such, information explored in these chapters will not

be repeated here unless directly relevant to the interpretation of results.

In chapter 4, we have explored the data of both the solar wind and SKR, their

origins, processing, format, and limitations. The solar wind, measured at the L1

Lagrange point with several satellites offers a data set for investigation that spans

decades (section 4.1). Using the propagation model of Tao et al. (2005), this data

has been propagated to Saturn, where it is used as a substitute for direct solar wind

measurements (section 4.3). There are two primary limitations of the propagation

model. The first is the need for the alignment of bodies, with a Sun-Earth-Saturn

angle, ΦS, < 50◦, limiting the availability of data (subsection 4.3.1). The second is

the uncertainty in the arrival time of the solar wind to Saturn, approximately ± 2

days, which is dependent on ΦS (subsection 4.3.2).

SKR, measured by the RPWS instrument of the Cassini satellite, is presented in

four distinct data sets. We consider four different SKR data sets for two reasons. The

first is due to the opposing polarisation of SKR between the two hemispheres of Saturn,

discovered during the Voyager flybys. These are the Right-Hand (RH) polarisation

that originates from the Northern Hemisphere and the Left-Hand (LH) polarisation

that originates from the Southern hemisphere. As can be seen in Figure 3.9, this

creates two distinct regions in which SKR can be detected due to the nature of SKR

emissions. This results in the first division of the data between hemispheres, which

we separate in order to investigate any difference in the relationship to SKR based on

polarisation and the physical boundaries limiting SKR detection. Secondly, each of

these data sets is split in two as SKR is found across the wavelength range of 3 kHz to

188



Chapter 9. SKR & the Solar Wind 9.1. Introduction

1.2 MHz and peaks in the 100 - 400 kHz range. Hence, we find the available data is split

into two sets, from 10 - 1,000 kHz and the peak range of 100 - 400 kHz, where the most

intense radiation can be considered. By separating out the peak SKR frequency range,

we may find stronger relationships if the additional frequency ranges are returning

weak signals and not strongly connected to the solar wind. Alternatively, if the

relationship is seen across all frequencies, we would expect to see a more significant MI

result across the complete frequency range, demonstrating a better characterisation

of the relationship. Consequently, SKR is considered in four data sets, divided by

frequency range and polarisation (hemisphere). See section 4.4 for further details of

the division of the SKR data.

The theory behind MI has been explored in chapter 5. Crucially, in chapter 6,

we have explored the application of MI to ideal Gaussian data with a known

analytical value (Equation 6.3). Furthermore, with the challenges of acquiring data

we presented an alternative means of calculating uncertainties to give confidence

in the values achieved, from singular solar wind and SKR data sets. Finally, we

explored real data in chapter 7 and chapter 8, investigating the application of MI

and uncertainty calculation to the solar wind and geomagnetic indices, answering the

central question, Will it work?. Successfully drawing out the response time of the

terrestrial magnetosphere answered this question, with confidence, that significant

results in the relationship between the solar wind and phenomena associated with the

magnetospheric systems can be found.

In this chapter, the time offset outlined in section 6.4 will be even more important

than in the terrestrial based studies. The solar wind and IMF are not constant

values, strength, speed, temperature, and density all vary; events such as CMEs,
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geomagnetic storms, and substorms create even more turbulence. As these values

vary so do the mechanisms by which the solar wind moves through the magnetospheric

environment, to emission of SKR. Taubenschuss et al. (2006) finds different response

times for different variables: 13 hours for the solar wind dynamic pressure, pdyn, 44

hours for tangential IMF component, By, and 52 hours for solar wind bulk velocity,

v. As seen in chapter 7, the response time is not a definite value. The solar wind

plasma moves through the system at different rates, as seen in the gradation of MI

results for the geomagnetic indices. Furthermore, no clear relationship between ΦS

and the propagation uncertainty is presented in Tao et al. (2005). As such, even

though an individual offset could be calculated for each solar wind and IMF parameter

according to ΦS, before pairing with an SKR parameter (section 5.4), it is not feasible

to solve this with any confidence. No one time offset can therefore describe the

temporal uncertainties in the data. We must treat the data as a whole, and apply an

offset uniformly to investigate the Saturnian magnetospheric response time and the

uncertainty in the propagation arrival time, neither of which are easily accounted for.

If the application of a uniform offset can account for these uncertainties, it

follows that the MI values will be at their greatest when the time offset (section 6.4)

between the solar wind and SKR data equals the correct value. However, it is not

anticipated that this will be clearly defined in these results, as the combined temporal

uncertainties creates a complex issue to account for. Following an assessment of the

results, we discuss possible future solutions.

We begin this chapter by reviewing several papers investigating the relationship

between the solar wind driving of the magnetosphere and emission of SKR. We

investigate earlier works from the limited available data prior to the Cassini mission
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and works that have followed using the RPWS SKR data. A summary of the

findings from this review and the expected parameters that should present a strong

MI relationship with SKR can be found in Table 9.1.

Following a review of existing work, we present the results of the research in

this thesis. Results are analysed according to each SKR data set independently,

interpreting these results in the context of the existing work reviewed. We attempt

to draw out the response time of the Saturnian magnetosphere and account for the

uncertainties in the propagation model arrival time. We also draw out the most

influential solar wind and IMF parameters of SKR and determine which parameters

SKR can act as a proxy for. Furthermore, we assess these results wholly to one

another, understanding the commonalities and differences between the data sets.

The following parameters are investigated in this chapter: the IMF tangential

component; By, and solar wind parameters: dynamic pressure, pdyn; proton density,

ρ; temperature, T ; and the radial velocity components, vx, and vy. These parameters

are compared to each of the four SKR data sets: LH 10 - 1,000 kHz, LH 100 - 400 kHz,

RH 10 - 1,000 kHz, and RH 100 - 400 kHz, creating 24 unique data sets to consider.

9.2 Literature Review

Here, several previous studies of the relationship between SKR and the solar wind are

examined and their results summarised for comparison with the results of this thesis.

Using existing publications, the available evidence in support of solar wind driving

of SKR can be explored to building a consensus of the parameters we expect to see

display strong relationships. Earlier studies, prior to the Cassini mission, are limited
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by the availability of data, primarily from the flybys of the Voyager probes. From

2004 onwards, Cassini provides the wealth of data that has been awaited to expose

relationships between the solar wind and SKR. By exploring these past studies we

can understand the present understanding of the relationship, to which the results of

this chapter may act as confirmation or provide new insights.

In 1980 and 1981, respectively, the Voyager 1 and 2 probes visited Saturn. No

sooner had the probes sent back their data than investigations of the solar wind’s

connection with SKR began. The Plasma Science (PLS) experiment aboard the

probes measured the solar wind bulk velocity and dynamic pressure, v and pdyn,

respectively. Modulation of SKR was already known to be of time-scales greater than

the rotation period of Saturn, ∼ 10.39 hours, Desch (1982) sought to connect the solar

wind with SKR modulation as a solution. Investigating two intervals of 161 and 164

days from Voyager 1 and 2, respectively, a long term modulation period of the SKR

was observed corresponding to the solar cycle. Strong correlation coefficients (0.57

and 0.58) between pdyn and SKR were found, with moderate correlation to v (0.24

and 0.45).

These results were followed up in 1983 by Desch and Rucker (1983), investigating

the link between an increased number of solar wind parameters and SKR emissions.

Increased numbers of parameters were resolved by the inclusion of data from the

Voyager 1 probe, for 170 days in 1980. IMF data was sourced from the magnetometer

(MAG) experiment, radio emissions from the Planetary Radio Astronomy (PRA)

experiment, and plasma data from the PLS experiment. Expansion of the study

found a continuing high correlation with pdyn, with a peak correlation occurring at

a time lag of 0 hours, indicating an expected response time of less than 1 Saturn
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rotation period. Other pressure related variables show strong correlations also, most

notably v, though these are attributed as artefacts of the pdyn relationship. Notably,

although initial links give an equal measure to pdyn and the IMF, this is decreased

with randomisation of the data and dismissed as a driver of SKR as an artefact of pdyn.

Final peak correlation coefficients are found for the solar wind parameters, dynamic

pressure, pdyn: 5.9/4.9; proton density, ρ: 5.5/4.7; solar wind bulk velocity, v: 4.2/2.7;

and IMF component, By: 3.7(3.3)/2.6(3.2) for toward (and away) from the Sun.

These early insights offer an important first look into investigations of the

solar wind relationship to SKR. However, Detsch acknowledges some issues in the

calculation of results, such as inaccuracies in the propagation of the solar wind from

Voyager to Saturn, and unknown interactions between the solar wind coupling with

the magnetosphere and emission of SKR. With data limited to only a 6 month period

in 1981, we should not take these findings in isolation but as an early indicator

of relationships. The following studies now make use of the availability of Cassini

missions data, offering more diverse, well processed data to investigate.

Taubenschuss et al. (2006) follows on from works such as Desch (1982) and Desch

and Rucker (1983), performing an analysis of solar wind driving of SKR with an

investigation of early Cassini data. The IMF results of Desch and Rucker (1983) are

directly commented upon, with the low correlation coefficient potentially attributed

to the downstream measurements at 1.6 AU, ballistically propagated to the point of

the planet and ignoring hydrodynamic interactions of high and low speed streams

inside the solar wind. Cassini data is limited to 124 days in late 2004 coinciding

with two instances of SKR intensification. Analysis for Taubenschuss et al. (2006) is

performed using Linear Prediction Theory (LPT), to predict an output function, Y ,
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by convolving a filter function, f , with an input function, X. The strength of the

prediction is measured as an efficiency, which measures the variance of the modelled

output data to the variance of the actual data, an efficiency of 100% indicates a perfect

reproduction of the actual data by LPT. LPT gives four parameters equal weight

as drivers of SKR emissions: solar wind dynamic pressure, pdyn; 55% (13 hours),

solar wind bulk velocity, v; 55% (52 hours), IMF strength, B; 60% (40 hours), and

tangential IMF strength, By; 53% (27 hours), where values indicate the efficiency of

the parameter and the lag time (time offset). In this study, temperature, T , is also

assessed but found to have an efficiency of only 20%, and the IMF components, Bx

and Bz, ≤ 25 % indicating poor connections to SKR. However, if greater time lags are

considered, it is not discounted that the efficiency of these parameters will increase.

Zarka et al. (2007) investigates the modulation period of SKR, PSKR, using Fast

Fourier Transforms (FFT) for peak SKR power data (100 - 400 kHz). Data covers a

1,186-day interval, from 30 June 2003 to 27 September 2006. PSKR is typically quoted

as ∼ 10.39 minutes but can vary by several minutes over timescales of months to years.

Zarka et al. (2007) finds that modulation of PSKR occurs on a timescale of 20 - 30

days. This timescale strongly aligns with the modulation seen in the FFT of v data,

with PSKR peaks aligning with v peaks. Follow up investigation finds a correlation

coefficient between PSKR and v of C > 40% and gives a correlation coefficient between

SKR power and v of C > 44%. Other parameters are investigated against PSKR but

no significant correlation is found for pdyn, ρ, and B. However, this study is not

directly connected to SKR power and so only acts to reinforce the importance of v to

SKR, rather than discounting other parameters. That other parameters do not affect

the modulation of PSKR does not indicate a lack of driving SKR power.
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Badman et al. (2008) investigates the relation between intensification and pulsing

of SKR under solar wind compression conditions. This relationship is sought out

by investigating intensifications of the SKR power, following arrival of a solar wind

compression, any subsequent “drop-out” of the emission detected by Cassini, the

phasing of the intensified or reduced emission peaks during the compression event,

and the relative phasing and intensity of the emission peaks before and after the

compression. Cassini data is analysed from October 2003 to October 2004. This

period spans Cassini’s approach to Saturn in the first 6 months and its first extended

orbit following Saturn orbit insertion in the latter. These intervals were chosen as

Cassini was measuring both the interplanetary conditions upstream of Saturn and

SKR emissions from Saturn, providing directly measured data in both cases. The

IMF magnitude, B, is used as a proxy for pdyn, due to frozen-in theorem a compressed

region of the solar wind will correspond to an intensification of the IMF. Investigation

of events in the data reveal several features. The key feature of relevance to this work

is that high intensity SKR power bursts are coincident with solar wind compressions

arrival at the Saturnian magnetosphere. A positive correlation is seen for variations

in SKR power with B, acting as a proxy for pdyn with a correlation coefficient of

C = 0.37.

Early studies of the Cassini mission data, limited to 2004, feature several data

gaps. Therefore Rucker et al. (2008) investigates the use of Ulysses satellite data

as a proxy, whilst its orbit was close to the ecliptic plane and at ∼ 4 AU, with an

azimuthal separation to Cassini of 50◦. Investigation of the suitability for Ulysses data

was done using the SKR relationship to the solar wind with data propagated using an

alternative MHD propagation code, ZEUS MHD (Stone and Norman (1992a); Stone
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and Norman (1992b)), from 5 AU to Cassini’s orbit at 9 AU in three-dimensions using

spherical coordinates, R, ϕ, θ. Solar wind is assumed to be uniform in the azimuthal

direction as measurement can only occur at a single source. Cassini and Ulysses

(SWOOPS experiment) data spans from 1 January 2004 to 31 December 2004. Cross

correlation is performed between SKR and the solar v and pdyn parameters. Use of

Ulysses data is confirmed and correlation coefficients between the SKR and solar wind

parameters are solved for both Cassini and Ulysses data of C = 0.38 and C = 0.48,

respectively for v, and C = 0.57 and C = 0.52, respectively for pdyn.

Clarke et al. (2009) focuses their efforts on connecting the intensification of

the auroral oval of Jupiter and Saturn to the solar wind pdyn and vx parameters.

Additionally, SKR power is investigated for several shock events, using Cassini data,

of later dates, up to early 2008, of previous studies. Although correlation coefficients

are not quoted in this study for SKR and the solar wind, we briefly note that a strong

relationship is found between intensification of SKR power and the arrival of increased

solar wind vx and pdyn.

Jackman et al. (2010) investigates the effects of shock compressions from the solar

wind on enhancement of SKR emissions. Earlier studies noted in Jackman et al.

(2010) reveal that a strong solar wind compression of the magnetosphere during the

onset of Saturn Orbit Insertion (SOI) results in intensification of SKR. Furthermore,

the magnetic field became depressed and changed orientation, with electron and ion

observations revealing Cassini was surrounded by hot, tenuous plasma. The interval

surrounding SOI was interpreted as representing a large magnetotail reconnection

event accompanied by hot plasma injection. Taking advantage of Cassini’s Saturn

orbit insertion from 2006, several passes through the magnetotail have occurred, which
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Source Parameters of Note

Desch (1982) pdyn

Desch and Rucker (1983) pdyn, v, By, ρ

Taubenschuss et al. (2006) pdyn, v, By, ρ

Zarka et al. (2007) v

Badman et al. (2008) B, pdyn

Rucker et al. (2008) pdyn, v

Clarke et al. (2009) pdyn, vx

Jackman et al. (2010) pdyn

Thomsen et al. (2019) pdyn

Table 9.1: Summary of solar wind and IMF parameters of interest from existing

studies that drive SKR emission.

offered several event opportunities to investigate this hypothesis. Jackman et al.

(2010) then uses this data to conduct a case study example from Saturn’s magnetotail,

the purpose of which is to illustrate the response of Saturn’s magnetotail to solar wind

compression. Changes in the magnetotail flaring and flux content are investigated

and the response of SKR emissions to sudden solar wind changes. An alternative one-

dimensional MHD solar wind propagation model is used to propagate solar wind data

from 1 AU to Saturn, ∼ 10 AU (Zieger et al., 2008). Jackman et al. (2010) investigates

a 10 day period in 2006, DOY 123-133. A compressions event is attributed to a sudden

uptick in pdyn and SKR intensification. This compression event is then attributed to a

magnetotail reconnection event, creating plasma release and a travelling compression

region, which further intensifies SKR.
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Thomsen et al. (2019) develops an analytical method to infer the solar wind

parameters, v, and pdyn, from Cassini magnetosheath measurements. Of relevance to

this study is the verification of inferred pdyn measurements with SKR intensifications.

Five periods are considered for SKR: a) 2004 Day 308-312; b) 2006 Day 39-51; c)

2006 Day 101-105; d) 2010 Day 357 - 2011 Day 2; e) 2012 Day 126-139. In each of

these periods, inferred pdyn is compared to SKR power in the 100 - 300 kHz range.

Correspondence between SKR and the inferred pdyn is not consistent across data sets.

Some events feature strong correspondence between the data and others weakly, if at

all. The reasoning behind this is attributed to the conical emissions of SKR and the

source region visible by the position of Cassini. When Cassini is close to the equator,

the spacecraft preferentially detects radio sources along field lines whose LT differs

by less than a few hours from the sub-spacecraft meridian. Thomsen et al. (2019)

concludes from the result that the SKR source is most responsive to pdyn variations

in regions visible from the morning region of the magnetosphere, the location of the

dominant source region.

9.3 Results

Observing the MI values for the data set LH 10 - 1,000 kHz in Figure 9.1, the IMF

component, By, returns the strongest MI value in relation to SKR. However, unlike

the results of the terrestrial based studies in chapter 7 and chapter 8, the distinctions

between parameters are not clear. Observing Figure 9.2, variation between MI values

for different time offsets of the same parameter have no clear relationship. In the case

of By, the maximum MI value is 0.1523 ± 0.0056 bits at an offset of 30 hours, whilst
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the lowest MI value is 0.0885 ± 0.0014 bits at an offset of -69 hours, with no linear

relationship connecting the two through steps of the time offset. This variability

is then also seen in the solar wind radial and tangential velocity components, vx

and vy, respectively, and temperature, T , becoming less pronounced with proton

density, ρ, and at a minimum, relatively, with dynamic pressure, pdyn. Furthermore,

parameters repeatedly change relative strengths, returning larger MI values than

adjacent parameters at some time offsets, and vice versa at others. Parallel levels

of variation in the parameters with time offset can be seen across all data sets: LH

10 - 1,000 kHz, LH 100 - 400 kHz, RH 10 - 1,000 kHz, and RH 100 - 400 kHz.

The consequences of this will be discussed in section 9.4. However, because there

is no clear response time, there is no single MI value quotable for a specific time offset

that has any significance relative to other time offsets across the ± 3 days considered.

Nor is there a value, such as at 0 hours offset, that can be considered a baseline MI

value to begin from as it is not just a response time being measured but also the

uncertainty introduced by the Sun-Earth-Saturn angle, ΦS. Therefore MI results for

a given solar wind/IMF parameter and SKR data set pairing are presented as the

average MI values over all time offsets, to give the relative strengths of parameters

relative to one another, and as an average measure of their MI relationship to SKR.

9.3.1 LH 10 - 1,000

Observing Figure 9.2, the IMF parameter, By, returns the strongest average MI value

in relation to the LH 10 - 1,000 kHz SKR data, with an average MI value of 0.1245

± 0.0033 bits. The second strongest relationship is vx, with an average MI value of

0.1052 ± 0.0040 bits. The parameters ρ, vy, and T return average MI values of 0.0518
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Figure 9.1: MI results for all propagated solar wind variables against SKR data sets.

Data is set relative to 50% of an ideal Gaussian relationship of ∼ 0.16 bits. Offset

indicates the extent of time offsetting between data sets (section 6.4). Individual

values of the MI can be found in the appendix tables: section E.1.

± 0.0041 bits, 0.0732 ± 0.0036 bits, and 0.0595 ± 0.0016 bits, respectively. Finally,

the weakest relationship is pdyn, with an average MI value of 0.0375 ± 0.0031 bits.

MI results comparing Bz, vy, vx, T , ρ, and pdyn with the LH 10 - 1,000 kHz SKR

data are visualised, with associated errors, in Figure 9.3. Full values for the results

can be found in the appendix tables Table E.1 and Table E.2, and for individual

200



Chapter 9. SKR & the Solar Wind 9.3. Results

visualisations of the data, see subsection E.2.1.

9.3.2 LH 100 - 400

Observing Figure 9.4, the IMF parameter, By, returns the strongest average MI value

in relation to the LH 100 - 400 kHz SKR data, with an average MI value of 0.1006

± 0.0051 bits. The second strongest relationship is vx, with an average MI value of

0.0873 ± 0.0048 bits. The parameters ρ, vy, and T return average MI values of 0.0341

± 0.0031 bits, 0.0469 ± 0.0033 bits, and 0.0507 ± 0.0030 bits, respectively. Finally,

the weakest relationship is pdyn, with an average MI value of 0.0331 ± 0.0029 bits.

MI results comparing Bz, vy, vx, T , ρ, and pdyn with the LH 100 - 400 kHz SKR

data are visualised, with associated errors, in Figure 9.5. Full values for the results

can be found in the appendix tables Table E.3 and Table E.4, and for individual

visualisations of the data, see subsection E.2.2.

9.3.3 RH 10 - 1,000

Observing Figure 9.6, the IMF parameter, By, returns the strongest average MI value

in relation to the RH 10 - 1,000 kHz SKR data, with an average MI value of 0.0835

± 0.0024 bits. The second strongest relationship is T , with an average MI value of

0.0658 ± 0.0029 bits. The parameters vx, ρ, and vy return average MI values of 0.0615

± 0.0030 bits, 0.0477 ± 0.0037 bits, and 0.0476 ± 0.0021 bits, respectively. Finally,

the weakest relationship is pdyn, with an average MI value of 0.0316 ± 0.0025 bits.

MI results comparing Bz, vy, vx, T , ρ, and pdyn with the RH 10 - 1,000 kHz SKR

data are visualised, with associated errors, in Figure 9.7. Full values for the results

can be found in the appendix tables Table E.5 and Table E.6, and for individual

201



Chapter 9. SKR & the Solar Wind 9.3. Results

visualisations of the data, see subsection E.2.3.

9.3.4 RH 100 - 400

Observing Figure 9.8, the IMF parameter, By, returns the strongest average MI value

in relation to the RH 100 - 400 kHz SKR data, with an average MI value of 0.0675

± 0.0039 bits. The second strongest relationship is T , with an average MI value of

0.0499 ± 0.0034 bits. The parameters vx, ρ, and vy return average MI values of 0.0495

± 0.0033 bits, 0.0304 ± 0.0027 bits, and 0.0415 ± 0.0030 bits, respectively. Finally,

the weakest relationship is pdyn, with an average MI value of 0.0226 ± 0.0024 bits.

MI results comparing Bz, vy, vx, T , ρ, and pdyn with the RH 100 - 400 kHz SKR

data are visualised, with associated errors, in Figure 9.9. Full values for the results

can be found in the appendix tables Table E.7 and Table E.8, and for individual

visualisations of the data, see subsection E.2.4.

9.3.5 Averaged Results

For ease of reference, all MI data sets of propagated solar wind and IMF parameters,

paired with respective SKR data sets are summarised in Table 9.2.
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By ρ pdyn

Data Set MI ± MI ± MI ±

LH 10 0.1245 0.0033 0.0518 0.0041 0.0375 0.0031

LH 100 0.1006 0.0051 0.0341 0.0031 0.0331 0.0029

RH 10 0.0835 0.0024 0.0477 0.0037 0.0316 0.0025

RH 100 0.0675 0.0039 0.0304 0.0027 0.0226 0.0024

vx vy T

MI ± MI ± MI ±

LH 10 0.1052 0.004 0.0732 0.0036 0.0595 0.0016

LH 100 0.0873 0.0048 0.0469 0.0033 0.0507 0.003

RH 10 0.0615 0.003 0.0476 0.0021 0.0658 0.0029

RH 100 0.0495 0.0033 0.0415 0.003 0.0499 0.0034

Table 9.2: Average MI information results for SKR data sets and propagated solar

wind variables.
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Figure 9.2: Comparison of MI values for propagated solar wind parameters compared

with the LH 10 - 1,000 kHz SKR emissions. x-axis: (top) propagated solar wind

parameter (bottom) all data sets use the LH 10 - 1,000 kHz SKR data. The y-axis

represents the time offset, in hours, between the propagated solar wind and SKR

timestamps, as described in section 6.4. The time offset fails to reveal a response

time nor reveal a clear strengthening of MI when accounting for the propagation time

of the solar wind. Individual heat maps, where the MI value is not relative to other

data sets can be seen in subsection E.2.1.
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Figure 9.3: MI results for propagated solar wind parameters compared with the LH

10 - 1,000 kHz SKR emissions. Offset indicates the extent of time offsetting between

data sets (section 6.4). Individual values of the MI can be found in the appendix

tables: Table E.1 for By, ρ, and pdyn, and Table E.2 for vx, vy, and T .
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Figure 9.4: Comparison of MI values for propagated solar wind parameters compared

with the LH 100 - 400 kHz SKR emissions. x-axis: (top) propagated solar wind

parameter (bottom) all data sets use the LH 100 - 400 kHz SKR data. The y-axis

represents the time offset, in hours, between the propagated solar wind and SKR

timestamps, as described in section 6.4. The time offset fails to reveal a response

time nor reveal a clear strengthening of MI when accounting for the propagation time

of the solar wind. Individual heat maps, where the MI value is not relative to other

data sets can be seen in subsection E.2.2.
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Figure 9.5: MI results for propagated solar wind parameters compared with the LH

100 - 400 kHz SKR emissions. Offset indicates the extent of time offsetting between

data sets (section 6.4). Individual values of the MI can be found in the appendix

tables: Table E.3 for By, ρ, and pdyn, and Table E.4 for vx, vy, and T .
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Figure 9.6: Comparison of MI values for propagated solar wind parameters compared

with the RH 10 - 1,000 kHz SKR emissions. x-axis: (top) propagated solar wind

parameter (bottom) all data sets use the RH 10 - 1,000 kHz SKR data. The y-axis

represents the time offset, in hours, between the propagated solar wind and SKR

timestamps, as described in section 6.4. The time offset fails to reveal a response

time nor reveal a clear strengthening of MI when accounting for the propagation time

of the solar wind. Individual heat maps, where the MI value is not relative to other

data sets can be seen in subsection E.2.3.
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Figure 9.7: MI results for propagated solar wind parameters compared with the RH

10 - 1,000 kHz SKR emissions. Offset indicates the extent of time offsetting between

data sets (section 6.4). Individual values of the MI can be found in the appendix

tables: Table E.5 for By, ρ, and pdyn, and Table E.6 for vx, vy, and T .
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Figure 9.8: Comparison of MI values for propagated solar wind parameters compared

with the RH 100 - 400 kHz SKR emissions. x-axis: (top) propagated solar wind

parameter (bottom) all data sets use the RH 100 - 400 kHz SKR data. The y-axis

represents the time offset, in hours, between the propagated solar wind and SKR

timestamps, as described in section 6.4. The time offset fails to reveal a response

time nor reveal a clear strengthening of MI when accounting for the propagation time

of the solar wind. Individual heat maps, where the MI value is not relative to other

data sets can be seen in subsection E.2.4.
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Figure 9.9: MI results for propagated solar wind parameters compared with the RH

100 - 400 kHz SKR emissions. Offset indicates the extent of time offsetting between

data sets (section 6.4). Individual values of the MI can be found in the appendix

tables: Table E.7 for By, ρ, and pdyn, and Table E.8 for vx, vy, and T .
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9.4 Discussion

SKR, introduced in section 3.5, is the most intense radio wave emission from Saturn

located at high altitudes. It rotates with the planet with a periodicity of ∼ 10h

39m, with enhanced power in the pre-morning to noon sectors, and is a signature

of auroral emissions generated by CMIs. CMIs are unstable to the precipitation

of electrons into the auroral zones. During magnetotail reconnection, energetic

electrons are accelerated from the plasma sheet into the Northern and Southern

hemispheres, which convert their free energy via CMIs. During energetic events, such

as geomagnetic storms, magnetic tail reconnection is enhanced. This connection,

between the generation of SKR from CMIs and enhanced plasma insertion due to

geomagnetic storms, and thereby variable solar wind conditions, makes SKR an

appropriate phenomena to study in connecting Saturn’s magnetosphere to the solar

wind.

One of the most difficult aspects of determining the strength of a relationship seen

between the propagated parameters and an SKR band is determining the threshold

at which an MI value constitutes a significant relationship. In the terrestrial study of

chapter 7 we expected to see significant relationships between the geomagnetic indices

and IMF and solar wind parameters, Bz and vx, respectively, based on an extensive

review of literature over 40 years of investigations, see Table 7.1. The results of

chapter 7 met with expectations, in the case of the AL index, Bz and vx were the first

and second strongest drivers, and in the case of the SYM/H index, vx was the strongest

driver with Bz the fourth, although proton density, ρ, and temperature, T , (second

and third) were considered potential artefacts of vx. As the considered solar wind and

IMF parameters in chapter 7 are the same propagated parameters considered in this
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chapter, we can compare the MI results of these parameters to the analytical value of

MI given in Equation 6.3, where Ianalytical ≃ 0.32 bits for a correlation coefficient of

0.6, and use this as one way to baseline what may be a significant value.

For Bz, results range from 40% to 62% of Ianalytical and for vx, results range from

48% to 83% of Ianalytical at peak values (expected response time). As these are known

relationships, we can therefore consider any MI value returned ≥ 40% of Ianalytical

(0.1280 bits) to be considered a significant value.

As outlined in section 3.5, SKR occurs in strongly magnetised regions of low

plasma density. Reviewing Table 9.1, it would appear that the primary solar wind

parameter driving SKR should be dynamic pressure, pdyn, as it is considered by all

but one study across 40 years of investigation, though most are from 2006 onwards

due to limited data availability. Some early studies investigated ρ with success, and v

and its component vx has been investigated consistently across the 40 years also. As

pdyn = ρv2 it follows that v would be the stronger influence on any relation with pdyn,

and so expect a strong relationship from v also. Additionally, vx, along which most of

the solar wind velocity will be concentrated at 10 AU, due to the Parker Spiral effect

(Figure 2.5). B, and its component By, then naturally emerges as another potential

candidate, as a measure of the IMF field strength. B is strengthened in compressed

CIRs, and can act as a proxy for pdyn during reconnection which may enhance Saturn’s

magnetic field (Badman et al., 2008).

9.4.1 Drivers of SKR

Observing Table 9.2, the relationship between By and the LH 10 - 1,000 kHz SKR

data set provides the only significant result by our own metric. With an averaged MI
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value of 0.1245 ± 0.0033 bits, the By and LH 10 - 1,000 kHz MI result is ∼ 39 %

of Ianalytical. That By has proven to be a result that is comparable to the results of

chapter 7 is perhaps expected. As a consequence of frozen-in theorem, the IMF travels

with the solar wind through the IPM. Upon contact with a magnetosphere, magnetic

reconnection will occur, the rate of which is affected by the IMF strength which is

enhanced in compressed CIRs and during storms. When IMF intensity is enhanced,

the greater magnetic flux increases the rate of reconnection, generating/enhancing

the strongly magnetised regions required for SKR emission. Through reconnection,

plasma is also able to enter the magnetospheric system, whereby it travels through

the magnetosphere until the measured phenomena, in this case SKR, are emitted.

The remaining regions provide comparative strengths below significance to Ianalytical;

LH - 100: ∼ 31%, RH - 10: ∼ 26%, and RH - 100: ∼ 21% for the average MI results

of By.

The next variable approaching our measure of significance is the relationship

between vx and the LH 10 - 1,000 kHz SKR data set. With an MI value of 0.1052

± 0.0040 bits, the vx and LH 10 - 1,000 kHz MI result is ∼ 33 % of Ianalytical. Thus,

it is difficult to draw further conclusions on other propagated parameters generating

emission of SKR and acting as drivers for Saturn’s magnetosphere.

As the MI values currently considered are for the average MI values, we now also

consider the largest MI results for each propagated parameter. In doing this we make

the assumption that the true MI values of the relationships are being suppressed by

some means, indicated in the variability of the MI values across all time steps, showing

no relationship with offset as seen in chapter 7 and chapter 8. We will investigate

why the MI results are not showing the true relationships in subsubsection 9.4.1.1.

214



Chapter 9. SKR & the Solar Wind 9.4. Discussion

By ρ pdyn

Data Set MI ± MI ± MI ±

LH 10 0.1523 0.0056 0.0666 0.0049 0.0447 0.0031

LH 100 0.114 0.0067 0.0426 0.0049 0.041 0.0049

RH 10 0.1141 0.005 0.0628 0.004 0.0392 0.0031

RH 100 0.0836 0.005 0.0402 0.0046 0.0303 0.0027

vx vy T

MI ± MI ± MI ±

LH 10 0.1129 0.0053 0.0872 0.0055 0.0957 0.0051

LH 100 0.0972 0.0059 0.0587 0.0051 0.0701 0.0053

RH 10 0.0713 0.0032 0.0755 0.0044 0.0845 0.005

RH 100 0.0569 0.0047 0.0572 0.0048 0.0622 0.0045

Table 9.3: Peak MI information results for SKR data sets and propagated solar wind

variables.

We are observing a range of potential values within which the time offset for the true

peak MI may reside. Under this assumption the given Peak MI results are seen in

Table 9.3.

Observing Table 9.3, the picture changes slightly. By and the LH 10 - 1,000 kHz

SKR data set still provides the only significant result, though increasing to ∼ 50% of

Ianalytical, by our own metric. However, By paired with the LH 100 - 400 kHz and RH

10 - 1,000 kHz SKR data sets both achieve an MI result ∼ 36 % of Ianalytical. Solar

wind radial velocity, vx, and the LH 10 - 1,000 kHz relationship also achieves an MI

result ∼ 35 % of Ianalytical.
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Dynamic pressure, pdyn, has returned the weakest MI values across all SKR data

sets, achieving results of ∼ 14% for LH - 10, ∼ 13% for LH - 100, ∼ 12% for RH - 10,

and ∼ 9% for RH - 100 of Ianalytical. Whilst pdyn has returned the lowest values, and

even with its components vx and ρ, counter-intuitively achieving stronger MI values,

it is not appropriate to physically interpret these results directly. That MI results

of expected relationships are returning insignificant MI values, when the methods of

this thesis have been confirmed in chapter 7 and chapter 8, and yet confirming By as

a measure of general IMF strength, indicates that it is unlikely to be the case that

our results alone disprove a connection between the parameters and SKR.

The physical reason that there may not be an observable connection to SKR

may be that Saturn is not like the terrestrial system. As explored in section 3.5,

it is not only the solar wind that drives SKR emission but the presence of internal

drivers, namely ion outflows from Enceladus that provide a major source of plasma,

contributing to the internal plasma environment of Saturn. Therefore, were the

internal plasma drivers to dominate over the solar wind, the relationship between

propagated parameters and SKR may be concealed. However, the solar wind should

still have an effect on the plasma environment of Saturn, as demonstrated by By

providing a significant relationship in the LH 10 - 1,000 kHz SKR data set case, which

indicates magnetic reconnection events would play their part. Although MI results

may not reach significant values, we may expect to see relative strengths between

parameters match expectations, with pdyn dominating, and ρ and vx return MI values

less than pdyn as artefacts. Therefore, we conclude that the MI results may not

be representative of their true relationship and that our results are suppressed by

uncertainties in the system.
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9.4.1.1 A Possible Explanation

We now explore the possibility that our results represent the true relationship of the

parameters, relatively. The IMF tangential component, By, is the strongest driver of

SKR emissions across all SKR data sets and other propagated parameters are not.

In all cases, contrary to expectations, pdyn is the weakest relationship, showing

negligible impact on SKR emissions. Observing Figure 9.1, data sets can be more

clearly compared, with all MI values set relative to 0.16 bits, 50% of an ideal

Gaussian relationship. Whilst Desch and Rucker (1983) and Taubenschuss et al.

(2006) conducted an investigation of By in connection with solar wind driving, the

relationship, whilst present, was less than v and pdyn.

A potential solution to this question is in solar wind compressions. Solar

wind compressions are regions of slow dense plasma, as a result of fast solar wind

impacting a slow solar wind region (subsection 2.6.3). In compressed regions, all IMF

components can become enhanced (Figure 2.6).

SKR is connected to compressions during CMI events, (Kurth et al. (2005);

Palmerio et al. (2021)). As discussed in the review of past studies, Badman et al.

(2008) investigated compression events on the triggering of SKR, able to use B as a

proxy for pdyn from frozen-in theorem. SKR bursts are connected (coincident) with

auroral intensification. Auroral intensifications were then attributed to magnetic tail

reconnection, which is intensified by compression events through destabilisation of

the tail, enhancing field-line currents (Cowley et al., 2005). Badman et al. (2008)

then relates several further events, noting similar reconnection events drive auroral

kilometric radiation in the terrestrial system on contact with compression events.

Tail reconnection driving SKR enhancement during compression events is further
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supported by Clarke et al. (2009) and Thomsen et al. (2019).

However, in this case one should see the MI of pdyn strengthening with By if

compression events are the cause of the IMF driving of SKR. Past studies have

consistently put pdyn forward as the strongest driver of SKR by the solar wind, if not

equal to other solar wind and IMF parameters. However, the data span of each study

is limited, with most covering unique events of particularly strong SKR enhancement

and variability over brief time spans. What this reveals may be attributed to one

of the successes of this approach, that investigating non-linear relationships with

MI, combined with the benefit of long time series data availability from the Cassini

mission, can more accurately describe the true relationship of the solar wind and IMF

parameters and that pdyn, outside enhancement events, may not be a strong driver.

It may also be a consequence of the internal drivers of Saturn magnetosphere

dynamics. A relationship between By and SKR indicates a connection to IMF strength

and the reconnection rate. An enhanced reconnection rate will introduce more plasma

into Saturn’s magnetosphere, enhancing the rate of tail reconnection and driving more

SKR generation. However, the inclusion of energetic ions and neutrals from internal

sources may dominate or homogenise the plasma conditions internally, and thereby

weaken the effect of solar wind conditions, such as pdyn, for the generation of SKR.

Finally, propagated data does not account for CMEs and compression events.

Averaging from the solar wind outside of compression events may provide explanation.

A necessary follow up to confirm this would be to identify all compression events

during the Cassini mission, and to compare the propagated solar wind and IMF

parameters to SKR for data in these periods.
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9.4.2 Propagation Uncertainty

Drivers of Saturn’s magnetosphere should see MI values strengthen (approach their

true value) when the time offset matches the response time of the Saturnian

magnetosphere, and the uncertainty of the propagation model. No response time

has been observed in the results. Taubenschuss et al. (2006) gave a range of expected

response times for various solar wind parameters, a consequence of the more complex

magnetosphere dynamics found at Saturn, pdyn; 13 hours, v; 52 hours, B; 40 hours,

and By; 27 hours. At the maximum limit of solar wind propagation uncertainty, ± 2

days, and expected response time, 52 hours, time offsets may be as high 100 hours (∼

4.16 days). However, it is highly unlikely that the response times are hidden outside

of the investigated range of time offsets (± 72 hours). Results for this chapter have

shown that MI can be highly variable from one time offset to another and at this

limit it would require all propagated data to be out by 3 days, when including a

response time, which contradicts the propagation uncertainty being dependent on the

Sun-Earth-Saturn angle, ΦS.

One might consider the time offset to be an explanation for this variability, as

the data is non-continuous due to the Sun-Earth-Saturn angle condition. However,

this cause can be discounted; invalid data points are labelled NaN, so that values are

only averaged around the relevant times, which is based on the data’s timestamps.

An adjacent, valid data point (in the data array) with a timestamp greater than the

averaging window could therefore not be included in the averaging. It may be possible

that the data, where a continuous period is of a shorter time than the maximum offset,

would be aligned with a time where there is no SKR data. For example, at a transition

point from one hemisphere to the next, where the respective LH or RH data was no
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longer measured. However, again, this is a low-likelihood event and not one that

would occur consistently. If this transition boundary were encountered it should show

a drop to 0 MI at high time-shifts only, where the lack of data results in a joint

probability of 0, recalling that 0 log 0 = 0 as x log x → 0, as x → 0 (Cover et al.,

1991), see subsection 6.1.2.

In chapter 7 and chapter 8, where the response times were visible, it was seen that

MI gradually increased to a peak MI value. Time offsetting increases the propagation

uncertainty equally for all data points. However, as propagation uncertainty is

dependent on ΦS, the time offset will only be correct at any given offset for a subset

of data points.

We must also pay attention to the difference in MI uncertainty. Observing the

results in chapter 7 and chapter 8, the uncertainty for MI results in this chapter is

an order of magnitude larger than for previous studies. In the previous chapters,

the relationships between the terrestrial magnetosphere and solar wind were well

understood, whereas here, the evidence is more tenuous in comparison.

We therefore conclude that the high variability seen in MI values indicates the

propagation uncertainty is the most likely explanation for the MI results. The

difficulty drawing out expected relationships from propagated parameters is most

likely a consequence of this and the MI results we see for the propagated parameters

are not reaching their true value, individually or, potentially, relative to one another.

9.4.3 Variation Across SKR Data

Finally, we note the presence of a north-south asymmetry between the MI values

of the RH and LH data sets. It is observed that the strongest drivers, according
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to our results, reveal stronger MI relationships (both average and peak) in the LH

data than the RH data, irrespective of whether full or peak frequency ranges are

considered, which can be seen by observing Figure 9.1. Nakamura et al. (2019)

investigates the seasonal variations of SKR Power in the Northern and Southern

hemispheres for the entire Cassini mission, 2004 - 2017. It was shown that Northern

hemisphere power remained relatively constant throughout the Cassini mission whilst

Southern hemisphere power varied, decreasing as Southern summer transitioned to

Southern winter. Whilst Nakamura et al. (2019) was unable to connect Northern

hemisphere power to the solar cycle, Kimura et al. (2013) found suggestion of a solar

cycle connection to the Southern hemisphere power. It is therefore suggested that the

increased strength of the MI relationship with SKR in the RH data is a consequence

of the Southern hemisphere connection to the solar cycle, which would affect solar

wind and IMF intensity. Presently, the absence of a relationship between the solar

cycle and the Northern hemisphere is poorly understood, and investigation of SKR

variation in the hemispheres would add useful weight to this argument.

9.4.4 Conclusions

Investigating propagated solar wind and IMF parameters with SKR has produced

interesting results that have not met with initial expectations. Our results contrast

to the established understanding of solar wind connection to SKR investigated from

flybys of past satellite missions, see Table 9.1, indicating pdyn and v should be strong

indicators of SKR driving. The exception is By, which is considered to indicate the

strength of the IMF and thereby the rate of reconnection.

Mutual information has advantages over traditional techniques such as correlation,
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due to its ability to find non-linear relationships. The possibility that a new

understanding of the IMF and solar wind interaction with SKR is considered.

However, no strength of argument is given to this possibility at this stage, as a more

likely explanation exists to explain the discrepancy from expectations and must be

addressed first.

As discussed, even where we account for the differences in the Saturnian system,

with a dominance of internal drivers, the effects of the solar wind should be

visible where parameters contribute to the generation of SKR. Past studies, using

directly measured data of the solar wind and IMF from passing satellites, shows

that the physical relationship between the solar wind and IMF to the Saturnian

magnetosphere, as we currently understand it, is detectable. In our own study we

have observed this through the By parameter of the IMF as a proxy for magnetic

reconnection, with MI results comparable to the known relationships in the terrestrial

system.

Therefore, the conclusion we draw to explain the discrepancy is in the relationship

between the propagation uncertainty to the Sun-Earth-Saturn angle, ΦS. The time

offsetting factor, combined with the advantages of MI, excelled in revealing the

terrestrial relationships between the solar wind and IMF with the geomagnetic indices,

AL and SYM/H, in chapter 7. This was further demonstrated when we investigated

the use of coupling functions in chapter 8. The time offsetting is applied linearly,

shifting the time offset in fixed increments. However, in this chapter the time offset

was not the only factor of uncertainty to consider. The uncertainty associated with

ΦS changes from 0 at ΦS = 0◦, to a peak of ± 2 days for ΦS = 50◦. The combination of

the uncertainties introduced by the time offset and ΦS is a more complicated picture
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than first expected.

The uncertainty due to ΦS means that for any time offset, only a fraction of the

data considered will be offset at the “correct time offset”. Even at the expected peak

offset times, any data that is uncertain with ΦS, will not be correctly offset. As we

have seen in the terrestrial studies, the relationship with time offset is not an absolute

condition. The MI value increases as the time offset approaches the response time,

demonstrating the nature of the magnetosphere dynamics; that the solar wind takes

on a range of energies at any given time, and that it takes a range of times for the solar

wind energy to travel through the magnetosphere. Therefore, we can consider that

some proportion of the relationship between a propagated parameter is represented

through the MI value, and that the MI results given in this chapter can be considered

minimum values, with the upper, true, MI value unclear.

We are able to therefore conclude that By, as an indicator of IMF strength, and

with MI results comparable to those of B in chapter 7 and chapter 8, is a genuine

relationship with SKR.

The first step in any further investigation should seek to connect the time offset

of the data to ΦS, to more accurately account for the propagation uncertainty.

However, to do this may pose challenges, as all data points must be offset to match a

corresponding data point in the comparative data. Thus any function, f(X(t),ΦS),

must return a data set with offsets to uniquely match each data point to corresponding

data.

223



Chapter 9. SKR & the Solar Wind 9.5. Closing Remarks

9.5 Closing Remarks

With the approach of this thesis, the IMF azimuthal component, By, has demon-

strated a significant relationship with SKR driving, viewed as a proxy for the IMF

strength and the rate of magnetic reconnection. This relationship may exist as an

artefact of compression events driving enhanced SKR emission. However, in contrast

to expectations of this explanation, pdyn, predicted to be the strongest driver, shows a

weak relationship to SKR when considering the MI results presented. This may be due

to internal drivers of the Saturnian magnetosphere dynamics. Also, for pdyn and other

propagated parameters not meeting expectations, the poor relationships presented by

low MI results are attributed to the uncertainty in the arrival time associated with the

Sun-Earth-Saturn angle, ΦS. We therefore conclude that the MI results of this chapter

are likely minimum MI values, and that accounting for this uncertainty further will

improve the MI results. Finally, we note that stronger relationships exist for Southern

hemisphere data over Northern hemisphere data, which is linked to the solar cycle.

Although some results are unexpected, the results of chapter 7 and chapter 8

demonstrate that the use of MI is a successful and valid approach to take. Therefore,

confidence can be taken that the methods of this thesis are successfully drawing

out known relationships. Significant observations should therefore be considered real

and future work should investigate both the uncertainty issues associated with ΦS,

and the consequence of separating out the solar wind and SKR data attributed with

compression events using these methods, to answer the open question around pdyn.
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Conclusions

10.1 Discussion of Results

The work of this thesis has been performed to try and find a means of advancing

our understanding of solar wind driving of Saturn’s magnetosphere. In the absence

of upstream monitors of the solar wind, we have investigated the use of Saturnian

Kilometric Radiation (SKR) as a proxy for the solar wind conditions at Saturn.

With the absence of upstream monitors, there is a significant deficit of solar wind

data at Saturn, limiting our ability to investigate the solar wind driving of Saturn’s

magnetospheric system. Flybys of the Voyager probes in 1981 and 1982 resulted in

the time limited case studies of Desch (1982) and Desch and Rucker (1983). Notably,

there is a significant absence of publications between them and the onset of the Cassini

mission at Saturn in 2014, with Taubenschuss et al. (2006) one of the first subsequent

studies of significance found as part of the background research of this thesis. Solar

wind driving is significant at the Earth, responsible for the production of auroras and

a range of geomagnetic phenomena that can cause devastation to electronic systems.
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Although there are no electronics at Saturn, the impact of the solar wind on Earth’s

systems is evident of the important role it plays in magnetosphere dynamics and in

turn, the role a magnetosphere plays in a planet’s evolution and behaviour. Evidence

shows the solar wind has an impact on Saturn’s magnetosphere, yet the extent of this

is unclear, particularly in the presence of internal drivers (e.g. particle emissions from

Enceladus). Thus, the absence of any solar wind data is evidently of huge detriment

to scientific understanding.

Our investigation of SKR as a proxy for the solar wind therefore offers the

potential to introduce a 13 year, continuous data set for the solar wind from which

to investigate solar wind driving of the Saturnian magnetosphere. The work carried

out in chapter 5 introduced mutual information theory, a means of measuring the

strength of a relationship between two correlated data sets and therefore how much

can be inferred from one data set about the another.

Challenges were presented in the application of mutual information. The absence

of secondary, coincident data sets, gave no additional data sets from which to calculate

uncertainties of the MI results. Therefore, in chapter 6, we adapted the works of

Holmes et al. (2019) to develop a means of solving uncertainties by dividing the

data and using kth nearest neighbour mutual information estimators. Furthermore, in

order to ascertain confidence in the uncertainty calculations, we applied the methods

to Gaussian data with a given correlation coefficient (0.6) and a known analytical

mutual information value (≃ 0.32). Results were found inline with analytical values of

mutual information, confirming the methods in this thesis can successfully implement

mutual information and solve the uncertainties of measurements.

Three investigations were conducted following verification of the methods in this
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thesis. The first was an investigation of the relationship between the solar wind and

enhancement of the geomagnetic indices, AL and SYM/H (chapter 7). Geomagnetic

indices are measurements of variations in the terrestrial magnetic field, measured

by a series of magnetometers on the Earth’s surface. Investigation of the indices

were chosen as they are a well understood relationship with decades of available

direct solar wind and geomagnetic indices data. Analysis of the solar wind driving

of geomagnetic indices revealed strong mutual information relationships from both

indices to the IMF southward facing component, Bz, and solar wind radial velocity,

vx, confirming expected relationships. In addition we investigated the response time of

the magnetosphere, the time taken from solar wind contact with the magnetosphere,

to emission of the considered phenomena. That is, the time taken for the solar

wind driving to travel through the magnetosphere and trigger AL and SYM/H

intensification. Confirmation of the response time in both indices (∼ 45 minutes)

confirmed the ability of the methods in this thesis to draw out relationships.

The second investigation was conducted as a short investigation, allowed by

remaining time during an industrial placement. Following confirmation of the methods

in this thesis, the decision was made to use this additional time to investigate the

utility of coupling functions, equations that describe the solar wind-magnetosphere

coupling in the terrestrial system. Coupling functions use equations in the form of

Equation 6.3, adjusting coefficients and powers to achieve optimal values to data used

for analysis of the coupling functions. As geomagnetic indices had been connected

in several studies (Newell et al. (2007); Milan, Gosling, et al. (2012)), they were

deemed an appropriate data set to assess coupling function utility. Results indicate

that coupling functions are much stronger measures of the solar wind-magnetosphere
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coupling to geomagnetic indices when compared with the IMF north-south parameter,

Bz, and the analytical value for mutual information.

Finally, with confidence in the use of mutual information to drawn out relation-

ships, we investigated the solar wind driving of SKR. We compared the following

solar wind parameters: IMF tangential component; By, radial velocity; vx, tangential

velocity; vy, density; ρ, dynamic pressure; pdyn, and temperature; T . Solar wind

parameters were compared to four SKR data sets, LH and RH, representing the

Southern and Northern hemispheres, and 10 - 1,000 kHz and 100 - 400 kHz,

representing the complete and peak frequency ranges of SKR. Consistent relationships

were found across all four SKR data sets, surprisingly revealing the strongest MI

relationship between SKR and By, whilst pdyn, the expected strongest relationship

based on past studies, returns a negligible relationship with SKR. However, only

By for LH 10 - 1,000 KhZ SKR data returned a statistically significant result. MI

results are taken as a minimum MI value. The possibility of improving the MI values

is attributed to better modelling the effects of the Sun-Earth-Saturn angle on the

arrival time of propagated solar wind and IMF data.

10.2 Future Work

We present here several potential future works that could be conducted in support of

the work of this thesis.

� Following the results of chapter 7, we propose a higher resolution analysis of the

solar wind relationship with the geomagnetic indices. The IMF southward facing

component, Bz, results indicate the presence of the magnetospheric response
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time in both the AL and SYM/H data. However, the resolution of our results is

too low to discern the twin peaks of the SYM/H found in Eriksson et al. (2000),

attributed to dayside reconnection and night side tail reconnection. A repeat

of this analysis at higher resolution would confirm whether both response times

of the magnetosphere to SYM/H can be drawn out, and further reinforce the

ability of these methods to analyse relationships.

� In chapter 8, our investigation of coupling functions was limited to 3 functions

compared with the geomagnetic indices considered in the previous chapter.

Coupling functions considered were primarily focused on dayside reconnection,

whereas geomagnetic indices were primarily drawn from tail reconnection.

Therefore, before any conclusions are drawn regarding the confidence of the

results, a further investigation should be conducted. The follow up investigation

should expand the number of coupling functions, and compare them to a greater

range of geomagnetic indices and other phenomena connected to solar wind-

magnetosphere coupling.

� The results of chapter 9, returning a statistically significant result for the

relationship between the IMF tangential component, By, and the LH 10 - 1,000

kHZ SKR data, sits in isolation. The conclusion drawn is that the MI results

for this chapter are lower limits. The variability of MI results is attributed

to the uncertainty introduced by the arrival time relating to the Sun-Earth-

Saturn angle, ΦS. Furthermore, we investigated but were unable to find the

presence of the magnetosphere response time of various solar wind parameters

in the MI results. The absence of the response time has been attributed to

the propagation uncertainty also. Better modelling of this relationship to the
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propagated solar wind data should reveal a more accurate MI value for the

relationships considered and the response times of the magnetospheres revealed,

as was done in chapter 7 and chapter 8.
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Appendix A

Data

A.1 AL Calculation

At each observatory, H component readings are compared to Ho, a baseline quiet day

level. Ho is calculated each month as the average over all readings for the 5 quietist

days that month. Data for all twelve observatories is then plotted as a function

of UT with the upper and lower envelopes defined as AU and AL respectively, AE

is defined as the separation between these two. As discussed in section 3.2, it has

been established that the AU and AL indices represent the maximum eastward and

westward electrojets, respectively. The indices are thus defined as

AU(t) = max
i=1,12

{H(t)−Ho}i (A.1)

AL(t) = min
i=1,12

{H(t)−Ho}i (A.2)
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AE(t) = AU(t)− AL(t) (A.3)

where t represents UT.

A.2 SYM/H Calculation

SYM/H is calculated (Iyemori (1990); Wanliss et al. (2006)) using the following

method:

� The averaged effect of the ionospheric dynamo current, Sq, calculated using the

5 quietest days of the month, is subtracted from the magnetometer readings.

� For the H component, the effect of the ring current, also averaged over the 5

quietest days, is subtracted to determine the baseline. These subtractions form

the background field.

� After subtracting the background field, the residual monthly 1-min disturbance

field remains. Recall, SYM/H is a high resolution version of the Disturbance

storm time index (Dst), see section 3.2.

� The disturbance field is then transformed into a magnetic dipole system. It

is rotated by an angle between the direction of the geomagnetic dipole field

and the direction of the geomagnetic main field (the direction of the horizontal

vector) to avoid mixing of the ring current with the east-west (D) component.

The assumption is made that the ring current is flowing parallel to the dipole

equatorial plane.
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� The symmetric H component, SYM/H, is then calculated by averaging it

longitudinally (by averaging the result of all 1min values from each station).

� SYM/H is finally divided by the cosines of the dipole latitude, cos θm, where

θm is the averaged geomagnetic longitude of the observing stations. This is to

normalise and correct for the latitudinal variation of the ring current effect.

A.3 MHD Model Verification

Verification of the MHD model is performed using Ulysses spacecraft data when

traversing at an approximate distance to Jupiter, at 5.2 ± 0.3 AU, for 5 months

each (1 Jan to 1 June) in 1998 and 1999. The similar distance makes the solar

wind measurements taken by Ulysses at this time an ideal marker to test against the

MHD model. Figure A.1 overlays the MHD model predictions with the real, directly

measured, Ulysses data, as well as an additional advection shift method. In this

verification, dynamic pressure variations of the solar wind are compared, successfully

aligning 12 events between the real data and the MHD model. However, this method

of verification is uncertain, due to predicted low pressure events not appearing in

observation data.

Figure A.2a improves upon the verification accuracy, focusing on the arrival time

and absolute values of the 12 pressure enhancement events. A better prediction

error for the MHD model, compared with an advection shift method, is found with a

maximum prediction error of ± 2 days when Φ < 50◦. Finally, in Figure A.2b, the

maximum value of the 12 observed dynamic pressure events are plotted, as modelled

by the MHD model against the real Ulysses data. A linear correlation coefficient of
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Appendix A. Data A.3. MHD Model Verification

Figure A.1: 12 solar wind dynamic pressure events are indicated by blue arrows.

Ulysses data (Black) from two periods, 1 Jan to 1 Jun in both 1998 (a) and 1999

(b), are used to confirm the predicted events of the MHD model (Red). An advection

shift method is included as comparison (Blue) Black crosses indicate falsely predicted

solar wind dynamic pressure enhancements. Black lines indicate intervals with absent

data. Image credit: Tao et al. (2005)

0.66 is found.

234



Appendix A. Data A.3. MHD Model Verification

(a) (b)

Figure A.2: Symbols: MHD model - diamonds, advection shift method - crosses.

(a) Scatter plot of MHD model and advection shift method prediction errors for

pressure enhanced time vs Earth-Sun-Ulysses angle, Φ. (b) Scatter plot of maximum

predicted values (vertical) vs actual values (horizontal), from Ulysses, for the 12

dynamic pressure enhancement events. Image credits: (a) and (b) Tao et al. (2005)
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Appendix B

Mutual Information

B.1 Shannon’s Entropy

N.b. B.1 is quoting from (Shannon, 1948), appendix 2.

H(
1

n
,
1

n
, ...,

1

n
) = A(n) (B.1)

Shannon’s third condition (subsection 5.3.1) allows us to decompose a choice from

sm equally likely possibilities into a series of m choices, each from s equally likely

possibilities

A(sm) = mA(s) (B.2)

tn choices can equally be decomposed into a series of n choices, from t equally

likely possibilities

A(tn) = nA(t) (B.3)
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Choosing n to be arbitrarily large and finding an m to satisfy

sm ≤ tn ≤ sm+1 (B.4)

Subsequently taking logarithms of both sides

m log s ≤ n log t ≤ (m+ 1) log s (B.5)

and dividing by n log s gives

m

n
≤ log t

log s
≤ m

n
+

1

n
(B.6)

or

∣∣∣∣mn − log t

log s

∣∣∣∣ < ϵ (B.7)

where ϵ is arbitrarily small.

The monatonic property of A(n) results in

A(sm) ≤ A(tn) ≤ A(sm+1) (B.8)

mA(s) ≤ nA(t) ≤ (m+ 1)A(s) (B.9)

Then dividing by nA(s) gives

m

n
≤ A(t)

A(s)
≤ m

n
+

1

n
(B.10)

or

237



Appendix B. Mutual Information B.1. Shannon’s Entropy

∣∣∣∣mn − A(t)

A(s)

∣∣∣∣ < ϵ (B.11)

Take out a constant of proportionality on the L.H.S. of Equation B.11 and divide

through to retain ϵ as arbitrarily small, resulting in

m

n
= ϵ+

A(t)

A(s)
(B.12)

sub Equation B.12 into Equation B.7 to get

∣∣∣∣ϵ+ A(t)

A(s)
− log t

log s

∣∣∣∣ < ϵ (B.13)

which can become

|ϵ|+
∣∣∣∣A(t)A(s)

− log t

log s

∣∣∣∣ < ϵ (B.14)

∣∣∣∣A(t)A(s)
− log t

log s

∣∣∣∣ < ϵ− |ϵ| (B.15)

∣∣∣∣A(t)A(s)
− log t

log s

∣∣∣∣ < 2ϵ (B.16)

becoming

A(t) = −K log t (B.17)

Where K is a positive constant to satisfy condition 2 in Shannon’s conditions

(subsection 5.3.1).

If a choice is available from n possibilities with commeasurable probabilities pi =

ni∑
ni
, where ni are integers, one can break down a choice from

∑
ni possibilities into
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a choice from n possibilities with probabilities pi...pn. Then, if one chooses the ith, a

choice from ni with equal probabilities. Once again, taking Shannon’s third condition

(see subsection 5.3.1), the total choice from
∑
ni as computed by two methods can

be equated.

K log
∑

ni = H(pi, ..., pn) +K
∑

pi log ni (B.18)

Therefore

H = k
[∑

pilog
∑

ni −
∑

pi log ni

]
(B.19)

= −K
∑

pi log
ni∑
ni

(B.20)

= −K
∑

pi log pi (B.21)

Should the pi be incommeasurable, rationals can be used to approximate them and

the same expression must hold according to Shannon’s first condition of continuity.

Thus the expression holds in general. The coefficient K is a choice of convenience

determining the unit of measure.

B.2 Bounds on the Entropy

By definition

0 ≤ pi ≤ 1

−pi log2 pi


= 0 if pi = 1

> 0 if 0 ≤ pi < 1

(B.22)
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Therefore, also by definition H(U) ≥ 0, which is the first bound.

It is only possible to achieve equality if pi = 0 for all i, which requires pi = 1 for

one i and pi = 0 for all remaining i.

To derive the second bound, H(U) = log2 r bits, if and only if pi = 1
r
∀i, take

the difference and demonstrate that it must be non-positive. If the probabilities are

arranged in descending order and it is assumed that r′, where r′ ≤ r, of the r values

of the probabilities pi are strictly positive, i.e. p > 0 for all i = 1, ..., r′, and pi = 0

for i = r′ + 1, ..., r.
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H(U)− log2 r = −
r∑

i=1

pi log2 pi − log2 r (B.23)

= −
r′∑
i=1

pi log2 pi − log2 r ·
r′∑
i=1

pi︸ ︷︷ ︸
=1

(B.24)

= −
r′∑
i=1

pi log2 pi −
r′∑
i=1

pi log2 r (B.25)

= −
r′∑
i=1

pi log2(pi · r) (B.26)

=
r′∑
i=1

pi log2

(
1

pi · r

)
︸ ︷︷ ︸

≜ξ

(B.27)

≤
r′∑
i=1

pi

(
1

pi · r
− 1

)
· log2 e (B.28)

=


r′∑
i=1

1

r
−

r′∑
i=1

pi︸ ︷︷ ︸
=1

 · log2 e (B.29)

=

(
r′

r
− 1

)
· log2 e (B.30)

≤ (1− 1) · log2 e = 0 (B.31)

Equation B.28 follows from the IT Inequality (see Equation B.32).

Equation B.31 follows because r′ ≤ r.

Hence, H(U) ≤ log2 r.

Equality can only be achieved if both

1. in the IT Inequality ξ = 1, i.e. if 1
pir

= 1 for all i, i.e. if pi =
1
r
for all i
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2. r′ = r

IT Inequality, see Moser et al. (2012), section 5.2.3 for full proof:(
1− 1

ξ

)
logb e ≤ logb ξ ≤ (ξ − 1) logb e (B.32)

B.3 Independent System Entropy

Taken from Moser et al. (2012), section 6.5, pg 124

H(X, Y ) =
s∑

i=1

t∑
j=1

PX(xi)PY (yj) log2

(
1

PX(xi)PY (yj)

)
(B.33)

=
s∑

i=1

t∑
j=1

PX(xi)PY (yj)

(
log2

(
1

PX(xi)

)
+ log2

(
1

PY (yj)

))
(B.34)

=
s∑

i=1

t∑
j=1

PX(xi)PY (yj) log2

(
1

PX(xi)

)

+
s∑

i=1

t∑
j=1

PX(xi)PY (yj) log2

(
1

PY (yj)

)
(B.35)

=
t∑

j=1

PY (yj)
s∑

i=1

PX(xi) log2

(
1

PX(xi)

)
︸ ︷︷ ︸

H(X)

+
s∑

i=1

PX(xi)
t∑

j=1

PY (yj) log2

(
1

PY (yj)

)
︸ ︷︷ ︸

H(Y )

(B.36)

=
t∑

j=1

PY (yj)︸ ︷︷ ︸
=1

H(X) +
s∑

i=1

PX(xi)︸ ︷︷ ︸
=1

H(Y ) (B.37)

= H(X) +H(Y ) (B.38)
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as by definition

t∑
j=1

PY (yj) =
s∑

i=1

PX(xi) = 1 (B.39)

B.4 Dependent System Entropy

Taken from Moser et al. (2012), section 6.5, pg 125

By means of the relation in Equation 5.20 it follows that:

H(X, Y ) =
s∑

i=1

t∑
j=1

PX,Y (xi, yj) log2

(
1

PY |X(yj|xi)PX(xi)

)
(B.40)

=
s∑

i=1

t∑
j=1

PX,Y (xi, yj) log2

(
1

PX(xi)

)

+
s∑

i=1

t∑
j=1

PX,Y (xi, yj) log2

(
1

PY |X(yj|xi)

)
(B.41)

=
s∑

i=1

log2

(
1

PX(xi)

) t∑
j=1

PX,Y (xi, yj)︸ ︷︷ ︸
PX(xi)

+
s∑

i=1

t∑
j=1

PX,Y (xi, yj) log2

(
1

PY |X(yj|xi)

)
(B.42)

=
s∑

i=1

PX(xi) log2

(
1

PX(xi)

)

+
s∑

i=1

t∑
j=1

PX,Y (xi, yj) log2

(
1

PY |X(yj|xi)

)
(B.43)

= H(X) +H(Y |X) (B.44)
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Geomagnetic Indices and the

Magnetosphere Response Time

C.1 AL Index Values
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Appendix C. Geomagnetic Indices and ... C.1. AL Index Values

BXZ Bx BY Z By Bz

Time (Hours) MI ± MI ± MI ± MI ± MI ±

0 0.0763 0.0005 0.0322 0.0009 0.0718 0.0003 0.0328 0.0006 0.1758 0.0004

0.25 0.0778 0.0004 0.0303 0.0003 0.0717 0.0004 0.0333 0.0003 0.1833 0.0006

0.5 0.0799 0.0009 0.0299 0.0008 0.0732 0.0009 0.0328 0.0003 0.1931 0.0005

0.75 0.0787 0.0006 0.0306 0.0006 0.0729 0.0004 0.033 0.0006 0.1968 0.0004

1 0.0778 0.0003 0.0317 0.0004 0.0719 0.0006 0.0328 0.0005 0.1883 0.0004

1.25 0.0774 0.0004 0.0322 0.0003 0.0695 0.0004 0.0326 0.0003 0.1746 0.0004

1.5 0.0752 0.0003 0.0325 0.0003 0.0677 0.0003 0.0321 0.0003 0.1611 0.0004

1.75 0.0742 0.0004 0.0327 0.0003 0.0663 0.0005 0.0329 0.0002 0.1487 0.0004

2 0.0732 0.0004 0.0327 0.0005 0.0659 0.0005 0.0326 0.0005 0.1407 0.0005

2.25 0.0722 0.0004 0.033 0.0006 0.0659 0.0008 0.0313 0.0006 0.1337 0.0006

2.5 0.0717 0.0003 0.0328 0.0003 0.0644 0.0005 0.0314 0.0004 0.1265 0.0004

2.75 0.0708 0.0002 0.0323 0.0003 0.0637 0.0003 0.0315 0.0005 0.121 0.0004

3 0.0698 0.0003 0.0321 0.0006 0.0637 0.0004 0.0326 0.0009 0.1149 0.0005

3.25 0.0699 0.0003 0.0325 0.0002 0.062 0.0003 0.0306 0.0009 0.1095 0.0004

3.5 0.0686 0.0002 0.0322 0.0003 0.0611 0.0004 0.0303 0.0005 0.1065 0.0005

3.75 0.0679 0.0004 0.0315 0.0009 0.061 0.0006 0.0312 0.0006 0.1033 0.0004

4 0.0669 0.0008 0.0318 0.0005 0.0597 0.0004 0.0302 0.0003 0.101 0.0005

4.25 0.0666 0.0004 0.032 0.0003 0.0591 0.0003 0.0304 0.0004 0.0993 0.0009

4.5 0.066 0.0003 0.0323 0.0008 0.0584 0.0004 0.0293 0.0004 0.0975 0.0006

4.75 0.0652 0.0003 0.0304 0.0004 0.0585 0.0004 0.0292 0.0003 0.0946 0.0003

5 0.0643 0.0003 0.0315 0.0003 0.0582 0.0008 0.029 0.0004 0.0931 0.0004

5.25 0.0636 0.0003 0.031 0.0005 0.0566 0.0003 0.0296 0.0004 0.0917 0.0006

5.5 0.0635 0.0003 0.0305 0.0004 0.0567 0.0004 0.0286 0.0009 0.0908 0.0006

5.75 0.0626 0.0004 0.0299 0.0006 0.055 0.0004 0.0294 0.0005 0.0898 0.0005

6 0.0619 0.0003 0.0304 0.0004 0.0546 0.0003 0.0282 0.0003 0.0882 0.0004

Table C.1: MI information results for the IMF parameters with the AL geomagnetic

index.
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pdyn ρ T vx vy

Time (Hours) MI ± MI ± MI ± MI ± MI ±

0 0.0791 0.0005 0.0249 0.0006 0.1235 0.0006 0.1535 0.0005 0.0406 0.0003

0.25 0.0786 0.0005 0.0256 0.0006 0.1213 0.0004 0.1541 0.0004 0.0415 0.0009

0.5 0.0781 0.001 0.0249 0.0005 0.1211 0.0003 0.1548 0.0009 0.0411 0.0006

0.75 0.0768 0.0009 0.0246 0.0004 0.1212 0.0004 0.1539 0.0006 0.0406 0.0004

1 0.0775 0.001 0.0235 0.0006 0.12 0.0005 0.1513 0.0005 0.0408 0.0004

1.25 0.0772 0.0009 0.0235 0.0004 0.1216 0.0007 0.1512 0.0005 0.0403 0.0004

1.5 0.0776 0.0007 0.0218 0.0002 0.1199 0.0005 0.1486 0.0005 0.0407 0.001

1.75 0.0773 0.0003 0.0217 0.0004 0.1244 0.0011 0.1451 0.0003 0.0396 0.0004

2 0.0766 0.0005 0.0222 0.0005 0.1175 0.0005 0.1455 0.0005 0.0398 0.0004

2.25 0.0781 0.0006 0.0229 0.0006 0.117 0.0004 0.1444 0.0004 0.0396 0.0006

2.5 0.0761 0.0006 0.0225 0.0005 0.1176 0.0005 0.1441 0.0005 0.0391 0.0004

2.75 0.0764 0.0003 0.0215 0.0004 0.116 0.0004 0.1436 0.0005 0.0389 0.001

3 0.0753 0.0005 0.0238 0.0006 0.1156 0.0004 0.1425 0.0004 0.0381 0.0006

3.25 0.0746 0.0005 0.0215 0.0003 0.1143 0.0003 0.1445 0.0007 0.0389 0.0005

3.5 0.0746 0.0006 0.0215 0.0005 0.1161 0.0005 0.1462 0.001 0.0381 0.0005

3.75 0.073 0.0007 0.0227 0.001 0.1167 0.0006 0.1444 0.0004 0.0381 0.0004

4 0.0733 0.0007 0.0222 0.0005 0.1161 0.0005 0.1462 0.0009 0.0376 0.0005

4.25 0.0724 0.0003 0.0214 0.0009 0.1144 0.0003 0.1458 0.001 0.0368 0.0003

4.5 0.0723 0.0006 0.0218 0.0006 0.1144 0.0004 0.1443 0.0006 0.0388 0.0005

4.75 0.0702 0.0005 0.0245 0.0009 0.1154 0.0005 0.1454 0.0009 0.0379 0.0008

5 0.0695 0.0004 0.0223 0.0003 0.1137 0.0005 0.1439 0.0005 0.0365 0.0006

5.25 0.0694 0.0004 0.0226 0.0005 0.114 0.0004 0.1413 0.0003 0.0369 0.0007

5.5 0.0688 0.001 0.0229 0.0006 0.1136 0.0005 0.1451 0.0006 0.0362 0.0005

5.75 0.068 0.0004 0.0232 0.0005 0.1123 0.0003 0.1445 0.0006 0.036 0.001

6 0.0674 0.0004 0.0226 0.0005 0.1104 0.0003 0.142 0.0004 0.0356 0.0003

Table C.2: MI information results for the solar wind parameters with the AL

geomagnetic index.
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C.2 AL Index Figures

Figure C.1: Mutual information results for the solar wind parameter, Bx when

compared to the geomagnetic index, AL. The y-axis represents the time offset, in

hours, between the solar wind variables and the AL index data set’s timestamps, as

described in section 6.4.
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Figure C.2: As Figure C.1 for By of the solar wind
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Figure C.3: As Figure C.1 for Bz of the solar wind
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Figure C.4: As Figure C.1 for Bxz of the solar wind
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Figure C.5: As Figure C.1 for Byz of the solar wind
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Figure C.6: As Figure C.1 for pdyn of the solar wind
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Figure C.7: As Figure C.1 for ρ of the solar wind
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Figure C.8: As Figure C.1 for T of the solar wind
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Figure C.9: As Figure C.1 for vx of the solar wind
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Figure C.10: As Figure C.1 for vy of the solar wind

256



Appendix C. Geomagnetic Indices and ... C.3. SYM/H Index Values

C.3 SYM/H Index Values

257



Appendix C. Geomagnetic Indices and ... C.3. SYM/H Index Values

BXZ Bx BY Z By Bz

Time (Hours) MI ± MI ± MI ± MI ± MI ±

0 0.091 0.0004 0.0445 0.0008 0.0853 0.0004 0.042 0.0005 0.0981 0.0008

0.25 0.0945 0.0003 0.0438 0.0003 0.0876 0.0007 0.0403 0.0005 0.1144 0.0004

0.5 0.0987 0.0004 0.0439 0.0007 0.0895 0.0008 0.0396 0.0004 0.126 0.0004

0.75 0.0996 0.0003 0.0432 0.0004 0.0901 0.0005 0.0409 0.0007 0.1292 0.0008

1 0.1002 0.0003 0.0427 0.0008 0.09 0.0004 0.0406 0.0008 0.1277 0.0004

1.25 0.1011 0.0005 0.0431 0.0004 0.0902 0.0008 0.0412 0.0008 0.1243 0.0005

1.5 0.1025 0.0008 0.0446 0.0007 0.0925 0.0007 0.0424 0.0008 0.1212 0.0008

1.75 0.1002 0.0003 0.0457 0.0005 0.0907 0.0003 0.0421 0.0004 0.1208 0.0008

2 0.1001 0.0007 0.0448 0.0007 0.09 0.0005 0.0416 0.0004 0.1183 0.0004

2.25 0.0999 0.0005 0.0452 0.0005 0.0894 0.0002 0.0424 0.0008 0.1162 0.0004

2.5 0.0995 0.0005 0.046 0.0005 0.0885 0.0003 0.0429 0.0005 0.1132 0.0004

2.75 0.0987 0.0003 0.0449 0.0005 0.0899 0.0008 0.0421 0.0007 0.1116 0.0004

3 0.0992 0.0005 0.0461 0.0005 0.089 0.0008 0.0423 0.0007 0.1094 0.0008

3.25 0.0992 0.0007 0.0478 0.0008 0.0866 0.0002 0.0424 0.0005 0.1061 0.0003

3.5 0.098 0.0007 0.0463 0.0008 0.0864 0.0004 0.0419 0.0007 0.1058 0.0005

3.75 0.0963 0.0003 0.0466 0.0005 0.0855 0.0004 0.0417 0.0003 0.1029 0.0003

4 0.0957 0.0004 0.0464 0.0005 0.0871 0.0007 0.0416 0.0003 0.1013 0.0005

4.25 0.0954 0.0003 0.046 0.0003 0.0849 0.0005 0.0413 0.0004 0.1011 0.0004

4.5 0.0951 0.0003 0.0448 0.0008 0.0837 0.0008 0.0405 0.0004 0.0997 0.0008

4.75 0.0935 0.0003 0.0454 0.0008 0.0825 0.0005 0.04 0.0005 0.0979 0.0004

5 0.0944 0.0008 0.0457 0.0004 0.0819 0.0005 0.0396 0.0005 0.0966 0.0008

5.25 0.0927 0.0002 0.0452 0.0004 0.0807 0.0002 0.0397 0.0008 0.0957 0.0003

5.5 0.0921 0.0008 0.0463 0.0008 0.0799 0.0002 0.0404 0.0005 0.0944 0.0004

5.75 0.0921 0.0005 0.0455 0.0008 0.0803 0.0004 0.0403 0.0006 0.094 0.0004

6 0.0927 0.0008 0.0449 0.0007 0.0793 0.0005 0.0394 0.0004 0.0918 0.0008

Table C.3: MI information results for the IMF parameters with the SYM/H

geomagnetic index.
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pdyn ρ T vx vy

Time (Hours) MI ± MI ± MI ± MI ± MI ±

0 0.1246 0.0005 0.2461 0.0005 0.1747 0.0005 0.261 0.0005 0.0591 0.0003

0.25 0.1165 0.0004 0.2354 0.0009 0.1745 0.0004 0.2593 0.0003 0.0611 0.0005

0.5 0.1097 0.0003 0.2258 0.0008 0.175 0.0003 0.2648 0.0006 0.064 0.0009

0.75 0.1038 0.0004 0.2105 0.0004 0.1773 0.0003 0.2638 0.0004 0.0612 0.0002

1 0.0957 0.0003 0.1963 0.0004 0.1798 0.0003 0.2643 0.0005 0.0627 0.0003

1.25 0.0919 0.0004 0.1874 0.0006 0.193 0.0009 0.2647 0.0004 0.0619 0.0003

1.5 0.0903 0.0009 0.1745 0.0003 0.1872 0.0005 0.2618 0.0003 0.0637 0.0006

1.75 0.0852 0.0006 0.1661 0.0005 0.1844 0.0003 0.263 0.0004 0.0661 0.0008

2 0.0826 0.0006 0.1597 0.0005 0.1866 0.0004 0.2657 0.0008 0.0643 0.0006

2.25 0.08 0.0004 0.1562 0.0009 0.1877 0.0004 0.2618 0.0006 0.0637 0.0006

2.5 0.0787 0.0006 0.149 0.0005 0.1877 0.0004 0.257 0.0004 0.0621 0.0003

2.75 0.0764 0.0004 0.1424 0.0004 0.1834 0.0003 0.2546 0.0004 0.0632 0.0006

3 0.076 0.0005 0.1405 0.0004 0.1838 0.0003 0.2593 0.0009 0.063 0.0004

3.25 0.0748 0.0003 0.1387 0.0006 0.1814 0.0003 0.2495 0.0003 0.0621 0.0005

3.5 0.0754 0.0009 0.1341 0.0003 0.1843 0.0005 0.2498 0.0005 0.0642 0.0008

3.75 0.0753 0.0008 0.1341 0.0006 0.1831 0.0005 0.2472 0.0004 0.0611 0.0005

4 0.0721 0.0009 0.131 0.0006 0.1808 0.0004 0.2437 0.0003 0.0623 0.0005

4.25 0.0707 0.0003 0.1275 0.0004 0.1817 0.0005 0.2451 0.0005 0.0613 0.0008

4.5 0.0705 0.0005 0.1236 0.0003 0.1788 0.0004 0.2484 0.0009 0.0599 0.0004

4.75 0.0708 0.0008 0.127 0.0009 0.177 0.0004 0.2408 0.0004 0.0597 0.0004

5 0.0681 0.0004 0.1222 0.0006 0.1753 0.0004 0.2407 0.0005 0.06 0.0004

5.25 0.0676 0.0004 0.1179 0.0006 0.176 0.0005 0.2348 0.0003 0.0603 0.0006

5.5 0.0678 0.0005 0.1181 0.0008 0.1769 0.0007 0.2343 0.0004 0.0569 0.0003

5.75 0.067 0.0008 0.1119 0.0004 0.1727 0.0004 0.2383 0.0009 0.06 0.0009

6 0.0649 0.0009 0.111 0.0004 0.1735 0.0006 0.2303 0.0003 0.0569 0.0003

Table C.4: MI information results for the solar wind parameters with the SYM/H

geomagnetic index.
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Appendix C. Geomagnetic Indices and ... C.4. SYM/H Index Figures

C.4 SYM/H Index Figures

Figure C.11: Mutual information results for the solar wind parameter, Bx when

compared to the geomagnetic index, SYM/H. The y-axis represents the time offset, in

hours, between the solar wind variables and the SYM/H index data set’s timestamps,

as described in section 6.4.
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Appendix C. Geomagnetic Indices and ... C.4. SYM/H Index Figures

Figure C.12: As Figure C.11 for By of the solar wind
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Appendix C. Geomagnetic Indices and ... C.4. SYM/H Index Figures

Figure C.13: As Figure C.11 for Bz of the solar wind
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Appendix C. Geomagnetic Indices and ... C.4. SYM/H Index Figures

Figure C.14: As Figure C.11 for Bxz of the solar wind
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Appendix C. Geomagnetic Indices and ... C.4. SYM/H Index Figures

Figure C.15: As Figure C.11 for Byz of the solar wind
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Appendix C. Geomagnetic Indices and ... C.4. SYM/H Index Figures

Figure C.16: As Figure C.11 for pdyn of the solar wind
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Appendix C. Geomagnetic Indices and ... C.4. SYM/H Index Figures

Figure C.17: As Figure C.11 for ρ of the solar wind
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Appendix C. Geomagnetic Indices and ... C.4. SYM/H Index Figures

Figure C.18: As Figure C.11 for T of the solar wind
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Appendix C. Geomagnetic Indices and ... C.4. SYM/H Index Figures

Figure C.19: As Figure C.11 for vx of the solar wind
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Figure C.20: As Figure C.11 for vy of the solar wind
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Coupling Functions

D.1 Coupling Function vs AL Results Values
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Appendix D. D.1. Coupling Function vs AL Results Values

BZ ϵ ΦD EKL

Time (Hours) MI ± MI ± MI ± MI ±

0 0.1758 0.0004 0.2551 0.0004 0.2683 0.0007 0.2661 0.0004

0.25 0.1833 0.0006 0.3156 0.0007 0.3426 0.0008 0.3265 0.0006

0.5 0.1931 0.0005 0.35 0.0005 0.3943 0.001 0.3624 0.0006

0.75 0.1968 0.0004 0.3614 0.0007 0.4118 0.0009 0.3723 0.0005

1 0.1883 0.0004 0.3569 0.0006 0.4054 0.001 0.3653 0.0006

1.25 0.1746 0.0004 0.3389 0.0007 0.382 0.0008 0.3448 0.0005

1.5 0.1611 0.0004 0.3121 0.0007 0.3448 0.0008 0.3156 0.0005

1.75 0.1487 0.0004 0.2784 0.0005 0.3042 0.0008 0.2822 0.0004

2 0.1407 0.0005 0.2461 0.0005 0.2635 0.0007 0.2493 0.0004

2.25 0.1337 0.0006 0.2158 0.0004 0.2271 0.0008 0.2195 0.0004

2.5 0.1265 0.0004 0.1904 0.0004 0.1967 0.0006 0.195 0.0005

2.75 0.121 0.0004 0.1698 0.0003 0.173 0.0005 0.1734 0.0003

3 0.1149 0.0005 0.154 0.0004 0.1543 0.0006 0.1587 0.0004

3.25 0.1095 0.0004 0.1422 0.0003 0.1405 0.0004 0.1466 0.0004

3.5 0.1065 0.0005 0.1348 0.0006 0.1317 0.0008 0.1384 0.0005

3.75 0.1033 0.0004 0.1281 0.0005 0.1243 0.0004 0.1317 0.0003

4 0.101 0.0005 0.123 0.0005 0.1182 0.0004 0.1277 0.0009

4.25 0.0993 0.0009 0.1192 0.0003 0.1142 0.0009 0.1235 0.0004

4.5 0.0975 0.0006 0.1162 0.0005 0.1098 0.0005 0.1201 0.0003

4.75 0.0946 0.0003 0.1127 0.0003 0.1058 0.0005 0.117 0.0004

5 0.0931 0.0004 0.11 0.0003 0.1029 0.0006 0.114 0.0003

5.25 0.0917 0.0006 0.1074 0.0003 0.0998 0.0004 0.1115 0.0004

5.5 0.0908 0.0006 0.1045 0.0003 0.0969 0.0004 0.1088 0.0004

5.75 0.0898 0.0005 0.1023 0.0003 0.0947 0.0005 0.1061 0.0003

6 0.0882 0.0004 0.1004 0.0005 0.0913 0.0005 0.1042 0.0003

Table D.1: MI information results for the AL geomagnetic index against IMF

parameter, Bz, and coupling functions: Akasofu, ϵ, dayside reconnection, ΦD, Kan

and Lee Electric Field, EKL as described in subsection 3.3.2.
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Appendix D. D.2. Coupling Function vs AL Results Figures

D.2 Coupling Function vs AL Results Figures

Figure D.1: Mutual information results for ϵ, when compared to the geomagnetic

index, AL. The y-axis represents the time offset, in hours, between ϵ and the AL

index data set’s timestamps, as described in section 6.4.
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Appendix D. D.2. Coupling Function vs AL Results Figures

Figure D.2: As Figure D.1 for ΦD
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Appendix D. D.2. Coupling Function vs AL Results Figures

Figure D.3: As Figure D.1 for EKL
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Appendix D. D.3. Coupling Function vs SYM/H Results Values

D.3 Coupling Function vs SYM/H Results Values
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Appendix D. D.3. Coupling Function vs SYM/H Results Values

BZ ϵ ΦD EKL

Time (Hours) MI ± MI ± MI ± MI ±

0 0.0981 0.0008 0.1385 0.0003 0.127 0.0005 0.1344 0.0004

0.25 0.1144 0.0004 0.15 0.0003 0.1413 0.0013 0.1474 0.0005

0.5 0.126 0.0004 0.1665 0.0006 0.1607 0.0006 0.1641 0.0003

0.75 0.1292 0.0008 0.1808 0.0005 0.1774 0.0005 0.1789 0.0004

1 0.1277 0.0004 0.188 0.0003 0.187 0.0006 0.1873 0.0005

1.25 0.1243 0.0005 0.1919 0.0003 0.1913 0.0005 0.1922 0.0005

1.5 0.1212 0.0008 0.1938 0.0004 0.1921 0.0005 0.1941 0.0004

1.75 0.1208 0.0008 0.1928 0.0004 0.1916 0.0007 0.1933 0.0007

2 0.1183 0.0004 0.1921 0.0005 0.1882 0.0009 0.1922 0.0005

2.25 0.1162 0.0004 0.1889 0.0003 0.1856 0.0006 0.1921 0.0009

2.5 0.1132 0.0004 0.1863 0.0003 0.1808 0.0005 0.1875 0.0004

2.75 0.1116 0.0004 0.1833 0.0003 0.1771 0.0005 0.1848 0.0004

3 0.1094 0.0008 0.1805 0.0004 0.1728 0.0004 0.1821 0.0003

3.25 0.1061 0.0003 0.178 0.0004 0.1691 0.0005 0.1799 0.0004

3.5 0.1058 0.0005 0.1762 0.0004 0.166 0.0005 0.1784 0.0004

3.75 0.1029 0.0003 0.1742 0.0008 0.1643 0.0005 0.1771 0.0004

4 0.1013 0.0005 0.1734 0.0006 0.1633 0.0006 0.1749 0.0009

4.25 0.1011 0.0004 0.1735 0.0005 0.1608 0.0005 0.1759 0.0003

4.5 0.0997 0.0008 0.1731 0.0004 0.1601 0.0005 0.1754 0.0003

4.75 0.0979 0.0004 0.1731 0.0005 0.1595 0.0005 0.1757 0.0004

5 0.0966 0.0008 0.1728 0.0003 0.1595 0.0005 0.1764 0.0005

5.25 0.0957 0.0003 0.1729 0.0004 0.159 0.0006 0.1772 0.0004

5.5 0.0944 0.0004 0.1725 0.0004 0.1592 0.0006 0.1775 0.0004

5.75 0.094 0.0004 0.1728 0.0003 0.1591 0.0005 0.1782 0.0004

6 0.0918 0.0008 0.1733 0.0004 0.1596 0.0008 0.1782 0.0004

Table D.2: MI information results for the SYM/H geomagnetic index against IMF

parameter, Bz, and coupling functions: Akasofu, ϵ, dayside reconnection, ΦD, and

Kan and Lee Electric Field, EKL as described in subsection 3.3.2.
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D.4 Coupling Function vs SYM/H Results Figures

Figure D.4: Mutual information results for ϵ, when compared to the geomagnetic

index, SYM/H. The y-axis represents the time offset, in hours, between ϵ and the

SYM/H index data set’s timestamps, as described in section 6.4.
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Figure D.5: As Figure D.4 for ΦD
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Appendix D. D.4. Coupling Function vs SYM/H Results Figures

Figure D.6: As Figure D.4 for EKL
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Appendix E. Saturn Kilometric Radiation and the Solar Wind E.1. SKR Results

By ρ pdyn

Time (Hours) MI ± MI ± MI ±

-72 0.1461 0.0054 0.045 0.0046 0.0356 0.0037

-69 0.0885 0.0014 0.0498 0.0037 0.0345 0.0027

-66 0.0888 0.0013 0.0432 0.0024 0.0375 0.0029

-63 0.0929 0.0015 0.0422 0.0034 0.0375 0.0032

-60 0.1264 0.0032 0.0495 0.0032 0.0358 0.0023

-57 0.1441 0.0061 0.057 0.0044 0.0424 0.0032

-54 0.1224 0.0028 0.0626 0.0045 0.0331 0.0031

-51 0.1356 0.0036 0.056 0.005 0.0367 0.0022

-48 0.1221 0.0026 0.0495 0.0047 0.0364 0.0023

-45 0.1355 0.0037 0.0454 0.0046 0.0325 0.0047

-42 0.1386 0.0041 0.0513 0.0035 0.0436 0.0047

-39 0.119 0.0024 0.0609 0.0046 0.0313 0.0033

-36 0.1399 0.0057 0.0564 0.0052 0.0319 0.0034

-33 0.1048 0.0019 0.0564 0.005 0.0352 0.0047

-30 0.1289 0.003 0.0583 0.0048 0.0387 0.0029

-27 0.1448 0.006 0.0464 0.0045 0.0374 0.0031

-24 0.1494 0.0056 0.0489 0.0045 0.0368 0.0029

-21 0.0969 0.0015 0.046 0.0024 0.0328 0.0036

-18 0.1193 0.0025 0.0539 0.0049 0.0367 0.0034

-15 0.1284 0.0032 0.0502 0.0033 0.0385 0.0028

-12 0.1131 0.0024 0.0527 0.0025 0.0407 0.0022

-9 0.1483 0.0053 0.0458 0.0048 0.0447 0.0031

-6 0.131 0.0031 0.0467 0.0048 0.0411 0.0033

-3 0.1326 0.004 0.0491 0.0028 0.0364 0.0034

0 0.1328 0.0039 0.0456 0.0035 0.0387 0.0025

3 0.1229 0.0029 0.0501 0.0028 0.0332 0.0019
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6 0.1288 0.0031 0.0529 0.0037 0.0383 0.0029

9 0.1292 0.0031 0.0567 0.005 0.0357 0.0047

12 0.1273 0.0032 0.0583 0.0048 0.0339 0.0026

15 0.1218 0.0028 0.0537 0.0046 0.0404 0.0028

18 0.1122 0.002 0.0557 0.0052 0.0393 0.0024

21 0.1446 0.005 0.0467 0.0048 0.0373 0.0029

24 0.1227 0.0028 0.0599 0.0046 0.0349 0.0025

27 0.1122 0.002 0.0512 0.0033 0.0382 0.0026

30 0.1523 0.0056 0.0489 0.0032 0.0366 0.0029

33 0.1234 0.003 0.0511 0.0047 0.0408 0.0025

36 0.1176 0.0024 0.0529 0.0051 0.0385 0.0023

39 0.1329 0.0036 0.0584 0.0048 0.0378 0.0033

42 0.1502 0.006 0.047 0.0046 0.0343 0.0033

45 0.1229 0.0024 0.0584 0.005 0.0416 0.0036

48 0.092 0.0013 0.0494 0.005 0.0381 0.0027

51 0.1482 0.0057 0.0532 0.0049 0.0413 0.0047

54 0.1057 0.0019 0.0525 0.0026 0.0403 0.0046

57 0.1203 0.0024 0.0487 0.0026 0.0415 0.0029

60 0.0967 0.0014 0.0482 0.0024 0.0384 0.0026

63 0.0972 0.0015 0.0666 0.0049 0.0408 0.0025

66 0.1286 0.0031 0.0484 0.0029 0.0369 0.0025

69 0.1308 0.004 0.0529 0.0046 0.0346 0.003

72 0.1288 0.0032 0.0473 0.0031 0.0403 0.0027

Table E.1: MI information results for SKR, LH 10 - 1,000 kHz and propagated solar

wind parameters By, ρ, and pdyn.
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Appendix E. Saturn Kilometric Radiation and the Solar Wind E.1. SKR Results

vx vy T

Time (Hours) MI ± MI ± MI ±

-72 0.1089 0.0037 0.0764 0.005 0.0509 0.0011

-69 0.108 0.0055 0.0769 0.005 0.0819 0.0026

-66 0.1077 0.0049 0.0775 0.0052 0.0733 0.0023

-63 0.1077 0.0055 0.0638 0.0021 0.0511 0.001

-60 0.1012 0.003 0.0696 0.0028 0.0511 0.0011

-57 0.0974 0.0027 0.0703 0.0027 0.0553 0.0013

-54 0.1085 0.0053 0.0711 0.0034 0.0553 0.0012

-51 0.1018 0.0027 0.0793 0.005 0.0957 0.0051

-48 0.1093 0.0059 0.0811 0.0054 0.0508 0.0011

-45 0.0974 0.0021 0.0798 0.0052 0.0506 0.001

-42 0.0986 0.0025 0.0704 0.0028 0.0554 0.0012

-39 0.1105 0.0036 0.0701 0.0032 0.0947 0.005

-36 0.1036 0.003 0.0643 0.0022 0.062 0.0016

-33 0.1119 0.0053 0.0796 0.0047 0.0508 0.0011

-30 0.1042 0.0029 0.0701 0.0038 0.0509 0.0011

-27 0.111 0.0054 0.0594 0.0018 0.051 0.0011

-24 0.0993 0.0024 0.0635 0.0022 0.0622 0.0015

-21 0.1108 0.0059 0.0589 0.002 0.0687 0.0018

-18 0.1107 0.0056 0.0711 0.0034 0.0887 0.0032

-15 0.1113 0.0057 0.0684 0.0024 0.0518 0.001

-12 0.1112 0.005 0.0826 0.0053 0.0826 0.0028

-9 0.0793 0.0014 0.0706 0.0028 0.0517 0.001

-6 0.1114 0.0058 0.072 0.0035 0.0517 0.0011

-3 0.1101 0.0038 0.084 0.0053 0.0517 0.0011

0 0.1099 0.0037 0.0714 0.0034 0.0517 0.0011

3 0.1129 0.0053 0.0844 0.0053 0.0519 0.001
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6 0.1038 0.0034 0.0836 0.0052 0.052 0.0011

9 0.0776 0.0014 0.0826 0.0047 0.0519 0.0011

12 0.1114 0.0056 0.0701 0.0032 0.0521 0.0011

15 0.1046 0.003 0.0843 0.0048 0.0561 0.0013

18 0.1098 0.0055 0.0872 0.0055 0.0521 0.0011

21 0.1039 0.003 0.0681 0.0025 0.0558 0.0012

24 0.1102 0.0051 0.085 0.0053 0.052 0.0011

27 0.11 0.0053 0.0679 0.0026 0.0564 0.0013

30 0.1108 0.0059 0.0709 0.0035 0.0565 0.0011

33 0.1114 0.006 0.0645 0.0021 0.0523 0.0009

36 0.1108 0.0057 0.0651 0.0022 0.0524 0.001

39 0.1039 0.003 0.0858 0.0052 0.0527 0.001

42 0.0988 0.0026 0.0699 0.0023 0.0526 0.0012

45 0.1043 0.0032 0.0722 0.0028 0.0525 0.001

48 0.1119 0.0056 0.0838 0.0051 0.057 0.0012

51 0.099 0.0026 0.0718 0.0034 0.057 0.0012

54 0.0965 0.0025 0.0543 0.0016 0.093 0.0053

57 0.0983 0.0025 0.0713 0.0026 0.0562 0.0013

60 0.0976 0.0025 0.0851 0.0054 0.0857 0.0035

63 0.1029 0.0031 0.0656 0.002 0.0666 0.0019

66 0.1026 0.003 0.0729 0.0029 0.0524 0.0011

69 0.1073 0.0036 0.066 0.002 0.0563 0.0014

72 0.1104 0.0053 0.0728 0.0033 0.0519 0.0011

Table E.2: MI information results for SKR, LH 10 - 1,000 kHz and propagated solar

wind parameters vx, vy, and T .
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By ρ pdyn

Time (Hours) MI ± MI ± MI ±

-72 0.1118 0.0058 0.0302 0.0034 0.03 0.0021

-69 0.0885 0.0027 0.0322 0.0031 0.0318 0.0025

-66 0.1072 0.0054 0.0337 0.0023 0.0318 0.0027

-63 0.1042 0.0061 0.0287 0.0046 0.0352 0.0036

-60 0.103 0.0064 0.0339 0.0026 0.0319 0.0024

-57 0.0835 0.0023 0.0318 0.0021 0.0308 0.0029

-54 0.0875 0.0026 0.0323 0.0024 0.0327 0.0028

-51 0.1115 0.0061 0.0373 0.0038 0.0296 0.0026

-48 0.1073 0.0059 0.0313 0.0035 0.0315 0.0024

-45 0.1027 0.0062 0.0354 0.0034 0.0289 0.0029

-42 0.0989 0.0065 0.0395 0.0049 0.0343 0.0022

-39 0.0947 0.004 0.0337 0.0021 0.0347 0.0025

-36 0.0965 0.004 0.0258 0.0051 0.0278 0.0025

-33 0.0714 0.0015 0.0336 0.0029 0.0337 0.0022

-30 0.0995 0.0043 0.0315 0.0023 0.0298 0.003

-27 0.1135 0.0057 0.0404 0.004 0.0335 0.0028

-24 0.1124 0.0063 0.0313 0.0025 0.041 0.0049

-21 0.0914 0.003 0.0355 0.0031 0.0318 0.0023

-18 0.1089 0.0061 0.0344 0.0027 0.0333 0.0025

-15 0.106 0.006 0.0312 0.0023 0.0293 0.0025

-12 0.114 0.0067 0.0315 0.0029 0.0317 0.0015

-9 0.0802 0.0019 0.027 0.0026 0.0354 0.0037

-6 0.0955 0.0037 0.033 0.0027 0.0372 0.0029

-3 0.1046 0.0063 0.0335 0.0026 0.0347 0.0031

0 0.0958 0.0043 0.0331 0.0035 0.0315 0.0031

3 0.0972 0.0044 0.0352 0.005 0.0261 0.0032
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6 0.1007 0.0061 0.0368 0.0037 0.0288 0.0025

9 0.103 0.0063 0.0305 0.0019 0.0342 0.0045

12 0.0744 0.0013 0.0377 0.0026 0.0332 0.0025

15 0.1095 0.0061 0.0348 0.0037 0.0315 0.0029

18 0.096 0.0035 0.0387 0.0035 0.035 0.0023

21 0.0989 0.0044 0.0366 0.0032 0.0343 0.0022

24 0.0983 0.0043 0.0341 0.0022 0.0367 0.0028

27 0.1139 0.006 0.0359 0.0026 0.0387 0.0039

30 0.1024 0.0067 0.0362 0.003 0.0314 0.0032

33 0.1 0.0059 0.0336 0.0027 0.0371 0.0031

36 0.1103 0.0059 0.0415 0.0046 0.0339 0.0023

39 0.0976 0.0046 0.0317 0.0022 0.0334 0.0018

42 0.1063 0.0062 0.034 0.0027 0.035 0.0039

45 0.1031 0.0064 0.038 0.0048 0.0372 0.0024

48 0.0965 0.0034 0.0351 0.0022 0.0323 0.0021

51 0.106 0.0061 0.0334 0.0036 0.0317 0.0024

54 0.109 0.006 0.0327 0.0027 0.0326 0.0029

57 0.0986 0.0044 0.0386 0.0024 0.0353 0.0026

60 0.1047 0.0059 0.0426 0.0049 0.0318 0.0051

63 0.1011 0.0057 0.0293 0.0022 0.0315 0.0026

66 0.1062 0.0063 0.0353 0.002 0.0381 0.0048

69 0.1008 0.0062 0.0348 0.003 0.0373 0.0037

72 0.102 0.0063 0.0339 0.0025 0.0321 0.0026

Table E.3: MI information results for SKR, LH 100 - 400 kHz and propagated solar

wind parameters By, ρ, and pdyn.
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Appendix E. Saturn Kilometric Radiation and the Solar Wind E.1. SKR Results

vx vy T

Time (Hours) MI ± MI ± MI

-72 0.0937 0.006 0.0471 0.0029 0.0588 0.0037

-69 0.095 0.0062 0.0475 0.003 0.0686 0.0049

-66 0.0796 0.0041 0.05 0.0039 0.0301 0.0011

-63 0.0924 0.0054 0.0471 0.003 0.0302 0.0012

-60 0.0921 0.0065 0.05 0.0035 0.0302 0.001

-57 0.0802 0.0045 0.0516 0.0036 0.0481 0.0022

-54 0.0795 0.0032 0.0367 0.0019 0.0341 0.0012

-51 0.0915 0.0058 0.0473 0.0026 0.0664 0.0055

-48 0.0796 0.0041 0.0485 0.0029 0.0484 0.0021

-45 0.08 0.0041 0.0391 0.0025 0.0664 0.0058

-42 0.0942 0.0056 0.0389 0.0023 0.0445 0.0017

-39 0.0925 0.0063 0.0475 0.0032 0.0536 0.003

-36 0.0928 0.0057 0.0556 0.0057 0.0586 0.0035

-33 0.08 0.0042 0.0504 0.0036 0.0674 0.0051

-30 0.0803 0.0038 0.0431 0.0027 0.0591 0.0037

-27 0.0947 0.0059 0.047 0.0029 0.059 0.0041

-24 0.0793 0.0039 0.0393 0.0025 0.0304 0.0012

-21 0.0944 0.006 0.0475 0.003 0.0679 0.0053

-18 0.0777 0.0029 0.0367 0.002 0.0489 0.0022

-15 0.0794 0.0034 0.0509 0.0034 0.0582 0.0035

-12 0.0801 0.0039 0.0507 0.0034 0.0544 0.0029

-9 0.0809 0.0041 0.0508 0.0036 0.0384 0.0016

-6 0.0953 0.0064 0.0494 0.0034 0.0434 0.0017

-3 0.0946 0.0056 0.0458 0.003 0.0331 0.0013

0 0.0807 0.0036 0.0453 0.0028 0.043 0.0019

3 0.0949 0.0056 0.0577 0.0054 0.0304 0.0011
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6 0.0949 0.0057 0.0504 0.0036 0.0308 0.0012

9 0.0951 0.0059 0.047 0.0027 0.0305 0.0011

12 0.0972 0.0059 0.0498 0.0035 0.0429 0.0018

15 0.0963 0.0063 0.0504 0.0038 0.0576 0.0035

18 0.0962 0.0056 0.0453 0.0031 0.0701 0.0053

21 0.0821 0.0034 0.0485 0.0033 0.0581 0.0035

24 0.0962 0.0064 0.0444 0.0033 0.053 0.0029

27 0.0752 0.0027 0.0446 0.0029 0.0297 0.0011

30 0.0826 0.0039 0.038 0.0023 0.0562 0.0034

33 0.0953 0.0064 0.0477 0.0037 0.0697 0.0056

36 0.0951 0.0059 0.0585 0.0058 0.0573 0.0034

39 0.0959 0.0057 0.0437 0.0029 0.0536 0.0028

42 0.0955 0.0056 0.0426 0.0031 0.0295 0.0011

45 0.096 0.0061 0.047 0.0036 0.0503 0.0023

48 0.0825 0.004 0.0432 0.003 0.0675 0.0051

51 0.0827 0.0042 0.0376 0.0023 0.0501 0.0026

54 0.0951 0.0056 0.0448 0.003 0.0696 0.0049

57 0.0663 0.0018 0.0495 0.0036 0.0667 0.005

60 0.0808 0.0032 0.0374 0.0025 0.0587 0.0033

63 0.0808 0.0034 0.0518 0.0035 0.0698 0.0056

66 0.0802 0.0033 0.0519 0.0037 0.0432 0.0019

69 0.081 0.004 0.0456 0.0032 0.0428 0.0019

72 0.0814 0.0041 0.0587 0.0051 0.0551 0.0031

Table E.4: MI information results for SKR, LH 100 - 400 kHz and propagated solar

wind parameters vx, vy, and T .
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By ρ pdyn

Time (Hours) MI ± MI ± MI

-72 0.0799 0.0017 0.0516 0.0047 0.0314 0.003

-69 0.0674 0.0012 0.0583 0.0049 0.037 0.0026

-66 0.0988 0.0027 0.0491 0.0026 0.0338 0.0024

-63 0.0675 0.0011 0.053 0.0042 0.0329 0.0015

-60 0.0717 0.0014 0.0445 0.003 0.0315 0.0017

-57 0.0668 0.0012 0.0427 0.0045 0.0324 0.0032

-54 0.1041 0.0036 0.0449 0.0026 0.0319 0.0021

-51 0.0666 0.0011 0.0478 0.0046 0.0302 0.0022

-48 0.1116 0.0049 0.0461 0.0031 0.0309 0.0022

-45 0.0975 0.0029 0.0438 0.0032 0.0343 0.003

-42 0.067 0.0011 0.0444 0.0024 0.0329 0.0021

-39 0.1054 0.0047 0.0477 0.0025 0.0261 0.0025

-36 0.0667 0.0012 0.0517 0.0045 0.0325 0.0025

-33 0.1081 0.0049 0.0549 0.0049 0.032 0.002

-30 0.0667 0.0012 0.0462 0.0032 0.0392 0.0031

-27 0.0956 0.0026 0.057 0.0046 0.0342 0.0023

-24 0.0783 0.0017 0.0486 0.0027 0.03 0.0022

-21 0.0924 0.0026 0.0523 0.0047 0.0303 0.0021

-18 0.0664 0.0012 0.0443 0.0023 0.0389 0.0026

-15 0.1026 0.0032 0.0532 0.0051 0.0311 0.0021

-12 0.0662 0.0011 0.0464 0.0038 0.0333 0.0024

-9 0.094 0.0031 0.0522 0.0045 0.031 0.0026

-6 0.0657 0.0012 0.0545 0.0028 0.0319 0.0021

-3 0.0773 0.0016 0.0515 0.0043 0.0323 0.003

0 0.0652 0.0012 0.0465 0.0026 0.0298 0.0021

3 0.0694 0.0013 0.0628 0.004 0.032 0.0025
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6 0.0659 0.0012 0.0454 0.0033 0.0264 0.0024

9 0.0831 0.0018 0.0414 0.0026 0.0331 0.0031

12 0.0949 0.0026 0.0496 0.0042 0.0303 0.0018

15 0.1026 0.0036 0.0453 0.0026 0.0325 0.0024

18 0.0645 0.0012 0.0524 0.0045 0.031 0.0044

21 0.0959 0.003 0.0452 0.0047 0.0335 0.003

24 0.0998 0.0036 0.049 0.0044 0.0365 0.0031

27 0.0769 0.0017 0.0463 0.0045 0.0336 0.0024

30 0.0774 0.0017 0.0438 0.0034 0.0263 0.003

33 0.1141 0.005 0.0466 0.0045 0.0297 0.002

36 0.0656 0.0012 0.0442 0.0024 0.029 0.002

39 0.0659 0.0012 0.0433 0.0031 0.0312 0.0026

42 0.0656 0.0012 0.0426 0.0027 0.0304 0.0031

45 0.0954 0.0031 0.0431 0.0027 0.0344 0.003

48 0.1032 0.0054 0.0459 0.0031 0.0267 0.0025

51 0.0663 0.0013 0.0495 0.0044 0.0259 0.0019

54 0.1031 0.0032 0.0394 0.0032 0.0322 0.0022

57 0.0712 0.0013 0.0427 0.002 0.0282 0.0029

60 0.1064 0.0052 0.0472 0.0049 0.0323 0.0031

63 0.1093 0.005 0.0415 0.0051 0.0287 0.0032

66 0.1053 0.0053 0.0498 0.0043 0.0332 0.0024

69 0.0719 0.0014 0.045 0.0044 0.0321 0.0024

72 0.0672 0.0012 0.0427 0.0031 0.0297 0.003

Table E.5: MI information results for SKR, RH 10 - 1,000 kHz and propagated solar

wind parameters By, ρ, and pdyn.
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vx vy T

Time (Hours) MI ± MI ± MI

-72 0.0439 0.001 0.0382 0.001 0.0452 0.001

-69 0.0713 0.0032 0.0348 0.001 0.0628 0.002

-66 0.0468 0.0013 0.0346 0.0009 0.0671 0.0026

-63 0.0706 0.0032 0.0349 0.0009 0.0663 0.0028

-60 0.0699 0.0054 0.0349 0.0009 0.0476 0.0012

-57 0.0465 0.0013 0.0494 0.002 0.0445 0.0011

-54 0.052 0.0015 0.0491 0.0022 0.0444 0.0011

-51 0.0709 0.0034 0.035 0.001 0.0771 0.0051

-48 0.0655 0.0024 0.0386 0.0011 0.0641 0.0022

-45 0.0701 0.0049 0.0755 0.0044 0.0723 0.003

-42 0.0699 0.0053 0.0723 0.0044 0.0713 0.0035

-39 0.0691 0.0045 0.0386 0.0011 0.0652 0.0021

-36 0.052 0.0014 0.0348 0.001 0.0723 0.0035

-33 0.0699 0.0045 0.038 0.001 0.0727 0.0032

-30 0.0694 0.0046 0.0494 0.0022 0.0647 0.0023

-27 0.0679 0.0027 0.0574 0.003 0.0447 0.001

-24 0.0672 0.0027 0.0381 0.0012 0.0803 0.0047

-21 0.0518 0.0014 0.0379 0.0011 0.0801 0.0047

-18 0.0692 0.0046 0.0348 0.0009 0.065 0.0022

-15 0.0696 0.0033 0.0379 0.0011 0.062 0.002

-12 0.0612 0.0021 0.0344 0.0009 0.073 0.0032

-9 0.0607 0.0021 0.0342 0.001 0.0474 0.0013

-6 0.0691 0.0049 0.0346 0.0011 0.0733 0.0032

-3 0.0682 0.0049 0.0724 0.0046 0.0797 0.0052

0 0.0426 0.001 0.0703 0.0041 0.074 0.0034

3 0.0685 0.0047 0.0383 0.0011 0.0627 0.002
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6 0.0674 0.003 0.0559 0.0031 0.0815 0.0046

9 0.0626 0.0022 0.0384 0.0011 0.0745 0.0032

12 0.0559 0.0018 0.0347 0.001 0.0479 0.0011

15 0.0429 0.0011 0.0415 0.0014 0.0665 0.0025

18 0.0627 0.0022 0.0491 0.0021 0.0455 0.0011

21 0.0514 0.0015 0.0709 0.0045 0.0457 0.001

24 0.0626 0.0023 0.0379 0.001 0.074 0.0032

27 0.0683 0.0044 0.0566 0.0028 0.0747 0.0035

30 0.0669 0.003 0.0348 0.001 0.0466 0.0012

33 0.0668 0.0035 0.0351 0.001 0.0829 0.0054

36 0.0502 0.0014 0.0586 0.0033 0.0845 0.005

39 0.0674 0.0054 0.0354 0.0009 0.0463 0.0011

42 0.0646 0.0027 0.0748 0.0045 0.084 0.0051

45 0.0546 0.0018 0.0387 0.0011 0.0465 0.0011

48 0.0418 0.0011 0.0707 0.0051 0.0833 0.0052

51 0.062 0.0023 0.0586 0.003 0.0492 0.0013

54 0.0649 0.0026 0.0726 0.0045 0.0826 0.005

57 0.0553 0.0018 0.0354 0.0009 0.0715 0.0033

60 0.0663 0.0046 0.0578 0.003 0.083 0.0052

63 0.0665 0.0046 0.0352 0.0009 0.0673 0.0026

66 0.067 0.0044 0.0735 0.0044 0.0818 0.0049

69 0.0678 0.0049 0.0593 0.0031 0.0501 0.0013

72 0.043 0.001 0.0588 0.0033 0.0739 0.0032

Table E.6: MI information results for SKR, RH 10 - 1,000 kHz and propagated solar

wind parameters vx, vy, and T .
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By ρ pdyn

Time (Hours) MI ± MI ± MI

-72 0.0679 0.0034 0.0312 0.0025 0.0239 0.0016

-69 0.069 0.0034 0.0308 0.0021 0.0193 0.0028

-66 0.0652 0.0028 0.0345 0.0027 0.0247 0.002

-63 0.0779 0.0055 0.0298 0.0021 0.0255 0.0018

-60 0.0727 0.0048 0.0293 0.0022 0.0222 0.0016

-57 0.0686 0.0035 0.0327 0.0022 0.0276 0.0032

-54 0.0775 0.005 0.0313 0.0021 0.0237 0.0021

-51 0.0732 0.005 0.0314 0.0018 0.0241 0.0018

-48 0.0599 0.0024 0.0294 0.0033 0.0213 0.0024

-45 0.0741 0.0056 0.0295 0.0028 0.0242 0.0026

-42 0.0754 0.0053 0.0267 0.0016 0.0189 0.0023

-39 0.0659 0.0028 0.0312 0.0024 0.0244 0.0023

-36 0.0636 0.0037 0.032 0.0025 0.0248 0.0023

-33 0.0785 0.0049 0.0331 0.0047 0.0188 0.0031

-30 0.0729 0.0053 0.0373 0.0033 0.0238 0.0021

-27 0.0757 0.0052 0.0309 0.0023 0.022 0.002

-24 0.0762 0.0055 0.0323 0.0027 0.023 0.0021

-21 0.0529 0.002 0.0346 0.0029 0.0229 0.0028

-18 0.0568 0.0023 0.0292 0.0031 0.0244 0.0019

-15 0.0732 0.0055 0.0314 0.0027 0.0234 0.0027

-12 0.045 0.0013 0.0339 0.0025 0.0303 0.0027

-9 0.0748 0.005 0.0363 0.0034 0.0219 0.0026

-6 0.0441 0.0011 0.0301 0.0028 0.0188 0.0032

-3 0.0666 0.0035 0.0285 0.0044 0.0212 0.002

0 0.0723 0.0051 0.0308 0.0032 0.0269 0.0024

3 0.0435 0.0011 0.0402 0.0046 0.0226 0.0022
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6 0.0527 0.0017 0.0255 0.0032 0.0222 0.0026

9 0.0452 0.0014 0.0256 0.0024 0.0244 0.0025

12 0.0526 0.0018 0.0326 0.0026 0.0255 0.0047

15 0.068 0.0038 0.0276 0.0018 0.0261 0.0017

18 0.0716 0.0049 0.0321 0.003 0.0204 0.0012

21 0.0664 0.0036 0.0267 0.002 0.0236 0.0046

24 0.0747 0.0054 0.0251 0.0024 0.02 0.0043

27 0.0488 0.0017 0.0295 0.0041 0.0196 0.0027

30 0.0759 0.0052 0.0287 0.0024 0.0257 0.0022

33 0.0832 0.0055 0.0303 0.003 0.0228 0.0022

36 0.0762 0.0052 0.0292 0.0026 0.0229 0.0024

39 0.0462 0.0014 0.0276 0.0019 0.0195 0.0022

42 0.067 0.0035 0.0265 0.0021 0.0234 0.002

45 0.0811 0.0054 0.0319 0.0025 0.0203 0.0022

48 0.0796 0.0052 0.0269 0.0026 0.0218 0.0014

51 0.075 0.0048 0.0289 0.0022 0.0222 0.0019

54 0.0655 0.0033 0.0283 0.0021 0.0196 0.0023

57 0.0802 0.0055 0.0292 0.0023 0.0133 0.0023

60 0.0808 0.0051 0.0293 0.0032 0.022 0.0023

63 0.0461 0.0014 0.0296 0.0033 0.021 0.002

66 0.0781 0.005 0.0292 0.0024 0.0217 0.0023

69 0.0836 0.005 0.0305 0.0032 0.0212 0.0022

72 0.0671 0.003 0.0317 0.0034 0.0247 0.0023

Table E.7: MI information results for SKR, RH 100 - 400 kHz and propagated solar

wind parameters By, ρ, and pdyn.
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vx vy T

Time (Hours) MI ± MI ± MI

-72 0.0464 0.0023 0.0513 0.0044 0.0609 0.0047

-69 0.0462 0.0025 0.0357 0.0022 0.043 0.0022

-66 0.0445 0.0019 0.037 0.0022 0.0424 0.0024

-63 0.0507 0.0027 0.0522 0.0046 0.0485 0.0034

-60 0.0453 0.0021 0.0426 0.0031 0.0421 0.0022

-57 0.0543 0.0046 0.0524 0.0047 0.0487 0.0034

-54 0.0518 0.0032 0.0317 0.0016 0.0473 0.0031

-51 0.0556 0.0047 0.0412 0.0029 0.0604 0.0049

-48 0.0498 0.0026 0.0389 0.0023 0.0387 0.0023

-45 0.034 0.0012 0.0538 0.0051 0.0563 0.0045

-42 0.0452 0.0024 0.0406 0.003 0.0348 0.0017

-39 0.0517 0.0034 0.0384 0.0026 0.0477 0.003

-36 0.0569 0.0047 0.0505 0.0046 0.046 0.0024

-33 0.0512 0.0031 0.0521 0.0046 0.0347 0.0018

-30 0.0517 0.0035 0.0354 0.0021 0.047 0.0032

-27 0.0502 0.003 0.0373 0.0025 0.0479 0.0034

-24 0.051 0.0031 0.0543 0.0046 0.0386 0.0021

-21 0.0514 0.0032 0.0353 0.0021 0.0461 0.0026

-18 0.0494 0.0026 0.0421 0.0033 0.0605 0.0049

-15 0.0509 0.0034 0.0547 0.0043 0.0382 0.0023

-12 0.0544 0.0051 0.0357 0.0022 0.0621 0.0047

-9 0.0506 0.0032 0.0349 0.0023 0.0594 0.0048

-6 0.0496 0.0025 0.0551 0.0042 0.0489 0.0035

-3 0.0502 0.0032 0.0371 0.0027 0.0415 0.0022

0 0.0422 0.002 0.0248 0.0013 0.0619 0.0048

3 0.0491 0.0034 0.042 0.0031 0.0512 0.0035
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6 0.0538 0.0051 0.0376 0.0025 0.0506 0.0036

9 0.0487 0.0029 0.0421 0.0026 0.0497 0.0031

12 0.0544 0.0053 0.0413 0.0032 0.0593 0.0049

15 0.0493 0.0031 0.0296 0.0017 0.0509 0.0033

18 0.0547 0.0048 0.0376 0.0024 0.0348 0.0017

21 0.0499 0.0031 0.0376 0.0024 0.0313 0.0012

24 0.0496 0.0026 0.0245 0.0014 0.0622 0.0045

27 0.0504 0.0033 0.0384 0.0025 0.0464 0.0025

30 0.0501 0.0038 0.0572 0.0048 0.0498 0.0031

33 0.0436 0.0021 0.0346 0.0018 0.0599 0.0043

36 0.0554 0.0046 0.0561 0.0049 0.0513 0.0035

39 0.0484 0.0033 0.0244 0.0013 0.0598 0.0051

42 0.0463 0.0023 0.0569 0.0046 0.0579 0.0044

45 0.0562 0.0053 0.0374 0.0023 0.058 0.0049

48 0.0318 0.001 0.056 0.0045 0.0585 0.0047

51 0.0479 0.0033 0.043 0.0031 0.0581 0.005

54 0.0547 0.0053 0.0347 0.002 0.0469 0.0027

57 0.054 0.0051 0.0556 0.0046 0.0413 0.0023

60 0.0473 0.0032 0.0384 0.0026 0.0352 0.0018

63 0.0473 0.0033 0.0283 0.0017 0.0584 0.0046

66 0.0472 0.0033 0.0381 0.0026 0.0587 0.0048

69 0.0476 0.0033 0.0338 0.0021 0.0593 0.005

72 0.0544 0.0045 0.043 0.0031 0.0498 0.0032

Table E.8: MI information results for SKR, RH 100 - 400 kHz and propagated solar

wind parameters vx, vy, and T .
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E.2 SKR Figures

E.2.1 LH 10 - 1,000 kHz

Figure E.1: Mutual information results for SKR, LH 10 - 1,000 kHz data when

compared to propagated By of the solar wind. The y-axis represents the time offset,

in hours, between the SKR and propagated solar wind variable data’s timestamps, as

described in section 6.4.
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Figure E.2: As Figure E.1 for ρ
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Figure E.3: As Figure E.1 for pdyn
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Figure E.4: As Figure E.1 for vx
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Figure E.5: As Figure E.1 for vy
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Figure E.6: As Figure E.1 for T
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E.2.2 LH 100 - 400 kHz

Figure E.7: Mutual information results for SKR, LH 100 - 400 kHz data when

compared to propagated By of the solar wind. The y-axis represents the time offset,

in hours, between the SKR and propagated solar wind variable data’s timestamps, as

described in section 6.4.
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Figure E.8: As Figure E.7 for ρ
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Figure E.9: As Figure E.7 for pdyn
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Figure E.10: As Figure E.7 for vx
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Figure E.11: As Figure E.7 for vy
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Figure E.12: As Figure E.7 for T
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E.2.3 RH 10 - 1,000 kHz

Figure E.13: Mutual information results for SKR, RH 10 - 1,000 kHz data when

compared to propagated By of the solar wind. The y-axis represents the time offset,

in hours, between the SKR and propagated solar wind variable data’s timestamps, as

described in section 6.4.
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Figure E.14: As Figure E.13 for ρ
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Figure E.15: As Figure E.13 for pdyn
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Figure E.16: As Figure E.13 for vx
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Figure E.17: As Figure E.13 for vy
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Figure E.18: As Figure E.13 for T
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E.2.4 RH 100 - 400 kHz

Figure E.19: Mutual information results for SKR, RH 100 - 400 kHz data when

compared to propagated By of the solar wind. The y-axis represents the time offset,

in hours, between the SKR and propagated solar wind variable data’s timestamps, as

described in section 6.4.
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Figure E.20: As Figure E.19 for ρ
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Figure E.21: As Figure E.19 for pdyn
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Figure E.22: As Figure E.19 for vx
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Figure E.23: As Figure E.19 for vy
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Figure E.24: As Figure E.19 for T
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