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The detection of structure centerlines from imaging data plays a crucial role in the understanding, application
and further analysis of many diverse problems, such as road mapping, crack detection, medical imaging and
biometric identification. In each of these cases, pixel-wise segmentation is not sufficient to understand and
quantify overall graph structure and connectivity without further processing that can lead to compound error.
We thus require a method for automatic extraction of graph representations of patterning. In this paper,
we propose a novel Deep Orientated Distance-transform Network (DODN), which predicts the centerline
map and an orientated distance map, comprising orientation and distance in relation to the centerline and
allowing exploitation of its geometric properties. This is refined by jointly modeling the relationship between
neighboring pixels and connectivity to further enhance the estimated centerline and produce a graph of the
structure. The proposed approach is evaluated on a diverse range of problems, including crack detection, road
mapping and superficial vein centerline detection from infrared/ color images, improving over the state-of-
the-art by 2.1%, 10.9% and 17.3%/ 4.6% respectively in terms of quality, demonstrating its generalizability
and performance in a wide range of mapping problems.

1. Introduction contrast. Recent learning based methods [8-10], which aim to train a
classification model to predict the label of each pixel, tend to outper-
form hand-crafted approaches when processing images with complex
scenes. Models based on features extracted from deep neural networks,

such as U-net [11], also fall into this category and have achieved

Curvilinear structures are very common occurrences in many sys-
tems, including geographical and biological. Examples of such struc-
tures include road networks in satellite images, blood vessels in the
body, and cracks in structures. The automatic detection of these objects

. . . great success in computer vision tasks. Moreover, Zou et al. [2] modify
can be useful in numerous domains and applications. For example,

accurate road centerline detection is essential for functional and up-to-
date navigation systems [1]; crack detection is important in evaluating
structural integrity and road conditions to prompt essential mainte-
nance [2]; many artificial intelligence-based aspirations in medical
imaging demand understanding of vessel and nerve maps [3]; and in
cases of serious crime, comparing superficial vein patterns can help
with perpetrator identification [4,5].

Centerline detection is a key step in accurately extracting structure
maps from images. Alternative techniques have attempted this using
hand-crafted filters [6,7], which are designed to have a strong response
when computed on line-like structures. These models are designed for
use in controlled conditions and their performance can be sensitive
to external imaging conditions such as variation of illumination and
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the U-net and propose to fuse multi-scale feature maps for effectively
capturing information of thin objects. However, similar to other U-
net-based methods [11-17], the authors classify individual pixels and
suffer from several limitations: (1) they require high-quality pixel-
level annotations, which are not easy to obtain; (2) it is difficult for
the classifier to distinguish centerline pixels from neighboring pix-
els, since they have similar appearance; (3) due to the absence of
connectivity supervision and constraints, isolated erroneous responses,
discontinuities, and topological errors are often present in the resulting
maps, particularly when close to junctions. While Mosinska et al. [18]
proposed a topology loss to reduce topological mistakes, their output
cannot preserve global connectivity.
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To tackle these obstacles, we propose to perform centerline de-
tection by designing a multitask deep network to predict not only a
centerline map, but also an orientated distance map, consisting of the
distance transform value and direction from each neighboring pixel to
the centerline. Such representation encodes geometric properties of the
centerline and is used to determine and refine the centerline map from
pixel-level classification. In contrast, Zhou et al. [19] encodes geometric
information of body joints to associate dense human semantics with
sparse keypoints, while our approach encodes geometric information of
structure centerlines to construct a graph-cut energy model to improve
connectivity. Specifically, the proposed deep learning model, namely,
Deep Oriented Distance-transform Network (DODN), takes images, cen-
terline ground truths and oriented distance-transform representations
as input for training while only the image is required for testing. This
deep architecture is designed to learn three tasks. First, it learns to
classify each pixel, as with most existing deep fully convolutional neu-
ral networks (CNN). However, such per-pixel classification models can
only produce diffused centerlines. Existing centerline/edge detection
methods [2,9,20] apply non-maximum suppression (NMS) as a post
processing step to obtain thin centerlines, resulting in poor localization
and poor connectivity. Differing from previous work, we address this
issue by learning an Oriented Distance-transform representation. Sec-
ond, the orientation of each pixel to the centerline is predicted and
used to localize centerline points. Third, the distance of each pixel
to the centerline is predicted. The derived representations are used to
construct a graph-cut energy model to improve connectivity. Instead of
training a separate model for each task, we combine these tasks into
a single model, which allows the tasks to be learned simultaneously
and improved results to be achieved while reducing computations.
Our approach is designed to be more robust to imperfect annotation
that does not perfectly coincide with the actual image structures,
which is typically the case in the annotation of satellite imagery of
roads, blood vessels and cracks. Obtaining high-quality pixel-level an-
notations of curvilinear structures for such imagery is a challenging
and time-consuming process, which can be exceptionally difficult to
achieve accurately. Training networks that heavily depend on pixel-
level annotations can be prone to errors with curvilinear structures
since small imperfections in the annotation can cause significant detail
to be missed. While our approach also requires pixel-wise annotation,
our DODN+GC model effectively reduces the heavy dependency on
pixel-level annotation. As shown in our ablation study (Table 8), if we
only use pixel-level loss as in experiment A, the performance is inferior
compared to the other experiments. For clarity, the main contributions
of our work are summarized as follows:

1. We present a novel multitask learning architecture (DODN),
which is designed for pixel-wise classification, orientation pre-
diction and distance regression. Furthermore, we incorporate
task uncertainty to simultaneously learn multiple losses.

2. A connectivity refinement approach is proposed, where a con-
nectivity constraint and relationship between neighboring pixels
are modeled using a graph-cut approach. To the best of our
knowledge, this is the first work to incorporate graph-cut for
centerline refinement.

3. The proposed approach is thoroughly evaluated on three
datasets, including a large benchmark road mapping dataset
(Massachusetts ~ Roads), a crack detection dataset
(CrackTree200), and a superficial vein pattern tracing dataset in
both color and infrared modalities (SuperID). Our experimental
results demonstrate that the proposed approach outperforms
current state-of-the-art methods. We present an ablation study
to further demonstrate the effectiveness of each component of
the proposed model.

Pattern Recognition 146 (2024) 110028
2. Related work

Centerline detection methods can be divided into two main cat-
egories. The first category relies on hand-designed filters. The com-
putations of Hessian [6,21] and Optimally Oriented Flux [22,23] are
two popular techniques, where eigenvalues are extracted to estimate
the likelihood that a pixel lies on a centerline. However, since their
hyperparameters are set empirically, these approaches are sensitive to
background noise and limited to simple scenes and images with high
contrast.

A second category of approaches, that rely on machine learning
or deep learning techniques, performs better at dealing with poor
contrast, noise and complicated background problems. Some works
formulate centerline detection as a per-pixel classification problem.
Carlos et al. [12] adopted a Gradient Boosting framework to jointly
learn the filters for feature extraction and a classifier, and employed
them to label the pixels as belonging to a linear structure of inter-
est or to the background. Sironi et al. [9] transformed the per-pixel
classification problem to a regression one by adopting the idea of a
distance transform. As a state-of-the-art machine learning technique,
CNNs have shown great success in many computer vision tasks, such as
classification, segmentation and detection. Several CNN architectures,
including Inceptionv3 [24], Resnet101 [25], Densenet121 [26], VGG16
and VGG19 [27], have been developed and used to extract deep fea-
tures. To deal with the image segmentation problem, U-Net-like [11]
models have become popular due to their performance surpassing that
of the conventional segmentation methods, e.g. [28,29]. Similar to
other learning-based approaches, they try to learn a class label per
pixel, which neglects the geometric characteristics of the centerline,
resulting in a diffused centerline response. Recent research tends to
focus on centerline refinement using geometric and topological prop-
erties. For instance, Mosinska et al. [18] propose iterative refinement
to close small gaps in road segments. Topology loss is also introduced to
supplement the usual pixel-wise loss to favor road-like structures. [30]
measure the topological similarity between a prediction and the ground
truth by comparing the number of their connected components and
handles, and make this measurement differentiable for backpropa-
gation through the network. In order to preserve overall geometric
connectivity, [31] present a Feature Interactive Module to exchange
features between semantic segmentation and boundary detection.

The output of the above methods consists of the probability that
each pixel is part of a centerline, which cannot be directly used as
a graph. Centerline and graph extraction are crucial steps of numer-
ous applications in different domains [4,10,32,33]. For example, [32,
34] propose an anatomy structure analysis-based vein extraction al-
gorithm to generate the vein graph. Then a vein indexing feature is
extracted from the vein graph to assist the following probe-to-candidate
matching in human identification. In Coronary Computed Tomography
Angiography, to achieve quantitative measurements of coronary artery
stenoses, [10,33] aim to extract the coronary centerline rather than
its segmentation from image data. [33] proposes a multitask FCN to
simultaneously generate centerline distance maps and detect branch
endpoints. Then a minimal path algorithm is used to connect all branch
endpoints. Wolterink et al. [10] propose to train a CNN to predict
the direction and radius of the vessels. Starting from a seed point,
the centerline is tracked by following the vessel centerline using the
predictions of the CNN. The automated extraction of roads graphs has
also been receiving increasing attention [9,35-38], since it benefits
several related applications, such as vehicle navigation, urban planning,
and updating geographic information systems. To obtain the graph
from the score maps [9],apply standard Non-Maximum Suppression
to keep the locations that correspond to a local maxima along radii.
In [36], binary thresholding and morphological thinning are applied to
produce single-pixel-width centerlines. Mattyus [35] further proposes
a graph enhancement method by reasoning about missing connections.
The method that we propose in this paper falls into this area. However,
in contrast to the above methods, the centerline is extracted by learning
non-maximum suppression with our novel DODN and is refined with a
graph-cut algorithm in our proposed model.
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Fig. 1. Overview of the proposed approach. The proposed DODN takes an image as input and produces a pixel-wise classification, predicted orientation and predicted distance to
the centerline. These tasks share the same encoder network, which uses a Densenet121 block [26] as shown in Fig. 2, and has separate decoder branches. Dashed arrows represent
skip connections applied at the same scale between encoder and decoder layers, allowing feature maps from the downsampling path to be concatenated with corresponding feature
maps in the upsampling path. Orange rectangles indicate uncertainty weighted multi-task loss for training our DODN. The centerline is obtained by suppressing pixels along

the predicted orientation, and then smoothed by applying a morphological technique. Finally, graph-cut based refinement is proposed to improve centerline connectivity. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

3. Proposed method

In this section, the proposed approach for centerline detection is
described. First, the method for constructing the oriented distance map
is introduced. Then, a multi-task network for learning oriented distance
transform and centerline pixel classification is proposed. Finally, a
graph-cut based approach is proposed to refine the centerline mask.

3.1. Oriented distance transform for centerline

The goal of learning the oriented distance transform is two-fold.
First, in order to obtain thinned centerlines or edges, typical ap-
proaches [2,9,20] compute the gradient direction of predicted score
maps followed by non-maximum suppression, resulting in poor local-
ization and connectivity. In contrast, we define the centerline points as
sinks with flow from nearby points and model learning such represen-
tations as a sub-task of our multi-task network. By applying a multi-task
learning strategy, the learning efficiency and prediction accuracy of
the proposed model can be improved over training a separate model
for each task. Second, the learned distance map is utilized to construct
the graph-cut energy function to further improve the connectivity of
previous centerline results.

Let I be a raw input image (e.g. image of roads, cracks or superficial
veins) of size L x W. Our goal is to predict its centerline mask ¥ =
{pijsi=1,...,L,j=1,..., W}, where §,; € {0,1} denotes the predicted
label for each pixel at position (i, j), i.e., if the pixel at (i, j) is predicted
as a centerline pixel, then j;; = 1, otherwise j;; = 0. Here, we also aim
to predict the distance map D = {cfij,i =1,...L,j=1,...,W} and its
orientation map & = {§,;,i=1,...,L,j=1,...,W}. Given the ground-
truth label map Y = {y;;,i=1,...,L,j=1,...,W} of the dorsal hand
image I, we define the nearest centerline point of each pixel as

(isjur) = aigmin (i—i)+(i—-J.) 'e))
icv/c)

where (i, j.) is a point on the centerline. If multiple nearest centerline
points are found, we will select the first one in clockwise order. Then,

the distance map D and its orientation map © are computed in the polar
representation

dy =\ li=i0) + (= ju)’s 0= ran™ <L> @

ig—i+e

where ¢ is a small positive value to avoid the case: i, —i = 0.

3.2. Network for learning oriented distance transform and centerline pixel
classification

Due to the similar appearance between centerline pixels and their
neighboring pixels, deep learning based pixel-level classification algo-
rithms suffer from low localization accuracy and poor connectivity for
centerline detection. We address this problem by learning an oriented
distance transform, i.e. predicting D and O, to help localize centerlines
and improve their connectivity. In this section, we describe how to train
a deep network for vessel centerline detection by focusing on D, @
and Y. The proposed architecture is based on the recently proposed
and widely used U-net segmentation architecture, which is a deep
encoder-decoder CNN. We use Densenet as our base feature encoder
for producing a shared representation, followed by three task-specific
convolutional decoders as shown in Fig. 1. For each task, we construct a
4-layer decoder, where each layer consists of one 2 x 2 up-convolution
layer, one concatenation operation with related feature map by skip
connections and two 3 x 3 convolution layers (as shown in Fig. 2). The
first convolutional decoder performs per-pixel classification with a dice

loss function L ,:

2 Zi,j Yij¥ (fij (W7 wcls))
3 ,
Zi,j (‘V (fu (W wcls))) + Zi,j yizj
where y (-) is a sigmoid function in the last layer, f,; (W, w,) is the
output of classification decoder at (i, j), W is the matrix of the weights

of the shared encoder network and w,,, are the weights of this decoder
branch.

Ly =1- 3

cls
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Fig. 2. Illustration of skip layers between the encoder and the decoder network. Yellow circles indicate the operation of concatenation. (For interpretation of the references to

color in this figure legend, the reader is referred to the web version of this article.)

The second decoder branch is used to predict the orientation map,
which is an essential step before performing non-maximum suppres-
sion. Similar to setting the direction angle in the Canny edge detec-
tor [39], the direction is discretized into N = 8 classes with the same
angular interval, where the direction angle is rounded to one of eight
values comprising vertical, horizontal and the four diagonals (0°, 45°,
90°, 135°, 180°, 225°, 270°, 315°), 9,,,&,./ € {0,...,N}. To train this
decoder branch, the orientation loss function is defined as:

ro= 1 i 1 2%, 011y (6 = m W, weri)
ori = 77 -
Nl z 0y =mww,,)’ + X, 03

where f,; (6;; = ;W ,w,,) is the probability that the output of the
orientation decoder at (i, j) belongs to the direction class n € {1,..., N}.
This probability is obtained by squashing the decoder output through
a softmax function.

The third decoder branch predicts the distance map D. To train this
decoder branch, a combination of L1 and structural similarity is used:

C)

1 - SSIM (D.f (W.wy;))
Lyis = ) (5)
+ (1 —a)‘f (W, wqss) —D‘

with a commonly set to 0.85 [40]. f (W,wy;,) is the output of the
distance decoder branch and w,;, are the weights of this decoder
branch. SSIM is defined as:

2uppp +Cy
[42D+M§3+C1 O'%)+O'§)+C2’

26p0p +Cy

SSIM (D,D) = 6)
where up, o and o, are mean, variance and covariance, all of which
are computed within a square window moving over the entire distance
map. C; and C, are small positive constants to avoid division by zero.

With multiple regression loss (£;,) and classification loss (£,,; and
L), the next goal is to train the multi-task deep network, which
is inherently a multi-objective optimization problem. A common ap-
proach for this problem is to minimize a weighted linear combination
of each individual task loss. However, such an approach would be
heavily dependent on manual selection of the weights. Inspired by [41],
we propose to control the multi-objective optimization by leaning an
uncertainty weight of each individual task. We derive our multi-task
loss function based on maximizing the log-likelihood:

- 1Og£ (f]s és DlW, Wepss Woris Wyiss I)
:—logﬁ(f’lW,wc,S,I) —logﬁ(élW,wm,I) @
—logL (15|W, Wyis» I) .

By modeling the predictive distribution of regression and classifica-
tion by a Laplacian and a Boltzmann function respectively, our total
optimization loss is obtained below:

Ecls’ Eori £dis
-t logu,s +logu,,; +loguy;., ©))
uc[.v Wori dis
where u,,, u,,; and uy;, are uncertainty weights that need to be auto-

matically learned and are used to control the optimization.

3.3. Refinement with graph-cut

Many deep learning based methods [11,13-15] are based on pixel-
wise classification, resulting in disjoint and poorer segmentation. To
improve the connectivity of centerlines, a graph-cut based algorithm is
proposed in this paper to connect the broken centerlines.

Let us define an undirected graph (V, &) whose nodes correspond
to pixels. A standard graph cut algorithm aims to minimize the energy
function below [44,45]:

EW= 2 E,(I,)+ Z Epy (Ips1g) 11, = 1. (©)

PEV (r.g)€€

Here E, (I,) is a unary term based on the label / € {0,1} of pixel
p, where 0 and 1 correspond to the background and the foreground,
respectively. E,, is a boundary term which corresponds to a measure
of similarity between pixels p and ¢. In order to reduce the size of
the graph and accelerate computation, we suppose that the broken
centerlines are located at the centerline endpoints. We firstly use a hit-
miss transform [46] to detect all endpoints Q from our previous output
as shown in Fig. 9. Second, we find a set of pairs of endpoints (s, )
with the definition ST = {(s,7)|dist(s,1) < 5, s,t € 2}, where dist(s,1)
denotes the distance between s and 7. § is a threshold for filtering out
pairs (s, 1) with large distance. Third, we determine a region of interest
ROI(s,t) where possible broken centerlines are detected. ROI(s,1) is
defined as a m x m square centered at the center point between s and
t, where we set m = 50 empirically. Let us denote the total number of
ROIs by Z, we define an undirected subgraph (V_, £,) for the z,;, ROL
The energy function is defined below:

z
EWD= Z Z E,(I,) + z Epg (L 1g) 1, = 1.

z=1peV, (P.9)EE;

10

In the unary term, we introduce a connectivity constraint in the form
of C_;(p). Specifically, the connectivity constraint is formulated as
follows: there must exist a path 7 from s to ¢ in each subgraph (V,,£,)
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Fig. 3. Examples of detected road centerlines on the Massachusetts dataset. From left to right: Original image, Unet+NMS, Top-Aware [18], DODN-v2 and ground truth. The red
rectangles highlight the superior performance of our method. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this

article.)

Y

Fig. 4. Examples of detected road centerlines on the SpaceNet dataset. From left to right: Original image, RNGDet [42], RNGDet++ [43], DODN-v2 and ground truth. The red
rectangles highlight the superior performance of our method. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this

article.)

and all nodes p in the path P belong to the foreground. Then, the unary
term is computed as follows:

Ep (lp) =Ci=1(p) + Gi(p)
Coy(p) = {(—;—oo g PEQRX or peEP
fp(W,wdis)) 1D
max(ﬁ)
fr(W,wgis)
max(ﬁ)

otherwise

G—o(p) = —log(

G- (p) = —log(1 -

where G,(p) is defined based on the distance map prediction. We define
the boundary term E,, in an 8-connected 2D grid graph as follow:

1

Ey, (Ip’lq) = 12)

1+ ”fI,(W, wyis) = f,(W, wdis)Hz

Algorithm 1 summarizes the steps of vessel centerline refinement
which is inspired by the Dijkstra algorithm [47]. In this Algorithm, e(p)
indicates the cost of the feasible solution for the pair of nodes (s, p).
pre(+) is a pointer to the next node, where the shortest path to node s
can be obtained.
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Fig. 5. Examples of detected cracks. From left to right: Original image, DeepCrack [2],
Top-Aware [18], DODN-v2 and ground truth. The red rectangles highlight the superior
performance of our method. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

Algorithm 1 Algorithm for centerline refinement with Graph-cut.

initialize: for all nodes p € UFI:ZVZ - {sz}, pre(p) = NULL ,
e(p) = +oo, for all s, d(s) = min Eq. (10), for all z, S, = @
1: for each subgraph (V,,£,) do

22 whiler¢ Sand IpeV, - S,,e(p) < +o0 do

3 findpe Vv, - {sz} with min e(p);

4: add p to S;

5 for each neighbor node ¢ € V, — {s.} of p in 8-connected

system do
6: compute path P from s to g using pre(q);
7: compute a solution by minimizing E(/) in Eq. (10) under the
constraint P;

8: if e(q) > E(/) then

9: Update e(q) = E(l);
10: Update pre(q) = p;
11: end if
12: end for
13: end while
14: end for

4. Experiments
4.1. Datasets

Roads Dataset: We conduct our experiments on two roads dataset:
Massachusetts [48] and SpaceNet [49]. Massachusetts Roads dataset
contains 1171 aerial color images taken of the state of Massachusetts.
The task is to map the centerlines of the roads. Each image covers an
area of 2.25 square kilometers with pixel resolution of 1500 x 1500.
Following [48], the dataset is split into a training set of 1108 images
and a test set of 49 images. To augment the training dataset, we split
each image into patches of size 380 x 380 with an overlapping region of
160 pixels, thus providing ~70K images. The test images are similarly
split into patches but without overlapping regions yielding 784 images.
SpaceNet contains 2551 RGB aerial images from four different cities
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with ground resolution of 1m/pixel and pixel resolution of 400 x 400.
Following [43], the dataset is split into a training set of 2042 images,
a validation set of 127 images and a test set of 382 images.

Cracks Dataset: This is the CrackTree200 dataset [50], which
contains 206 images of cracks in roads with pixel resolution 600 x 800,
for which we aim to trace the centers of the cracks. Following [50],
the dataset is randomly split to 176 training images and 30 testing
images. Each image is split into patches of the same size as the Mas-
sachusetts dataset, yielding ~2k images for training and 120 images for
testing. This is a challenging dataset since many images suffer from the
problems of occlusions and shadows.

SuperID Dataset: This dataset was obtained from an earlier study
carried out by redacted for anonymous submission. 112 participants were
involved in this study. For each participant, the dorsal view of each
hand was imaged separately in a flat pose using infrared imaging and
color photography. The aim is to trace to centerlines of superficial
veins. This yields a total of 224 color photographs (112 left hand,
112 right hand) of size 3504 x 2336 pixels and 224 infrared images
(112 left hand, 112 right hand) of size 640 x 480 pixels. All images
were reviewed by experts in forensic anthropology with experience
of examining such images for casework in forensic identification. The
visible vessel patterns were traced using Adobe Photoshop (Adobe Inc,
California, USA) and recorded as vectors.

For experimentation, the images were split at the participant level
so that the images of 100 participants’ hands were used for algorithm
training and the images from 12 participants’ hands were used for eval-
uation, yielding 200 color (resp. infrared) images for training and 24
color (resp. infrared) images for evaluation. For efficiency, all images
were resized to 640 x 480.

4.2. Implementation details

To make the comparison more clear, we name our full DODN model
as DODN-v2, and its version without graph-cut refinement as DODN-
vl. Our method was implemented using Keras with a TensorFlow
backend. To reduce overfitting when training, data augmentation is
conducted for the baseline approaches and the proposed method. For
the Massachusetts Roads [48] and Cracks [50] datasets, we follow
the approach in [18] to perform data augmentation by mirroring and
rotating the training images by 90°, 180° and 270°. During testing,
we employ the sliding window strategy, where the final predictions
are obtained by aggregating the score maps predicted from the im-
age patches and averaging values in overlapped regions. For SuperID
dataset, given a training/validation hand dorsal image, we randomly
sample image patches of size 320 x 320. The patches are randomly
flipped in horizontal and vertical directions, and rotated within a
[—45,45] degree interval. We also apply random brightness and con-
trast adjustment. All models are trained until convergence using the
ADAM optimizer [51] with initial rate of 103, weight decay of 0.1,
mini-batch size of 8 and maximum training iterations of 100. All
experiments were performed using a Dell Precision 5820 Workstation
with a NVidia GeForce RTX 2080 Ti GPU, 32 GB RAM and an Intel(R)
Xeon(R) W-2245 CPU. Our code is available here: https://github.com/
ZhehengJiangLancaster/DODN.

4.3. Performance metrics

Following [18], we evaluate the results in terms of correctness,
completeness, and quality [52]. Correctness (Corr) and completeness
(Comp) correspond to relaxed precision and relaxed recall, where po-
tential shifts of centerline positions are handled by relaxing the notion
of a true positive with a distance threshold p. In the experiments, we
follow [18] to set up a distance threshold of 2 pixels. Quality is a more
general measure, which combines completeness and correctness into a
single measure in the form:

Comp * Corr

quality = (13)

Comp — Comp * Corr + Corr’
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Fig. 6. Comparison with other deep learning based approaches on infrared images. From left to right: Original image, PSPNet+NMS, FPN+NMS, Unet+NMS, Topology-aware [18],

DeepCrack [2], DODN-v2 and ground truth.

These metrics are designed specifically for linear structures. To
obtain the precision-recall curves, we firstly assign different thresholds
to the detected centerline response and obtain different binary maps.
By matching binary maps and the ground truth centerline map, we can
obtain a sequence of precision and recall pairs for the precision-recall
curve. Then, the F-score (2 * w) can be computed as an

precision+recall
overall metric of the precision-recall curve with a fixed threshold for
every image. For experiments on SpaceNet dataset, we follow [42,43,
53] to report TOPO metric [54], which calculates the average precision,
recall, and F1-score based on randomly sampled seed locations across
the entire region.

4.4. Performance evaluation

4.4.1. Comparison with state-of-the-art techniques

We compare our approach to previous state-of-the-art techniques [2,
9,11,14,18,30,31,38,55]. Experimental results on the roads and cracks
dataset are reported in Tables 1-3. Even without refinement (see ), our
DODN-v1 outperforms most of the state-of-the-art approaches while
the refinement in DODN-v2 further improves the performance. For
the experiments on the Massachusetts dataset, it is interesting to note
that our final model achieves 11%, 4% and 11% improved results in
terms of correctness, completeness, and quality, compared to compet-
ing methods. As shown in Tables 2 and 5, our approach consistently
achieves the highest performance while maintaining faster inference
speeds on the SpaceNet dataset. For the cracks dataset, our method
also achieves state-of-the-art results. Figs. 3-5 show some examples
of road centerline detection and crack detection respectively. It can
be seen that the standard NMS results in poor localization as well
as poor connectedness for centerline extraction. The proposed method
models the geometric context of centerlines via an orientation repre-
sentation, which allows one to associate centerline points with sinks.
As highlighted in the red rectangle, we can see that our method has
higher connectivity in various curvilinear structures, such as junctions
and roundabouts in the road images. Our approach also performs well
with crack detection in bright images and images with heavy shadows.
We have also evaluated two state-of-the-art methods, Topological-
aware [18] and DeepCrack [2] approaches, on the SuperID dataset. We
used the authors’ publicly available codes and followed their default

Table 1

Results on the Massachusetts dataset [48].
Method Correctness Completeness Quality
Reg-AC [9] 0.254 0.348 0.172
PSPNet [14] 0.514 0.722 0.429
Unet [11] 0.623 0.751 0.515
TopoNet [30] 0.623 0.558 0.417
DRU [55] 0.606 0.570 0.416
JTFN [31] 0.687 0.634 0.492
PointScatter [38] 0.718 0.687 0.541
Top-Aware [18] 0.774 0.806 0.652
DODN-v1 0.864 0.827 0.732
DODN-v2 0.887 0.843 0.761

Table 2

Results on the SpaceNet dataset [49].
Method Precision Recall F1 Correctness Completeness Quality
RNGDet [42] 0.909 0.733 0.811 0.723 0.728 0.570
RNGDet++ [43] 0.913 0.752 0.825 0.738 0.744 0.588
DODN-v1 0.897 0.761 0.815 0.784 0.746 0.619
DODN-v2 0.911 0.771 0.828 0.802 0.753 0.635

experimental settings. Experimental results are reported in Table 4,
demonstrating the superior performance of our approach on the Su-
perID dataset. Some experimental examples on RGB and infrared sets
are displayed in Fig. 6. It is significant to note that the proposed
approach trained on such a small-scale dataset can produce very similar
vessel patterns to that of an expert human observer. Table 5 demon-
strates the clear superiority of our approach in terms of inference speed
compared to other state-of-the-art methods. Although DODN-v2 has a
slightly longer inference time than DODN-v1, the inclusion of graph-cut
refinement does not significantly impact the overall inference speed
when compared to DODN-v1, especially considering the performance
improvement achieved by the graph-cut refinement.

4.4.2. Effectiveness of DODN-v1 model

To evaluate the performance of our DODN-v1 model, several deep
segmentation models with different backbones are used as baselines.
Our baseline segmentation models include U-net [11], Linknet [13],
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Fig. 7. Precision-Recall curves on datasets: (a) Roads, (b) Cracks, (c) RGB SuperID and (d) Infrared SuperID. The F-score of each method is shown in brackets, computed with a
fixed threshold for every image. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Table 3 Table 5
Results on the Cracks dataset [50]. The inference time cost of all 382 SpaceNet testing images.
Method Correct. Complet. Quality Sat2Graph [53] RNGDet [42] RNGDet++ [43] DODN-vl DODN-v2
Unet [11] 0.840 0.881 0.755 Time 1.15h 1.22 h 1.88 h 0.32 h 0.35 h
TopoNet [30] 0.819 0.778 0.664
DRU [55] 0.848 0.775 0.680
JTEN [31] 0.883 0.874 0.783
Top-Aware [18] 0.766 0.904 0.708
DeepCrack [2] 0.900 0.967 0.873 PSPNet [14] and FPN [15]. For backbones, we choose Inceptionv3 [24],
DODN-v1 0.927 0.950 0.884 Resnet101 [25], Densenet121 [26], VGG16 and VGG19 [27]. Table 6
DODN-v2 0.940 0.951 0895 reports the F-scores of the different methods on the Cracks and Mas-
sachusetts dataset respectively. Table 7 reports the results on the RGB
Table 4 and infrared images of the SuperID dataset. We can observe that the
Results on the SuperID dataset. proposed DODN model performs better than the baseline methods
Dataset Method Correct. Complet. Quality with the same Densenetl21 backbone. The F-scores and Precision—
Top-Aware [18] 0.623 0.668 0.476 Recall curves of our approach and these baseline methods are shown
Infrared DeepCrack [2] 0.688 0.622 0.485 in Fig. 7. Compared to the Cracks and Massachusetts datasets, vessel
DODN-v1 0.821 0.717 0.621 detection from hand images is more challenging because of the low
DODN-v2 0-865 0733 0658 contrast between blood vessels and skin color, resulting from strong
Top-Aware [18] 0.559 0.59 0.405 scattering and absorption by the tissue. From Table 7 and Figs. 7(c)
Color g‘;‘)’;ﬁiﬁk (21 g:g;z g:zg g:zgz and 7(d), we observe that the proposed method still achieves the best
DODN-v2 0.672 0.616 0.474 performance on both infrared and RGB images, showing the efficacy of

the proposed approach for superficial vein pattern extraction. Fig. 8
compares our DODN-vl model against the competing segmentation
models on different backbones. The F-scores of standard U-net on most
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Fig. 8. Precision-Recall curves for showing the advantage of our DODN-vl model on
different backbones (using infrared images of SuperID dataset).

Table 6
F-scores for the proposed approach with the same backbone (Densenet) for the Cracks
and Massachusetts datasets.

Setup Roads Cracks
PSPNet 0.58 0.80
LinkNet 0.64 0.81
FPN 0.67 0.84
UNet 0.69 0.85
DODN-v1 0.73 0.90
DODN-v2 0.74 0.93
Table 7

F-scores for the proposed approach with the same backbone (Densenet) for the RGB
and infrared images in the SuperID dataset.

Setup RGB Infrared
PSPNet 0.51 0.47
LinkNet 0.52 0.60
FPN 0.58 0.68
UNet 0.58 0.70
DODN-v1 0.63 0.76
DODN-v2 0.64 0.78

backbones are significantly lower than our approach. In particular, for
Densenet121, the DODN-v1 model outperforms standard Unet by 4%
(F-score), demonstrating its effectiveness in detecting and localizing
vessel centerlines. Note that, for standard Unet and other baselines, the
vessel centerlines are detected from the score map by a non-maximum
suppression operation [2,9,20].

4.4.3. Ablation analysis

As shown in Table 8, four ablation experiments were conducted
to quantitatively evaluate the effectiveness of each component of the
proposed approach. Experiment D is our final DODN-v2 model. Ex-
periment C is our DODN-v1 model, which does not include the graph-
cut based approach for centerline refinement. Experiment B removes
uncertainty-weighted loss, weighting each task equally for training.
Experiment A further removes geometric information during training,
adopting only standard Dice loss for pixel classification, followed by
NMS to thin the segmentation to centerlines. From Table 8, we observe
that using geometric information in our base DODN model, improves
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Table 8

Ablation study of the proposed approach on Roads, Cracks and infrared vessel dataset
in terms of quality. GA = Geometric Awareness, UWL = Uncertainty Weighted Loss,
GCR = Graph-Cut Refinement.

Experiment GA UWL GCR Dataset

Cracks Roads SuperID
A 0.854 0.681 0.564
B v 0.877 0.716 0.603
C (DODN-v1) v v 0.884 0.732 0.621
D (DODN-v2) v v v 0.895 0.761 0.658

the quality by 2.3%, 3.5% and 3.9% on Cracks, Roads and SuperID
respectively. Experiment C (DODN-v1) outperforms B by 0.7%, 1.6%
and 1.8%, showing the importance of using uncertainty to weight the
losses. We can also observe from Experiment D (DODN-v2) that the
overall performance is further boosted by 1.1%, 2.9% and 3.7% with
the inclusion of the proposed Graph-cut based refinement. Fig. 9 shows
that our algorithm has the ability to recover broken cracks, roads
and vessels by considering all possible endpoint pairs. Our graph-cut
based algorithm, whose hybrid energy function is constructed using the
distance map representation, is able to determine endpoint pairs with
a genuine connection and find the optimal path (path of least energy
cost, shown in blue) between endpoints.

5. Conclusion

In this paper, a multitask Deep Orientated Distance-transform Net-
work (DODN) is presented for accurate centerline detection, incorpo-
rating a Graph-cut based approach for improving the connectivity of
the centerline. Experimental results show that DODN achieves excellent
results, outperforming the current state-of-the-art for a diverse set of
problems, including road mapping, crack detection and superficial vein
centerline detection from both RGB and infrared images, demonstrating
the generalizability of the proposed approach. Impressive results were
achieved, improving over the state-of-the-art by 11%, 4% and 11% in
terms of correctness, completeness, and quality on the Massachusetts
road dataset. Further, this is the first approach to accurately detect
vessel centerlines of hand dorsal images from RGB and infrared images,
allowing us to directly build graph representations of vein patterns.
Since our approach can produce continuous and thin centerlines of the
object(s) of interest, it can benefit many real-world applications such
as satellite navigation systems, engineering, forensic identification and
medical investigation. In particular, our approach is able to facilitate
downstream analysis and comparison on graph-structure data, which
has strong applications in the analysis of medical and biomedical imag-
ing of vascular structures and nerves, which is not currently feasible.
Moreover, our method can serve as a strong baseline for researchers
and engineers in the field.
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Fig. 9. Illustration of centerline refinement on Cracks (top row), Roads (middle row) and SuperID (bottom row) datasets. Red points indicate centerline endpoints. L-R: centerline,
distance map representation and refinement. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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