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Abstract—This paper investigates the simultaneous transmit-
ting and reflecting reconfigurable intelligent surface (STAR-RIS)
assisted non-orthogonal multiple access (NOMA) systems with
one cooperative jammer and dual eavesdroppers. To guarantee
the uplink secure transmission, we maximize the sum secrecyrate
under both the perfect and imperfect channel state information
(CSI) by jointly optimizing the channel allocation, transmit
power and coefficient matrices. For the problem with perfect
CSI, a deep reinforcement learning algorithm is proposed based
on the deep deterministic policy gradient (DDPG) framework.
Then, by introducing the arbitrary distorted noise to the state
space, the proposed algorithm is extended to solve the problem
under imperfect CSI without causing additional computational
complexity. Simulation results illustrate that: 1) The symmetry
of STAR-RIS results in severe information leakage, and the
sum secrecy rate further degrades when the dual eavesdroppers
collaborate with each other. 2) The STAR-RIS with independent
phase shift can achieve higher sum secrecy rate than that with
coupled phase shift, while the performance gap is trivial when
there are fewer STAR-RIS elements. 3) Our proposed algorithm
can compensate for the impacts of the imperfect CSI, and the
sum secrecy rate decreases with the increase of CSI uncertainty.

Index Terms—Simultaneous transmitting and reflecting recon-
figurable intelligent surface (STAR-RIS), physical layer security,
resource allocation, deep reinforcement learning (DRL).

I. I NTRODUCTION

Recently, the Internet of Things (IoT) technology has swiftly
advanced and seamlessly integrated into our daily routines.
From the home automation [1] to smart cities [2], from
the health-care [3] to smart manufacturing [4], the IoT has
permeated various sectors, offering people a more intelli-
gent, convenient, and efficient way of life. Nevertheless, the
burgeoning number of IoT devices and diverse application
requirements have placed unprecedented demands on the com-
munication networks, such as higher system sum rate and
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more secure transmissions. In response to these challenges,
the reconfigurable intelligent surface (RIS) is emerging asa
promising technology to deal with the evolving demands of
IoT and communication networks [5], [6].

The RIS, also called the intelligent reflecting surfaces (IRS),
is an array composed of a numerous number of passive
elements [7]. When a radio wave impinge upon the RIS, these
elements can independently configure their phase shifts and
amplitudes (also referred to as passive beamforming) through
the attached controller, to make the induced surface currents
generate reflected radio waves in a desired direction, and trans-
form the propagation environment into a controllable element,
i.e., smart radio environment [8], [9]. Owing to the abilityto
reshape the propagation environment, it is envisioned thatthe
RIS-assisted networks are capable of obtaining higher system
sum rate and more secure transmissions. Thus, countless
efforts have been furnished to investigate how to achieve these
significant performance enhancements by jointly designingthe
passive beamforming of RIS and the radio resources allocation
for the RIS-assisted networks.

For example, in the earlier study aiming to increase the
total rate of RIS-assisted system, C. Huanget al. [10] adopts
the alternating optimization and majorization-minimization
methods to optimize the transmit power and the phase shifts of
RIS, where the formulated problem is simplified by neglecting
the inter-user interference. In the simulation results, itis shown
that the proposed scheme improves the sum rate by over 40%
compared to the traditional systems without RIS, validating
the significant potential of RIS in enhancing the system sum
rate. Later in [11], J. Zuoet al. introduce NOMA into the
RIS-assisted systems, where the inter-user interference can
be handled by the successive interference cancellation (SIC)
technique. In order to achieve the maximum sum rate, the
channel and power allocation, decoding order, and reflection
coefficients of RIS are jointly optimized by a three-step
algorithm. Different from the ideal RIS in [11] whose phase
shift is continuous, X. Muet al. [12] design a quantization-
based scheme for the non-ideal RIS-assisted NOMA systems
to optimize the discrete phase shifts, and the simulations show
that only 3-bit phase shifters are required to achieve a sum rate
nearly equivalent to that of an ideal RIS.

The above-mentioned literatures rely on instantaneous CSI,
where it is actually challenging to obtain in the RIS-assisted
systems due to the passive nature of RIS. Thus, with the
statistical CSI, H. Zhanget al. [13] optimize the beamforming



2

both at the BS and RIS by the water-filling and projected
gradient ascent algorithms to maximize the sum rate for the
RIS-assisted systems. Although a performance gap remains
between the proposed scheme and the benchmark with instan-
taneous CSI, the practical implementation can benefit from the
lower channel estimation overhead in the proposed scheme.

Through the dedicated passive beamforming and resource
allocation, the RIS can enhances the sum rate by coherently
combining the reflected signals at the legitimate users. Like-
wise, the RIS can also reduce the signal strengths of malicious
eavesdroppers by configuring the passive beamforming of RIS
to avoid the information leakage and enhance the physical
layer security (PLS) [14]. However, it is important to mention
that when the RIS is employed to enhance the PLS, the
vision is to simultaneously improve the legitimate users’ signal
strength of and suppress that of malicious eavesdroppers,
rendering the passive beamforming design and resources al-
location more difficult. Therefore, starting from the simple
networks with one user and one eavesdropper [15]–[17], the
non-convex secrecy rate maximization problems for enhancing
the PLS are solved by the alternating optimization algorithms
to adjust the transmit beamforming of BS and the phase shift
coefficient of RIS, where the simulation results validate the
secrecy rate performance can be boosted by deploying the RIS.
For more practical scenario with multiple users, Z. Zhanget
al. [18] investigate the RIS-assisted NOMA systems and aim
to reduce the transmit power in the conditions of satisfyingthe
secrecy rate requirement. In order to better manage the inter-
user interference, Y. Gaoet al. [19] adopt the rate-splitting
multiple access (RSMA) technique for the RIS-assisted sys-
tems with multiple users, and propose an iterative algorithm to
maximize the minimum secrecy rate, which can enhance the
max-min secrecy rate compared to benchmark approaches that
either do not deploy RIS or utilize different multiple access
techniques. Besides multiple users, it is also possible that
there are multiple eavesdroppers. Therefore, Y. Wanget al.
[20] study the RIS-assisted systems with multiple colluding
eavesdroppers, where the sum secrecy rate is maximized via
an SDR algorithm.

To further improve the PLS for the RIS-assisted systems
without compromising the rate performance of legitimate
users, X. Guanet al. [21] investigate the joint transmit
beamforming with artificial noise (AN) and the passive beam-
forming of RIS, where the simulation results reveal the ne-
cessity of AN in the RIS-assisted secrecy communication
systems. Motivated by these results, C. Zhenget al. [22]
solve the secrecy rate maximization problems for the RIS-
assisted systems with the integration of AN, where the semi-
closed-form expressions for the transmit precoding and the
AN matrices are derived via Lagrange dual method, and the
closed-form expression for RIS’s phase shift is obtained via
the Majorization-Minimization (MM) algorithm. With the aid
of AN, X. Yu et al. [23] design a robust AO algorithm to
optimize the beamforming, phase shifts of RIS, as well as
the covariance matrix of AN for secure transmissions in the
multiple-RIS-assisted systems.

Nevertheless, if the AN is transmitted by a cooperative
jammer located at the different locations with the BS, the

above-mentioned algorithms for RIS’s phase shifts optimiza-
tion will not be effective. Additionally, when the RIS is
deployed to improve the PLS, another challenge for passive
beamforming and resource allocation design is the acquisition
of correct CSI. It is challenging to obtain the perfect CSI
in the RIS-assisted secure transmission systems since the
RIS is a nearly-passive device without the inherent ability
of channel sensing, and the eavesdroppers will endeavor to
evade the channel measurement of BS through staying silence
[14], [18]. Therefore, the impacts of the imperfect CSI are
necessary to be taken into account to improve the robustness
when designing the algorithms for passive beamforming and
resource allocation. Assuming the channel estimation error is
confined within a bounded region, the worst-case secrecy rate
maximization problems are investigated in [24], [25] for the
RIS-assisted systems, where the Cauchy-Schwarz inequality
is utilized to derive the upper bound of channel gain between
the BS and eavesdropper. In [18], [23], [26], the semi-infinite
constraints of channel estimation errors are firstly transformed
into the equivalent linear matrix inequalities (LMIs) by the S-
procedure, and then the passive beamforming and resource
allocation are optimized via the AO algorithms. Although
the above-mentioned algorithms can transform the stochastic
optimization problems of the RIS-assisted secure transmission
systems with the imperfect CSI into a more tractable deter-
ministic form, the upper bound method is conservative and
may cause the waste of radio resources, while the equivalent
constraint method owns a high computational complexity due
to the large-dimensional LMIs. Therefore, further research
is still essential to design efficient algorithms with lower
complexity for the RIS-assisted PLS problems under imperfect
CSI.

The above-mentioned literature showcases the superiority
of RIS in enhancing the PLS. However, the RIS can only
reflect the incident signals, which will cause the geographical
restrictions and limit its deployment flexibility. Recently, the
STAR-RIS is proposed to handle the drawbacks of reflecting-
only RIS [27], [28], [29]. Compared to the reflecting-only RIS,
each element of STAR-RIS can simultaneously transmit and
reflect the incident signals by manipulating both the electric
and magnetic currents. Meanwhile, besides the reflection coef-
ficients, the transmission coefficients are also incorporated into
the passive beamforming of STAR-RIS, which can provide
more degrees of freedoms (DoFs) to configure the propagation
environment and further enhance the PLS [30].

Despite the dramatic versatility of STAR-RIS, the inves-
tigation of STAR-RIS, notably in the domain of STAT-RIS-
assisted PLS, is still at an early stage. For the simplified
scenario with one legitimate user on each side of the STAR-
RIS, the secrecy rate maximization problems are studied in
[31] and [32], where it is unveiled that the STAR-RIS is
superior than conventional RIS in the security enhancement.
Y. Zhang et al. [33] introduce the multi-carrier NOMA to
facilitate secure communications among numerous legitimate
users in STAR-RIS-assisted systems, where the beamforming
of STAR-RIS and BS, the power allocation coefficients, as
well as the user pairing are jointly optimized to maximize the
secrecy sum rate. Furthermore, Y. Hanet al. [34] combine the
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AN technique into the STAR-RIS-assisted NOMA systems,
and observe that the influence of AN on enhancing the secrecy
rate is not significant when there is a large number of STAR-
RIS elements.

We note that existing studies related to the STAR-RIS-
assisted PLS primarily concentrate on the downlink secure
transmission, while there are more security risks in the uplink
for the STAR-RIS-assisted systems. This is because the STAR-
RIS is required to work in the energy splitting (ES) or
mode switching (MS) protocol in order to simultaneously
serve users located at the reflection and transmission spaces
[35]. Nevertheless, each element of STAR-RIS is symmetrical
and own the same transmission and reflection coefficients on
both sides [36]. Thereby, it is inevitable that a portion of
users’ signals will leak to the other side of the STAR-RIS,
where the base station cannot receive the leaked signals. More
detrimentally, this portion of signals may also be wiretapped
by malicious eavesdroppers. Although the uplink PLS for the
STAR-RIS is investigated in [30] and [37], the considered
scenarios compose of only one eavesdropper. Therefore, in
order to mitigate the uplink security risks arising from the
symmetry of STAR-RIS, the strategy of passive beamforming
and resource allocation in the STAR-RIS-assisted systems with
multiple eavesdroppers still require further investigation.

Motivated by the above observations, in this paper, we
investigate the sum secrecy rate maximization problems for
the STAR-RIS-assisted uplink systems with one cooperative
jammer and dual eavesdroppers, where both the perfect and
imperfect CSI are considered. The key contributions of this
paper are outlined below.

1) We propose a STAR-RIS-assisted uplink systems with
one cooperative jammer and dual eavesdroppers, where
multiple IoT devices transmit signals to the BS via
NOMA. The STAR-RIS operates in the ES protocol and
employs a more practical coupled phase shift model.
The cooperative jammer transmit the AN to degrade
the eavesdropping rate, and the dual eavesdroppers can
cooperate with each other to form a malicious colluding.
Aiming to enhance the PLS, we formulate the problems
under both the perfect and imperfect CSI.

2) To solve the formulated sum secrecy rate maximiza-
tion problem with perfect CSI, we propose a deep
reinforcement learning algorithm based on the DDPG
framework to jointly optimize the channel allocation,
transmit power and coefficient matrices, where a novel
mapping method is designed to reduce the dimension of
action space. For the case of imperfect CSI, based on
the sample average approximation (SAA) method, the
arbitrary distorted noise is introduced to the state space
to retrain the network, and the solution to the formulated
problem with imperfect CSI can be obtained without
causing additional computational complexity.

3) Simulation results reveal that: 1) The symmetry of
STAR-RIS results in severe information leakage, and the
sum secrecy rate further degrades when the dual eaves-
droppers collaborate with each other. 2) The STAR-RIS
with independent phase shift can achieve higher sum
secrecy rate than that with coupled phase shift, while
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Fig. 1. The STAR-RIS-assisted secure NOMA system.

the performance gap is trivial when there are fewer
STAR-RIS elements. 3) Our proposed algorithm can
compensate for the impacts of the imperfect CSI, and
the sum secrecy rate decreases with the increase of CSI
uncertainty.

The structure of this paper is outlined as follows. The system
model and the problems for maximizing the sum secrecy rate
under both perfect and imperfect CSI are presented in Section
II. In Section III, we detail the algorithms developed to address
these problems. Section IV displays various numerical results,
and Section V draws the conclusions.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

As shown in Fig. 1, we consider a STAR-RIS-assisted se-
cure NOMA system, including multiple legitimate IoT devices,
two eavesdroppers, one BS, and one cooperative jammer. The
eavesdroppers located at the reflection space and transmission
space are represented as R-Eve and T-Eve, respectively. The
STAR-RIS equipped withM elements operates in the ES
protocol. Compared to the TS and MS protocols, the STAR-
RIS in ES protocol can transmit and reflect the signals incident
on both sides of the surface at the same time, and hence simul-
taneously assist the signal transmission of multiple IoT devices
located at the reflection space and transmission space [28].
At time slot n, denote the amplitude coefficients of them-th
element of STAR-RIS for transmission and reflection asβt,m,n

andβr,m,n, with βt,m,n, βr,m,n ∈ [0, 1], βt,m,n + βr,m,n = 1.
The phase shifts of them-th element for transmission and
reflection are given byθt,m,n and θr,m,n, respectively. Con-
sidering the hardware constraint, a coupled phase shift model
is adopted for the STAR-RIS, where we have [38]

|θr,m,n − θt,m,n| =
π

2
or

3π

2
, ∀m,n. (1)

Thus, the coefficient matrices of STAR-RIS for
transmission and reflection can be given byur,n =
diag

(√

βr,1,ne
jθr,1,n ,

√

βr,2,ne
jθr,2,n , ...,

√

βr,M,ne
jθr,M,n

)

and ut,n = diag
(√

βt,1,ne
jθt,1,n ,

√

βt,2,ne
jθt,2,n , ...,

√

βt,M,ne
jθt,M,n

)

, respectively.
With the aid of STAR-RIS, IoT devicei transmit signal

xi,n to the BS with E|xi,n|2 = 1. It is assumed that
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obstacles block the direct links between the BS/Eves and
IoT devices [30]. At time slotn, the channels from IoT
device i and the jammer to the STAR-RIS are given by
hi,RIS,n ∈ C1×M and hJ,RIS,n ∈ C1×M , respectively. The
channels from the STAR-RIS to the BS, R-Eve, and T-Eve can
be represented ashRIS,BS,n ∈ C

1×M , hRIS,R−Eve,n ∈ C
1×M ,

andhRIS,T−Eve,n ∈ C1×M , respectively.

We adopt the Rician fading channel model for all involved
channels, which includes both line-of-sight (LoS) and non-LoS
(NLoS) elements. These channels are assumed to be stable
within each time slot. For example, the channel from IoT
devicei to the STAR-RIS can be expressed as [30]

hi,RIS,n=
√

ρd−α
i,RIS,n

(

√

ε

1 + ε
hLoS
i,RIS,n+

√

1

1 + ε
hNLoS
i,RIS,n

)

,

(2)
whereρ represents the path loss at a reference distance of 1
meter.di,RIS,n is the distance between thei-th IoT device and
the STAR-RIS.α is the path loss exponent, whileε indicates
the Rician factor.hLoS

i,RIS,n andhNLoS
i,RIS,n refer to the LoS and

NLoS components, respectively. Notably, the STAR-RIS can
simultaneously enhance the signals of IoT devices located at
the reflection and transmission spaces, and the STAR-RIS will
also leak the information to both the R-Eve and T-Eve.

The received signal of BS at time slotn is expressed as

yBS,n =
K
∑

k=1

I
∑

i=1

ωi,k,n
√
pi,nhi,RIS,nuX,n(hRIS,BS,n)

H
xi,n

+
√
pJ,nhJ,RIS,nut,n(hRIS,BS,n)

HxJ,n + nBS,
(3)

whereX ∈ {r, t}. pi,n and pJ,n are the transmit power of
IoT device i and Jammer at time slotn. nBS ∼ CN

(

0, σ2
)

is the noise at the BS.ωi,k,n ∈ {0, 1} indicates whether the
k-th channel is assigned to IoT devicei at time slotn. The
NOMA protocol is adopted when the IoT devices upload their
information to the BS. The bandwidthB is divided intoK
channels, represented asK = {1, 2, ...,K}. Assume that each
IoT device is assigned only one channel and each channel is
capable of supporting up toL = I/K IoT devices. Therefore,
it follows that

K
∑

k=1

ωi,k,n = 1, ∀i, n,
I
∑

i=1

ωi,k,n ≤ L, ∀k, n. (4)

To mitigate the effects of jamming on the BS, the BS
can perform zero-forcing (ZF) technique, and thus we have
hJ,RIS,nut,n(hRIS,BS,n)

H
xJ,n = 0. Hence, the achievable rate

of IoT devicei at then-th time slot can be expressed as

Ri,n=

K
∑

k=1

B

K
log(1+

ωi,k,npi,n(hi,RIS,nuX,n(hRIS,BS,n)
H
)
2

ζi,k,n+σ2
),

(5)
whereζi,k,n=

∑

πk(i)≥πk (̃i)
ωĩ,k,npĩ,n(hĩ,RIS,nuX,nh

H
RIS,BS,n)

2

ĩ ∈ I\{i} represents the inter-user interference. The BS adopts
the SIC technique to decode signals from multiple IoT devices.
πk is the given decoding order of IoT devices on thek-th

channel1.
For the R/T-Eve, the received signal can be given by

yR/T−Eve,n=
√
pJ,nhJ,RIS,nuX,nh

H
RIS,R/T−Eve,nxJ,n+nEve

+
K
∑

k=1

I
∑

i=1

ωi,k,n
√
pi,nhi,RIS,nuX,nh

H
RIS,R/T−Eve,nxi,n,

(6)
wherenEve ∼ CN

(

0, σ2
)

is the AWGN at the R/T-Eve.
The dual colluding Eves can be deemed as a super Eve.

Thus, to ease the expression of eavesdropping rate of this super
Eve, we first define

HRIS−Eve,n = uX,nhRIS,R−Eve,n(hRIS,R−Eve,n)
H
uX,n

+uX̃,nhRIS,T−Eve,n(hRIS,T−Eve,n)
H
uX̃,n.

(7)
Additionally, at the super Eve, the worst-case assumption is
considered, which means it can decode signals without suffer-
ing from the inter-user interference. Hence, the eavesdropping
rate of the super Eve for IoT devicei can be expressed as

Ci,n=
K
∑

k=1

log

(

1+
ωi,k,npi,nhi,RIS,nHRIS−Eve,n(hi,RIS,n)

H

σ2+pJ,nhJ,RIS,nHRIS−Eve,n(hJ,RIS,n)
H

)

.

(8)

B. Problem Formulation

1) Perfect CSI: In this paper, we focus on enhancing the
total secrecy rate of IoT devices in the STAR-RIS-assisted
NOMA system by jointly optimizing the channel allocation,
transmit power and coefficient matrices. Under the assumption
that the perfect CSI is available at both the BS and STAR-RIS,
we can formulate the optimization problem as

max
ω,p,uX,n

N
∑

n=1

I
∑

i=1

[Ri,n − Ci,n]
+ (9a)

s.t.

K
∑

k=1

ωi,k,n = 1, ∀i, n,
I
∑

i=1

ωi,k,n ≤ L, ∀k, n, (9b)

βr,m,n + βt,m,n = 1, ∀m,n, (9c)

βr,m,n, βt,m,n ∈ [0, 1] ,∀m,n, (9d)

|θr,m,n − θt,m,n| =
π

2
or

3π

2
, ∀m,n, (9e)

θr,m,n, θt,m,n ∈ [0, 2π] , ∀m,n, (9f)

pi,n ≤ Pmax, ∀i, n, (9g)

where [•]+ = max (•, 0). (9b) are the channel allocation
constraints. (9c) - (9f) are constrains on the amplitudes and
phase shifts of STAR-RIS. (9g) limits the transmit power of
IoT devices.

2) Imperfect CSI: In the STAR-RIS-assisted NOMA sys-
tems, it is challenging to obtain instantaneous and perfectCSI
due to the passive feature of STAR-RIS and the time-varying
nature of wireless channels. Besides, from the perspectiveof

1The objective function and constrains of the formulated problems in this
paper are independent of decoding order, and the signals canbe decoded
correctly by the BS under any decoding orders when the achievable rate of
IoT devices is larger than its target data rate [39]. Hence, we adopt a pre-
defined decoding order and the decoding order optimization problem can be
left as our future work.
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PLS, the transmission of confidential data is more sensitive
to the uncertainties of CSI. Consequently, it is crucial to
consider channel estimation errors when designing strate-
gies of passive beamforming and resource allocation. Denote
the cascaded channels between IoT devicei and BS/Eves
as Gi,BS,n = (hi,RIS,n)

H
hRIS,BS,n and Gi,R/T−Eve,n =

(hi,RIS,n)
H
hRIS,R/T−Eve,n, respectively. The cascaded chan-

nel between Jammer and R/T-Eve is given byGJ,R/T−Eve,n =

(hJ,RIS,n)
H
hRIS,R/T−Eve,n. Then, the channel estimation er-

rors can be expressed as

∆Gi,BS,n = Gi,BS,n − Ĝi,BS,n,

∆Gi,R/T−Eve,n = Gi,R/T−Eve,n − Ĝi,R/T−Eve,n,

∆GJ,R/T−Eve,n = GJ,R/T−Eve,n − ĜJ,R/T−Eve,n,

(10)

where Ĝi,BS,n, Ĝi,R/T−Eve,n, and ĜJ,R/T−Eve,n represent
corresponding estimated channels. Different from [24], [25],
where the channel estimation error belongs to a bounded
region. In this paper, considering the practical channel es-
timation error is generally unbounded, we adopt the statis-
tical error model, which assumes that the channel estima-
tion errors follow the circularly symmetric complex Gaus-
sian (CSCG) distribution with zero mean. The error covari-
ance matrices are represented asΘi,BS,n, Θi,R/T−Eve,n, and

ΘJ,R/T−Eve,n, respectively. Define the sample spaceΨ
∆
=

{

Gi,BS,n (j) ,Gi,R/T−Eve,n (j) ,GJ,R/T−Eve,n (j)
}

, wherej
is the index of random realizations. It is found that the
channel can be regarded as the sum of the estimated channel
and channel estimation errors. If the CSI can be estimated
perfectly, the samples in the spaceΨ are equal to each other.
Otherwise, the sample may be varying withj. Therefore, with
imperfect CSI, problem (9) can be reformulated as a stochastic
optimization problem to maximize the expectation of sum
secrecy rate, i.e.,

max
ω,p,uX,n

Ej

[

N
∑

n=1

I
∑

i=1

[Ri,n (j)− Ci,n (j)]
+

]

(11a)

s.t.

K
∑

k=1

ωi,k,n (j) = 1, ∀i, n,
I
∑

i=1

ωi,k,n (j) ≤ L, ∀k, n, (11b)

βr,m,n (j) + βt,m,n (j) = 1, ∀m,n, (11c)

βr,m,n (j) , βt,m,n (j) ∈ [0, 1] ,∀m,n, (11d)

|θr,m,n (j)− θt,m,n (j)| =
π

2
or

3π

2
, ∀m,n, (11e)

θr,m,n (j) , θt,m,n (j) ∈ [0, 2π] , ∀m,n (11f)

pi,n (j) ≤ Pmax, ∀i, n. (11g)

III. SOLUTION TO THE FORMULATED PROBLEMS

In this section, aiming to tackle the formulated problems, we
first propose an improved DRL algorithm to address problem
(9) with perfect CSI, where the DDPG framework is utilized to
handle the action space with the hybrid of continuous actions
(p, θ, and β) and discrete actions (ω), and a novel action
mapping method is designed to further reduce the dimension
of action space. Then, by introducing the arbitrary distorted
noise to the state space and adjusting the sample process, the

proposed algorithm for perfect CSI is adapted to address the
problem with imperfect CSI.

A. Solution to the Perfect CSI

Problem (9) contains the optimization of binary variables
and the optimization variables are highly coupled with each
other. Although the traditional optimization methods can
achieve the suboptimal solution, they require complicated
iterations and own highly computational complexity, which
render the execution time intolerable. Thus, in this paper,
considering that the DRL algorithms can quickly respond to
different environments after offline training, we first transform
Problem (9) into a Markov decision process (MDP), and
then propose an improved DDPG algorithm to maximize the
sum secrecy rate. Different from proximal policy optimization
(PPO) which outputs the probability distribution of different
actions, the DDPG agent can directly output the action, which
is suitable for the STAR-RIS-assisted NOMA systems with the
requirement of real-time control. Additionally, as an off-policy
algorithm, the experience replay technology in DDPG allows
the algorithm to output the best policy from the whole training
period, while the on-policy PPO algorithm overly focuses on
the current rewards [40].

1) State space: In our proposed system, the state of time
slot n requires to include the CSI of all links, i.e.,hi,RIS,n,
hJ,RIS,n, hRIS,BS/R−Eve/T−Eve,n. Nevertheless, due to the
passive feature of STAR-RIS, the CSI of links related to
STAR-RIS is difficult to be estimated directly. To tackle this
challenge, most of the existing literature pays attention to the
channel estimation methods for cascaded CSI, and reveals that
the cascaded CSI is sufficient for passive beamforming and
resource allocation design in the STAR-RIS-assisted systems
[41]. Thus, the state of time slotn comprises of the cascaded
CSI among IoT devices/Jammer and Eves/BS, i.e.,

sn =
{

Gi,BS,n,Gi,R/T−Eve,n,GJ,R/T−Eve,n

}

. (12)

2) Action space: According to the state of time slotn, the
agent takes actions to maximize its reward. All optimization
variables in Problem (9) need to be included in the action
space. Hence, the action space is given by

an = {aω,n, ap,n, aθ,n, aβ,n} . (13)

It is worth noting that the continuous and normalized actions
output by the DDPG agent cannot be executed directly for
the STAR-RIS-assisted NOMA system. Therefore, we de-
sign a mapping method to transform the output of agent
into executable actions. To be more specific, actionaω,n =
{aω1,1,n, aω1,2,n, ..., aωk,l,n..., aωK,L,n} indicates the channel allo-

cation, with aωk,l,n ∈ [0, 1]. If ∀
⌈

aωk,l,nI
⌉

= i, ωi,k,n = 1;

otherwiseωi,k,n = 0, where ⌈•⌉ is the ceiling operation.
ap,n = {ap1,n, ap2,n, ..., apI,n}, api,n ∈ [0, 1] represent the
transmit power of IoT devices. We havepi,n = api,nPmax.
aθ,n = {aθ1,n, aθ2,n..., aθM,n} is the phase shift of STAR-
RIS for transmission. Although the phase shifts of STAR-
RIS for transmission and reflection satisfy equality constraint
(9e), the phase shift for reflection cannot be directly obtained
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Fig. 2. The DDPG framework for solving problem (9) with perfect CSI.

through that for transmission, since the phase shift for re-
flection still need to determine whether to addπ/2 or 3π/2
on the phase shift for transmission. It is intuitively that an
additional indicators can be employed to address this issue.
However, in this case, there will be2M actions for phase shift.
Fortunately, based on the symmetry of trigonometric functions,
it is observed that constraint (9e) can be written as

θr,m,n − θt,m,n = −π

2
or
π

2
. (14)

Through mappingaθm,n into [−1, 1], the problem ofπ/2
or −π/2 can be solved without increasing the number of
actions. If aθm,n ≥ 0, θr,m,n = θt,m,n + π/2; otherwise
θr,m,n = θt,m,n−π/2. While for the phase shift for transmis-
sion, we haveθt,m,n = 2πaθm,n. aβ,n = {aβ1,n, aβ2,n..., aβM,n},
aβm,n ∈ [0, 1] is the amplitude of STAR-RIS for transmission.
According to constraint (9c), it is obtained that

βt,m,n = aβm,n, βr,m,n = 1− aβm,n. (15)

3) Reward: The reward can evaluate the agent’s perfor-
mance by mapping the states and actions to a scalar value.
Specifically, when the agent executes actionan after observing
state sn, the agent will obtain rewardrn. The design of
reward function should align with the objective function and
constrains in Problem (9). The mapping of action space
ensures the satisfaction of constraints (9c) - (9g). Therefore,
to meet constraint (9b), the reward function can be formulated
as

rn =







0, if (9b) is violated;
I
∑

i=1

[Ri,n − Ci,n]
+, otherwise.

(16)

As shown in Fig. 2, the DDPG agent is composed of the
actor network and the critic network. Both of the actor and
critic networks include the current and target networks. Denote
the parameters for the current networks of the actor and critic
asλµ andλq, respectively. Correspondingly, the parameters
for the target networks of the actor and critic are given byλµ′

andλq′ .
The actor network produces actions based on the policy

µ which depends on the parameters of actor networks. For
example, at time slotn, the actions of agent generated by the
actor’s current network can be expressed as

an = µ (sn|λµ) + η, (17)

whereη is the action noise.

The critic network evaluates the actor’s performance via Q
value. The Q value represent the expected accumulated reward
obtained by the agent when continuously executing policyµ.
According to the Bellman equation, the Q value function can
be defined as [42]

Q (sn, an) = E [r (sn, an) + γQ (sn+1, an+1)] , (18)

where γ stands for the discount factor. In the training of
agent, the critic network updatesλq through the loss function
minimization. The loss function is given by

L (λq) =
1

e

∑

e

[yn −Q (sn, an|λq)]
2
, (19)

wheree represents the size of mini-batch.yn stands for the
target value output by the critic’s target network, which can
be expressed as

yn = rn + αQ′ (sn+1, an+1|λq′) . (20)

Subsequently, with the gradient of Q value function, the
actor network is trained by maximizing the functionJ . The
functionJ evaluates the policyµ, which can be expressed as

J (λµ) =
1

e

∑

e

Q (sn, an|λq) |an=µ(sn|λµ). (21)

Then, the parameter of current network of actor can be updated
as

∆λµ ≈ τ∇λµ
J, (22)

whereτ is a positive constant regarding the step size.∇λµ
J

is the gradient of functionJ . According to the chain rule [42],
we have

∇λµ
J =

1

e

∑

e

∇an
Q (sn, an|λq) |an=µ(sn)∇λµ

µ (sn|λµ),

(23)
where∇an

Q (sn, an|λq) |an=µ(sn) is provided by the critic
network.∇λµ

µ (sn|λµ) is calculated by the actor’s optimizer.

To improve the stability of learning, the agent softly update
the parameters of target networks with a small constantε, i.e.,

λq′ = ελq + (1− ε)λq′

λµ′ = ελµ + (1− ε)λµ′ .
(24)

Based on the above analysis, the details of the developed
DDPG algorithm for solving Problem (9) with perfect CSI are
summarized in Algorithm 1.

With Algorithm 1, through continuously updating the pa-
rameters of actor and critic networks, we can obtain a trained
actor networkµ (sn|λµ), which can output actions with re-
spect to the channel states, and then map the actions to the
channel allocation, transmit power and coefficient matrices
for the STAR-RIS-assisted NOMA systems to achieve the
maximum sum secrecy rate.
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Algorithm 1 The DDPG algorithm for solving Problem (9)
with perfect CSI

1. Initialize the environment, the network parameters
λµ, λq, λ′

µ, andλ′
q, the bufferD;

2. for each episodedo:
3. Reset the environment ass0.
4. for each stepdo:
5. Observe statesn and execute actionan;
6. Calculate rewardrn based on (16) and observe

statesn+1;
7. Store the transition{sn, an, rn, sn+1} into the

buffer;
8. Randomly sample a mini-batch of transitions

from the buffer;
9. Update the current network of critic by mini-

mizing (19);
10. Update the current network of actor by maxi-

mizing (21);
11. Update the target networks of actor and critic

according to (24);
12. end for
13. end for
14. Output: The well-trained actor networkµ (sn|λµ).

B. Solution to the Imperfect CSI

In this section, we extend Algorithm 1 to solve problem
(11). The framework of proposed improved DDPG algorithm
is shown in Fig. 3. Problem (11) is a stochastic optimization
problem as the channel estimation errors are described by
the probabilistic variables. The SAA method is an efficient
solution to deal with the infinite possibilities of samples in
Ψ by transforming the original problem into an approximate
deterministic optimization problem [43]. More interestingly,
we find that the basic idea of SAA method coincides with the
training process of DDPG agent, which is approximating the
objective function (11a) by the arithmetic mean ofZ samples
randomly chosen fromΨ. Motivated by this observation, we
aim to extend the DDPG algorithm to solve problem (11).

Specifically, if the CSI can be perfectly estimated, the agent
observes statesn =

{

Gi,BS,n,Gi,R/T−Eve,n,GJ,R/T−Eve,n

}

,
and executes actionan. However, it is rather challenging to
obtain the perfect CSI. What the agent actually observed is
one of the possible realizations of real channels. Therefore, in
order to describe the uncertainties of CSI, thez-th possible
realization of statesn is given by

sn (z)=
{

Ge
i,BS,n (z) ,G

e
i,R/T−Eve,n (z) ,G

e
J,R/T−Eve,n (z)

}

,

(25)
where

Ge
i,BS,n (z) = Gi,BS,n +∆Gi,BS,n (z) ,

Ge
i,R/T−Eve,n (z) = Gi,R/T−Eve,n +∆Gi,R/T−Eve,n (z) ,

Ge
J,R/T−Eve,n (z) = GJ,R/T−Eve,n +∆GJ,R/T−Eve,n (z) .

(26)

In this case, the reward by executing actionan can be

expressed as

rn (z) =







0, if (11b) is violated
I
∑

i=1

[Ri,n(z)− Ci,n(z)]
+
, otherwise.

(27)

where

Ri,n (z) =

K
∑

k=1

log

(

1 +
ωi,k,npi,n

(

uX,nG
e
i,BS,n (z)

)2

ζi,k,n (z) + σ2

)

,

(28)

ζi,k,n (z) =
∑

πk(i)≥πk (̃i)
ωĩ,k,npĩ,n

(

uX,nG
e
ĩ,BS,n

(z)
)2

,

(29)

Ci,n (z) =

K
∑

k=1

log

(

1 +
ωi,k,npi,nΓi (z)

σ2 + pJ,nΓi (z)

)

, (30)

Γi (z) =
(

uX,nG
e
i,R−Eve,n (z)

)2
+
(

uX̃,nG
e
i,T−Eve,n (z)

)2

.

(31)

Then, as can be seen from Fig. 3, the transition stored into
the buffer is reformulated as{ŝn, an, r̂n, sn+1}, where

ŝn =
1

Z

Z
∑

z=1

sn (z), r̂n =
1

Z

Z
∑

z=1

rn (z). (32)

With the modified transitions, the loss function for critic
and the functionJ for actor can be derived as

L
(

λ̂q

)

=
1

e

∑

e

[

ŷn −Q
(

ŝn, an|λ̂q

)]2

, (33)

J
(

λ̂µ

)

=
1

e

∑

e

Q
(

ŝn, an|λ̂q

)

|
an=µ(ŝn|λ̂µ). (34)

Similar to the training process of the above subsection
for perfect CSI, through updating the parameters of actor
and critic networks, a well-trained actor network which can
compensate for the effects of imperfect CSI is finally obtained.
The details of the improved DDPG algorithm for solving
Problem (11) with imperfect CSI are summarized in Algorithm
2.

Remark 1: It should be noted that actionan is the response
to statesn rather than̂sn, while the state stored into the butter
is ŝn, i.e., (ŝn, an). This is because the DDPG agent reacts
to its observed states, which indicates the agent is unable
to recognize the difference between the observed state and
the actual state. If we input the imperfect CSIŝn, the agent
will generate action̂an. In this case, the transition(̂sn, ân)
owns the same effect with(sn, an), and cannot reflects the
influences of channel estimation errors. Besides, it is also
found that the complexity can be further reduced by replacing
r̂n with rn (ŝn). Nevertheless, the error is inevitable due to
the complicated non-linear relations betweenr̂n and ŝn.

C. Discussion

Based on the DDPG framework and the carefully designed
mapping function, Algorithm 1 can achieve the optimization
of channel allocation, transmit power and coefficient matrices
under the perfect CSI. To tackle the uncertainties caused by
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Algorithm 2 The improved DDPG algorithm for solving
Problem (11) with imperfect CSI

1. Initialize the environment, the network parameters
λ̂µ, λ̂q, λ̂µ′ , andλ̂q′ , the bufferD;

2. for each episodedo:
3. Reset the environment ass0.
4. for each stepdo:
5. Observe statesn and execute actionan;
6. repeat:
7. Calculate rewardrn based on (16) and

observe statesn+1;
8. Update the iterative indexz = z + 1;
9. Until: z > Zmax

10. Calculatêsn and r̂n based on (32);
11. Store the transition{ŝn, an, r̂n, sn+1} into the

buffer;
12. Randomly sample a mini-batch of transitions

from the buffer;
13. Update the current network of critic by mini-

mizing (33);
14. Update the current network of actor by maxi-

mizing (34);
15. Update the target networks of actor and critic;
16. end for
17. end for
18.Output: The well-trained actor networkµ

(

ŝn|λ̂µ

)

.

channel estimation errors, benefitting from the SAA method,
an improved DDPG algorithm, i.e., Algorithm 2, is designed
to perform the joint optimization of passive beamforming
and resource allocation under the imperfect CSI. Although
both Algorithm 1 and Algorithm 2 are based on the DDPG
framework, their training process and sample process are quite

different.
Since the sample process in Algorithm 2 does not cause

extra complexity, the complexity of both Algorithm 1 and
Algorithm 2 depends on the DDPG algorithm. Denote the
numbers of fully connected layers in the actor and critic net-
works asς andυ, respectively. The complexity of Algorithm
1 and Algorithm 2 can be expressed as [42]

O
(

ς−1
∑

i=0

wactor
i wactor

i+1 +

υ−1
∑

i=0

wcritic
i wcritic

i+1

)

, (35)

wherewactor
i andwcritic

i are the numbers of neurons in the
i-th layer of the actor and critic networks.

IV. SIMULATION RESULTS

A. Simulation Setting

In this section, we demonstrate the effectiveness of our
proposed algorithms for STAR-RIS-assisted NOMA systems
through simulation results. As shown in Fig. 4, a three-
dimensional coordinate network setup is considered, wherethe
BS and the Jammer are deployed at(0, 0, 10) m and(10, 45, 0)
m, respectively. The STAR-RIS is located at(0, 30, 20) m.
Based on the location of STAR-RIS, the half space where
the BS is located is defined as reflection space, and the other
half space is transmission space. More specifically, if IoT
devicei’s y coordinate is less than they coordinate of STAR-
RIS, then IoT devicei is considered to be in the reflection
space. Conversely, if it is greater, IoT devicei is in the
transmission space.I/2 IoT devices are randomly distributed
on the reflection/transmission space. The R-Eve and T-Eve are
located at(20, 25, 0) m and(20, 35, 0) m, respectively.

To evaluate the performance of the proposed algorithms, we
consider the following benchmark schemes:

• Actor critic (AC) algorithm [44], Alternative optimization
(AO) algorithm [45]: To illustrate the performance of
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TABLE I
SIMULATION PARAMETERS [42], [46]

Parameters Default Values
batch size,e 32

discount factor,γ 0.99
maximum transmit power,Pmax 0.01 W

buffer size,D 10000
noise power,σ2 -90 dBm

pathloss factor,α 2.6

the proposed DDPG-based algorithm, the basic rein-
forcement learning algorithm, i.e., AC algorithm, and
the optimization-based method, i.e., AO algorithm are
implemented as benchmarks.

• Conventional reflecting/transmitting-only RIS (C-RIS)
[12], Independent phase shift STAR-RIS (IPS-STAR-
RIS) [28], Coupled phase shift STAR-RIS (CPS-SATR-
RIS): In order to present the performance degradation
caused by different constraints of STAR-RIS, we compare
the sum secrecy rate of C-RIS, IPS-STAR-RIS, and
CPS-SATR-RIS. Each element of the IPS-STAR-RIS can
independently adjust the phase shift for transmission
and reflection. While the CPS-SATR-RIS is required to
satisfy constraint (9e). Unless specified otherwise, it is
assumed that the CPS-SATR-RIS is deployed to assist
the communication between the IoT devices and the BS
in the following benchmark schemes.

• Without Eve-pCSI/ipCSI (WE-pCSI/ipCSI): Whether un-
der the perfect or imperfect CSI, the scheme without Eve
aims to maximize the achievable rate of IoT devices,
which can be regarded as an upper bound for the other
schemes.

• Only R-Eve/T-Eve, Non-colluding Eves, Colluding Eves:
To further investigate the impacts of Eves, we consider
the scheme with only one Eve located either at the reflec-
tion space or the transmission space, which is referred to
as Only R-Eve/T-Eve. For the scheme with two Eves, if
they intercept the information independently, i.e., Non-
colluding Eves, the equivalent channel gain from IoT
device i to the Eves will equal to the channel gain
from IoT device i to the Eve with the best channel
conditions. Otherwise, if these two Eves can exchange
the information with each other, i.e., Colluding Eves, the
equivalent channel gain is expressed as (31).

• OMA-pCSI/ipCSI 2, NOMA-Optimized Channel Allo-
cation (OCA)-pCSI/ipCSI, NOMA-Fixed Channel Allo-
cation (FCA)-pCSI/ipCSI: We also shed light on the
performance comparison between NOMA and OMA in
the STAR-RIS-assisted uplink systems. Besides, to verify
the necessity of channel allocation optimization in the
NOMA systems, the NOMA-FCA-pCSI/ipCSI scheme is
designed as a benchmark scheme for the NOMA-OCA-
pCSI/ipCSI.

2The frequency division multiple access (FDMA) scheme is adopted in
OMA-pCSI/ipCSI where each IoT device occupies the bandwidth of B/I.
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Fig. 4. Simulation setup.

B. Convergence Performance of the Proposed Algorithm

Fig. 5 illustrates the convergence performance of Algorithm
1 under different learning rate (Lr). WhenLr = 0.1, the
reward cannot converge. This is because with a larger learning
rate, the change of actor network’s policy will be rapid, and
hence may lead to the overshooting of optimal policy, making
it difficult to converge to a stable solution. The reward of
Lr = 0.01 converges to a local optimal solution, and the
reward ofLr = 0.0001 requires more episodes to converge.
Thus, based on the above results, we set the learning rate as
0.001 in the following simulations. Under the learning rateof
0.001, Fig. 6 illustrates the impacts of discount factor on the
rewards. It can be seen that the proposed algorithm performs
less effectively withγ = 0.01 or 0.1 compared to when
γ = 0.99 or 1, since a tinyγ will cause the network to
be incapable of anticipating the future practice in time, and
resulting in a lower reward [44]. Although the performance
of γ = 0.99 is close to that ofγ = 1, the reward might
grow infinitely with an improper number of time slotN when
γ = 1. Therefore, in order to avoid potential issues like
unstable training caused by the infinite reward,γ is set as
0.99 in the following simulations.

C. Performance Comparison

Fig. 7 shows the comparison of our proposed algorithm with
AC and AO algorithms. It can be seen that as the number
of STAR-RIS’s elements increases, the sum secrecy rate of
all algorithms increases. This is because a larger number of
elements can provide more potentials to design STAR-RIS’s
passive beamforming strategies which are aimed at enhancing
the cascaded channels between IoT devices and the BS while
simultaneously suppressing those between the IoT devices
and Eves. Besides, we can find that our proposed algorithm
based on DDPG can achieve higher sum secrecy rate than the
AC algorithm since the unique current and target networks
in DDPG can enhance the robustness of training process.
We also observe that our proposed algorithm performs close
to the AO algorithm, while it is worth mentioning that the
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computational complexity of AO algorithm will be unaccept-
able when there are a large number of STAR-RIS elements,
since the computational complexity of AO algorithm depends
on the number of iterations and the number of decision
variables. On the contrast, the computational complexity of
our proposed DDPG-based algorithm is independent of the
number of STAR-RIS elements, which is more suitable for
the practical implementation.

Fig. 8 shows the impacts of different constraints of STAR-
RIS on the sum secrecy rate. Due to the fact that there is no in-
formation leakage, the WE-pCSI scheme outperforms the other
three schemes with Eves, which is in line with the theoretical
expectations. The STAR-RISs, including the CPS-STAR-RIS
and the IPS-STAR-RIS, can achieve higher sum secrecy rate
than the C-RIS. This is because the amplitude coefficient of C-
RIS for transmission and reflection can only be0 or 1, which
heavily restricts the DoFs for passive beamforming design.We
also find that the IPS-STAR-RIS outperforms the CPS-STAR-
RIS in terms of security enhancement, but the performance
loss of CPS-STAR-RIS over IPS-STAR-RIS caused by the
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coupled phase shift is trivial when there are fewer STAR-RIS
elements.

Fig. 9 presents the sum secrecy rate versus the pathloss
factor between STAR-RIS and Evesξ. With the increase ofξ,
the channel gains between the STAR-RIS and Eves decrease,
resulting in a lower eavesdropping rate, and hence boosting
the secrecy rate. It can be found that the Only R-Eve and
Only T-Eve schemes perform close to each other, and they
outperform the schemes with two Eves. For the schemes with
two Eves, the Non-colluding Eves is better than the scheme of
Colluding Eves. This is because the ES protocol of STAR-RIS
indicates that the incident signals will be divided into reflected
and transmitted signals by the STAR-RIS. Consequently, when
the IoT devices transmit signals to the BS, only one portion
of the signals can be received by the BS via STAR-RIS’s
reflecting/transmitting, and the other portion of signals will
be transmitted/reflected to the opposite side of the BS. If
there is only one malicious R-Eve/T-Eve, it can only wiretap
either the reflected signals or transmitted signals. While if
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there are two Eves respectively located at the reflection space
and transmission space, both of the reflected signals and
transmitted signals will be gleaned. Even if these two Eves
operate independently without cooperation, the eavesdropping
rate is not less than the scenario with only R-Eve/T-Eve. On
the contrary, for the Colluding Eves, the equivalent channel
gain from IoT devicei to Eves is larger than that to any
of individual Eve, resulting in the most serious information
leakage.

Fig. 10 presents the sum secrecy rate versus the maximum
transmit power of IoT devices. As expected, the sum secrecy
rate increases with the increase of uses’ maximum transmit
power. Compared to the scheme of OMA-pCSI where each
IoT device occupies different frequency, the NOMA-OCA-
pCSI and NOMA-FCA-pCSI can achieve higher sum secrecy
rate since multiple IoT devices can simultaneously share the
same frequency via power domain multiplexing in the NOMA
systems. As can be seen from (5), the bandwidth dominates
the achievable rate of IoT devices. Hence, although the inter-
user interference increases when there are more IoT devicesin
the same channel, the sum secrecy rate forL = 4 outperforms
that for L = 2. This is because the IoT devices inL = 4
own double the bandwidth compared to those inL = 2. In
addition, through channel allocation optimization, the NOMA-
OCA-pCSI demonstrates superior performance compared to
NOMA-FCA-pCSI. This is because in the NOMA systems, the
achievable sum rate of IoT devices can be improved by pairing
the IoT devices with more distinctive channel conditions into
the same channel.

Fig. 11 presents the sum secrecy rate versus the number
of IoT devices, whereL = 2. It can be seen that the sum
secrecy rate rises with the increasing number of IoT devices.
Interestingly, we also observe that when the number of IoT
devices increases, the sum secrecy rate does not increase pro-
portionally. This is because STAR-RIS aims to maximize the
performance of overall system while simultaneously serving
multiple IoT devices, rather than maximizing the rate for
individual IoT devices. Therefore, compared to the secrecy
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rate when there are only two IoT devices, the average secrecy
rate for multiple IoT devices tends to decrease.

Fig. 12 depicts the sum secrecy rate versus the trans-
mit power of Jammer. The Jammer’s signal can confuse
the Eves and thereby reduce the eavesdropping rate. Hence,
besides the scheme of WE-pCSI, the sum secrecy rates
of the other schemes improve as the Jammer’s transmit
power increases. It is observed that when the Jammer’s
transmit power exceeds 40 dBm, the performance of the
Only R/T Eve, Colluding Eves, and Non-colluding Eves
schemes is close to the WE-pCSI scheme. In this situa-
tion, the strength of the IoT devices’ signals intercepted by
Eves is much weaker than that of the intercepted jamming
signals, i.e., ωi,k,npi,nhi,RIS,nHRIS−Eve,n(hi,RIS,n)

H ≪
pJ,nhJ,RIS,nHRIS−Eve,n(hJ,RIS,n)

H , resulting in the eaves-
dropping rate close to zero. We also note that there is still an
inescapable performance gap between the C-RIS-pCSI scheme
and the other schemes whenpJ,n = 50 dBm, which is caused
by the restricted DoFs of C-RIS. These results verify the
superiority of STAR-RIS over the traditional RIS.
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D. Impacts of the Imperfect CSI

In this part, we study the impacts of imperfect
CSI on the sum secrecy rate. The CSI uncertainty
is measured by σe = |Θi,BS,n|2

/

|Gi,BS,n|2 =
∣

∣Θi/J,R/T−Eve,n

∣

∣

2
/

∣

∣Gi/J,R/T−Eve,n

∣

∣

2
. Fig. 13 presents

the convergence performance of Algorithm 2 under different
learning rates and CSI uncertainties. It can be seen that the
reward converges after 1000 episodes whenLr = 0.001.
Compared to the case of perfect CSI, the fluctuation of
Algorithm 2 is more severe due to the uncertainties of CSI.

Fig. 14 illustrates the sum secrecy rate versus the CSI
uncertaintyσe. It is found that the sum secrecy rate de-
creases when the CSI uncertainty increases. The channel
estimation errors not only lead to the decrease of cascaded
channel gains, but also result in a reduction in the signal
enhancement effect of STAR-RIS. This is because the signals,
via reflecting/transmitting of STAR-RIS, combine at the BS
following the principle of vector addition. If the CSI cannot
be estimated correctly, the destructive combination will result
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Fig. 14. Sum secrecy rate versus the CSI uncertainty.

in a reduction of signal strength. We can observe that, with
the CSI uncertainty ofσe = 0.25, our proposed algorithm for
STAR-RIS-assisted NOMA systems can still achieve security
enhancement by 28.4 % and 44.5% compared to the OMA-
ipCSI and C-RIS-ipCSI, respectively. In addition, with the
growth ofσe, the performance gain brought by increasing the
number of elements gradually diminishes, which reveals the
necessity of more accurate CSI for passive beamforming and
resource allocation in the STAR-RIS-assisted NOMA systems.

V. CONCLUSIONS

In this paper, we investigated the security issues present in
the STAR-RIS assisted NOMA uplink systems with one co-
operative jammer and dual eavesdroppers, where the coupled
phase shift model was employed at the STAR-RIS. Aiming
to maximize the sum secrecy rate under the perfect CSI,
a DDPG algorithm was proposed to optimize the channel
allocation, transmit power and the coefficient matrices. Then
based on the SAA method, the proposed algorithm was further
adapted to tackle the sum secrecy rate maximization problem
under imperfect CSI without causing additional computational
complexity. Numerical results demonstrated that our proposed
algorithms can achieve higher sum secrecy rate than the
scheme with C-RIS and that with OMA under both the perfect
and imperfect CSI. More importantly, we observed that the
symmetry of STAR-RIS leads to severe information leakage
in the uplink transmissions, and the sum secrecy rate degrades
further when the dual eavesdroppers collaborate with each
other. Additionally, we also noted that when STAR-RIS served
multiple IoT devices simultaneously, it may prevent individual
IoT devices from achieving maximum performance. Conse-
quently, one focus of our future work would be addressing
issues with different QoS constraints.
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