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Abstract 

This work attempts to develop AlGaAs/GaInNAsSb separate absorption and 

multiplication avalanche photodiodes (SAM APDs) and single photon avalanche 

diodes (SPAD). AlGaAs/GaInNAsSb is a promising structure, with significant potential 

benefits in detector and APD applications. The combination of the low-noise 

Al0.8Ga0.2As avalanche multiplication layer with the high detection capability of the 

lattice-matched GaInNAsSb, would introduce a new choice of high-speed and cheap 

GaAs-based APD for 1.3 and 1.55 µm telecommunication applications. In this work, 

experimental measurements as well as a comparison to stochastic models were 

carried out to investigate the characterisation of different AlGaAs and GaInNAsSb 

materials and structures.  

The use of GaInNAsSb, which is lattice-matched to GaAs, as an absorption layer in the 

SAM APD structure can exploit its narrow band gap energy to effectively detect 

wavelengths important to optical applications, such as 1.55 µm. When designing SAM 

APDs, it is crucial to consider if the absorber and avalanche materials have 

comparable electron-to-hole ionization coefficient ratios. Opposing coefficient ratios 
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of the absorber and multiplication layer would produce the worst case for APD noise 

and response time. An initial evaluation of the impact ionization coefficients and 

threshold energies of GaInNAsSb has been undertaken. Even though these coefficients 

have some degree of uncertainty, they can be used as a sufficient foundation for 

further research on this material.  On the other hand, these coefficients can offer 

essential knowledge, such as the fact that beta is much greater than alpha, which 

would negatively affect noise in a poorly designed APD. In addition, the approximate 

fields where multiplication initiates and breaks down were identified. In the future, 

more work needs to be done to optimize these coefficients.  

The large α/β ratio in bulk Al0.8Ga0.2As structure offers low excess noise and low dark 

currents. Also, the wide indirect band gap of Al0.8Ga0.2As enables fabrication of very 

thin multiplication widths without tunneling being a problem. Consequently, using 

Al0.8Ga0.2As in a SAM structure can take advantage of the thin multiplication layer, 

exhibit desirable characteristics suited to high-speed, low-noise avalanche 

photodiodes, and maximise the reduction in excess noise due to the non-local 

ionisation effects.  In order to characterize thin APDs, the non-local electron and hole 

ionization coefficients and threshold energies using the hard dead space model were 

extracted in this work and compared with those of other materials. It is demonstrated 

that, despite the fact that previously investigated thin GaAs APDs can achieve a similar 

significance of dead space with the associated minimisation of excess noise, it is 

difficult to exploit this advantage due to the significant tunnelling in GaAs. On the 

other hand, it is possible to produce a thin Al0.8Ga0.2As APD with a dead space to 

ionisation path length ratio close to the fundamental limit, which leads to excellent 

low-noise multiplication without significant tunnelling. It is also found that in the case 

of the standard ideal p-i-n structure, these coefficients and threshold energies can 

effectively simulate multiplication in APDs as thin as 50 nm.  This is substantially 

thinner than current state-of-the-art APDs. 

The optimal charge sheet conditions for AlGaAs/GaInNAsSb SAM APDs can be 

determined by initially using GaAs as the absorber layer. Five samples were studied, 

and samples 3, 4, and 5 were found to be unsuitable for SAM APD applications as they 

failed to punch through. Sample 3 is suitable for SPAD applications operating at 
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a higher voltage than the breakdown voltage. Sample 2 showed punch through into 

the absorber but kept the electric field below the required level for multiplication in 

the planned dilute nitride absorber layer. Therefore, the structure of sample 2 should 

be used as the nominal design for preparing to use a GaInNAsSb absorber layer. The 

AlGaAs/GaAs structure can be successfully simulated and redesigned based on 

correct coefficients to control the charge sheet conditions and achieve the desired 

punch-through voltage. 

 GaAs/AlGaAs SPADs with an extremely thin multiplication layer are found to exhibit 

a lower DCR than that in other common SPADs with relatively thicker multiplication 

layers, such as InGaAs/InP, InGaAs/InAlAs, and Ge/Si SPADs. On the other hand, these 

SPADs suffered from a higher afterpulsing probability than other SPADs. In the future, 

more work needs to be done to minimise the effect of afterpulsing, improving the 

SPAD’s performance.  

Despite the fact that this work provides the foundation for this structure's essential 

understanding, a lot of work must be done before it can be developed into products 

which improve on state-of-the-art APDs and SPADs.  Using the extracted coefficients 

and threshold energies of AlGaAs and GaInNAsSb with a more sophisticated model 

such as a randomly generated ionization path length (RPL) can help to maximise the 

potential of the materials in new APDs and SPADs simulating important 

characteristics such as excess noise, impulse response, and breakdown probability.  

There is also scope for more open-ended simulation to explore the theoretical limits 

of APDs with multiplication widths which are substantially thinner than previously 

employed. 
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Chapter 1 

1.1 Introduction 

In general, photodetectors are electronic devices that receive a light signal as an input 

and produce an electrical signal that replicates the original signal. They play an 

essential role in almost every optoelectronic system and application. Photodetectors 

were first proposed in 1873 by W. Smith, who discovered photoconductivity in 

selenium [1]. However, Nobili and Macedonio Melloni in 1829 noted the sensitivity of 

the thermocouple to the passing heated body. This is now known as thermopile 

infrared detection. 

Photodetectors can be classified based on the type of optical-to-electrical conversion 

effect, such as the photoelectric effect. Semiconductor based optoelectronic detectors 

take advantage of this effect when a material absorbs an incident photon along with 

its corresponding energy, releasing an electron-hole pair. This can be achieved only if 

the photon energy is equal to or greater than the bandgap. As a result, an electron 

from the valence band can be promoted to the conduction band. Photodetectors, 

which are based on semiconductors made from an alloy of group III and group V 

elements, are essential in many areas of our lives, such as healthcare, transportation, 

telecommunications, the internet, cybersecurity, quantum technologies, and retail. 

Avalanche photodiodes (APDs) are an essential type of photodetector that provide 

high signal-to-noise ratios via internal gain due to impact ionisation. Impact 

ionization is a critical carrier generation process in semiconductors that influences 

the operation of several high-field electronic devices. An accurate knowledge of 

electron and hole impact ionization coefficients is important to simulate not only 

APDs but also electronic devices like transistors, especially as dimensions reduce and 

local electric fields increase. Recently, APDs have been used in various fields, such as 

commercial, military, optical fibre telecommunications, [2] imaging, [3], [4] and 
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research applications. Due to the internal gain generated in APDs, a stage or two of 

subsequent noisy amplification can be avoided. As a result, APDs offer an advantage 

compared to p-i-n detectors, lowering overall system noise and increasing 

signal- to- noise ratio. However, APDs are slower compared to the p-i-n detector. This 

can negatively affect the performance of an optical communications system due to the 

reduction in the gain bandwidth product caused by the avalanching carriers' multiple 

sequential transits through the multiplication region.  

Over recent decades, considerable effort has been made to improve the performance 

of APDs for optical fibre communication systems through optimization of material 

and device structure. In terms of structure, recent research has shown that using thin 

(<1 µm) APD multiplication regions helps to minimise excess noise due to the 

ionisation dead space, which reduces the fluctuation in the multiplication. In addition, 

using a thin multiplication layer can speed up the device due to the reduction in 

transit time and, hence, improves the gain bandwidth product. Today, for 

telecommunication systems operating at 1310–1550 nm, InP/In0.53Ga0.47As SAM 

APDs are widely used. Mostly, the smallest InP multiplication layer thickness 

necessary to avoid excessive band-to-band tunnelling current determines the upper 

limit of these APDs’ gain-bandwidth products (150 GHz) [5]. InAlAs (lattice matched 

to InP) with a slightly larger band gap (1.4 eV) compared to InP (1.35 eV) can achieve 

a thinner multiplication layer for a comparable level of tunnelling current. However, 

the gain-bandwidth products of AlInAs/InGaAs APD are still limited to ~180 GHz [6]. 

Si/InGaAs APDs can achieve gain band width product of 400 GHz [7]. 

Due to the wide indirect band gap of Al0.8Ga0.2As, an extremely thin multiplication 

layer has been reported with negligible tunnelling [8]. This is interesting because it 

should allow for the fabrication of fast devices with lower noise and a higher gain 

bandwidth than in Si, InP, and InAlAs APDs. In order to achieve that, Chapter 5 will 

investigate in detail the different characteristics of these devices. 

Near-infrared wavelengths, particularly 1550 nm, are widely used in many 

applications, including fibre communication and light detection and ranging (LIDAR). 
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As 1550 nm infrared light has extremely small propagation losses in fibre, the signal 

can travel tens of kilometres without amplification, which is obviously desirable for 

fibre communication. For many LIDAR applications 1550 nm is also the optimal 

wavelength due to its relatively eye-safe nature. Compared to other options, these 

higher-power lasers provide users with superior fidelity, longer distances, and more 

accurate outcomes.  LIDAR is a key component used in a wide range of applications, 

including autonomous vehicles, industrial robots, mapping and surveying and drones. 

It is used to precisely determine the distance between the sensor and the target object.  

Dilute nitride alloys have shown promise for detection of near infrared wavelengths. 

This is because adding only a small amount of nitrogen results in a significant 

decrease in the energy band gap. For example, a band gap of ~0.8 eV was obtained for 

GaInNAsSb with just 5% nitrogen, whilst remaining lattice matched with GaAs. As 

a result, a dilute nitride layer can be used instead of InGaAs as an absorber layer due 

to its ability to detect near infrared wavelength up to 1550 nm [9]. Also, as dilute 

nitride is lattice matched with GaAs, it can be grown on an affordable GaAs substrate, 

which is available commercially in greater diameters compared to InP material. Since 

GaInNAsSb and AlGaAs are lattice-matched, the unique properties of these materials 

can be exploited in AlGaAs/ GaInNAsSb SAM APDs and SPADs. To prepare for that, in 

this thesis, particularly in Chapters 5, 6, and 7, the required foundational work is 

addressed.  

Single photon detectors based on avalanche diode structures SPADs are electronic 

devices capable of detecting a single photon with sufficient detection efficiency. This 

allows them to be used in a wide range of applications. SPADs at near-infrared (NIR) 

wavelengths can be employed for LIDAR, atmospheric remote sensing, and some 

imaging systems, including autonomous vehicle trackers, allow detection down to the 

quantum limit. Due to the extremely low dark count rate (DCR) and afterpulsing 

probability of silicon-based SPADs, they are usually used for high-performance LiDAR. 

However, typically, they cannot operate at a wavelength over 905 nm. Despite the fact 

that InP/InGaAs SPADs provide an alternative platform to operate at longer 

wavelengths, their associated high DCR and afterpulsing significantly restrict their 



4 
 

commercial applications.  AlGaAs SPADs have been very rarely reported, but Chapter 

7 reports some initial characterization of their properties. 

1.2 Thesis Structure 

The aim of this thesis is to lay the groundwork for future research to develop 

AlGaAs/GaInNAsSb SAM APDs and SPAD, enabling the most mature III-V substrate to 

reach the crucial telecommunications wavelength of 1550 nm. Chapter 2 covers the 

background information associated with the work presented in this thesis. This 

includes the essential parameters required to describe the photodiodes, such as the 

absorption coefficient, responsivity, quantum efficiency, and dark current 

mechanisms. It also introduces the background theory of APDs and SPADs. This is 

followed by a brief description of the dilute nitride material employed in this work. 

The literature review is discussed in Chapter 3. Chapter 4 illustrates the experimental 

techniques and characterisation setups used for APDs and SPADs studied in this thesis, 

including current-voltage, capacitance-voltage, photomultiplication, and DCR 

measurements. This chapter also provides the details of the modelling used to 

simulate multiplication and excess noise. The non-local electron and hole impact 

ionization coefficients and threshold energies of Al0.8Ga0.2As are reported in Chapter 5. 

Avalanche multiplication characteristics of Ga0.8In0.2N0.05As0.94Sb0.01 are investigated 

in Chapter 6. This chapter also reports the ionization coefficients and threshold 

energies of GaInNAsSb. In Chapter 7, a detailed investigation of Al0.8Ga0.2As /GaAs 

SAMAPDs operated as SPADs is discussed. This includes device design, electrical 

characterisations, and photomultiplication measurements. This is followed by 

an analysis of the origin of the DCR and afterpulsing. 

In the future, the demands for speed, high capacity of data, and security will be very 

essential for digital transformation. Also, photonics technologies will be crucial for 

the new field of telecommunication. The research in this thesis aims to contribute to 

these future advancements 
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Chapter 2  

Background theory 

 

2.1 Photodiodes parameters 

2.1.1 Absorption coefficient 

Free electrons in the valance band can be excited to the conduction band by 

absorption of a photon with higher energy than the band gap of the semiconductor. In 

a semiconductor material, the cut-off wavelength can be defined as the longest 

wavelength that can be detected, and it is given by:  

𝜆 =
ℎ𝑐

𝐸𝑔(𝑒𝑉)
 

2.1 

where λ is the photon’s wavelength, ℎ is Planck’s constant, 𝑐  is the speed of light, and 

𝐸𝑔(𝑒𝑉) is the bandgap of the semiconductor. 

The absorption coefficient measures how far light can travel through a medium before 

it is absorbed, which has the dimension of inverse distance. If the absorption 

coefficient is high, the absorption occurs near the surface, while the light will 

penetrate further if the absorption coefficient is low.  

Furthermore, it can be defined as the constant defining the rate of decrease in the 

intensity of light as it travels through the material. Absorption occurs with a profile 

given by Beer’s Law [1] so the intensity of light, 𝜑 , can be expressed as: 

𝜑(𝑥) = 𝜑°(𝑥) exp(−𝛼𝑎𝑏𝑠𝑥) 2.2 

where 𝜑°  is the initial intensity of light at x = 0 and αabs is the absorption coefficient. 
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In the absorption process, energy and momentum must be conserved during the 

transition of carriers between the valance band and the conduction band. Direct and 

indirect bandgap semiconductors clearly demonstrate energy conservation. The band 

gap is an important parameter for various semiconductor materials that indicates the 

minimum energy between the maximum of the valance band and the minimum of the 

conduction band.  

 

 

Figure 2.1: Examples of (a) the direct-gap band structure of GaAs, and (b) the indirect-gap band 

structure of Si. On both band structures, the absorption of a photon near the cut-off wavelength is 

shown (red arrow).  

For photon energies close to the bandgap energy, indirect materials have a much 

lower absorption probability than direct materials. Figure 2.1 (a) shows the direct 

band gap in GaAs where the minimum of the conduction band is aligned in k space 

with the maximum of the valance band at Г-point of the Brillouin zone.  Consequently, 

an electron-hole pair can be easily generated by the absorption of a photon. Because 

the momentum is the same before and after the transition and it is conserved, the 

interaction with the phonon is not required to change the momentum. However, 

Figure 2.1(b) shows the case of photon absorption in Si. Si is an indirect 

semiconductor because the maximum in its valance band and the minimum in its 

conduction band (located at X point of the Brillouin zone) are at different wave vectors 
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and hence different momentum. As a result, producing an electron-hole pair requires 

such an electron to interact not only with the photon to gain energy but also with 

a phonon in order to change the momentum.  

When considering a wavelength close to the cut-off wavelength with photon energy 

close to the band gap energy, the absorption coefficient in a direct band gap is related 

to two parameters: the wavelength of the light, which represents the 

photon- absorbed energy ℏ𝜔, and the absorption layer material, which represents the 

band gap energy, and it is given by [2]:  

𝛼𝑎𝑏𝑠 = (ℏ𝜔 − 𝐸𝑔)
1
2,   ℏ𝜔 ≥ 𝐸𝑔 

𝛼𝑎𝑏𝑠 = 0              ℏ𝜔 < 𝐸𝑔 

2.3 

where ℏ is the reduced Planck’s constant and 𝜔  is the photon’s angular frequency.  

However, in the indirect band gap, the previous expression must incorporate a term 

of ±ℏΩ  which is the phonon absorption and emission as: 

𝛼𝑎𝑏𝑠 = (ℏ𝜔 − 𝐸𝑔 ± ℏΩ)
2

  ,  ℏ𝜔 ≥ 𝐸𝑔 

𝛼𝑎𝑏𝑠 = 0                    ℏ𝜔 = 𝐸𝑔 

2.4 

where Ω  is the phonon’s frequency. The direct and indirect bandgap is determined by 

the horizontal intercepts of the 𝛼𝑎𝑏𝑠
2   versus ℏ𝜔 plot and 𝛼𝑎𝑏𝑠

1

2
 

versus ℏ𝜔 , respectively 

as shown in Figure 2.2. 

 

Figure 2.2: Extracting the direct (b) and indirect bandgap (a) for AlAsSb grown lattice matched to 

InP substrate. Adopted from [3]. 
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 2.1.2 Responsivity and quantum efficiency  

 Responsivity (𝑅 ) and quantum efficiency (𝑄𝐸 ) are critical parameters in describing 

a photodetector's response to light. The responsivity is the fraction of the 

photocurrent generated in the detector to the power of the incident light, usually 

expressed in units of 𝐴𝑊−1, and it can be explained by the following equation:   

𝑅 =
𝐼𝑝ℎ

𝑃
 

2.5 

where Iph  is the photocurrent, 𝑃   is the optical power on the surface. In order to 

measure the power of a light source more conveniently, commercially available 

detectors usually use responsivity instead of quantum efficiency. The quantum 

efficiency  𝑄𝐸  refers to the ratio of photogenerated electrons collected by the electric 

field 𝑁𝑒 to the number of incoming photons 𝑁𝑝  which arrive at the detector’s surface. 

The quantum efficiency (𝑄𝐸 ) is given by:   

     𝑄𝐸 =
𝑁𝑒 

𝑁𝑝
=

𝐼𝑝ℎ𝑐

𝑃𝑞𝜆
  

2.6 

where λ is the wavelength of the source. From equations 2.5 and 2.6, quantum 

efficiency can be written in terms of Responsivity by:  

𝑄𝐸 =
𝑅ℎ𝑐

𝑞𝜆
  

2.7 

As  ℎ𝑐 equals 1240 eV nm, equation 2.7 can be rewritten as: 

𝑄𝐸 = 1240 ×  
𝑅

𝑞 𝜆(𝑛𝑚)
 

2.8 
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External quantum efficiency limitations 

 

Figure 2.3: A schematic structure of typical p-i-n photodiode. 

For typical photodiodes with top illumination, such as a p-i-n diode shown in 

Figure 2.3, there are some limitations to achieving unity quantum efficiency (𝑄𝐸 ) in 

real semiconductors. Quantum efficiency can be limited by the reflection of the 

incident photons on the surface of the photodiode, which is about 30% of the incident 

light (for most common semiconductors). The wavelength-dependent refractive index 

is ~3.4 for GaAs, while it is only 1 for air. The reflection is caused by the significant 

difference in refractive indices between the semiconductor and the air. The 

photodiode has a thin, highly doped top contact layer to reduce contact resistance. 

Furthermore, although this thin contact layer can absorb in the order of 10% of the 

incident light, the minority photogenerated carriers in this layer are unable to reach 

the junction and contribute to the photocurrent. This is due to the high majority 

carrier concentration in this layer, which results in a reduction in the minority 

carrier's lifetime. Because of the 30% surface reflection loss and the 10% 

non- photocurrent absorption in the contact layer, the quantum efficiency of many 

practical research photodiodes is expected to be 50–55%. The absorption in the 

contact layer can be avoided by etching it off from the optical window, which enhances 

the quantum efficiency and the device's performance. In order to remove the negative 

impact of reflection on quantum efficiency, an anti-reflection coating can be used. To 
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achieve optimal performance, the refractive index of a single-layer AR coat (𝑛𝐴𝑅 ) 

should be: 

𝑛𝐴𝑅 = √𝑛𝑆𝐶  2.9 

where 𝑛𝑆𝐶  is the refractive index of semiconductors. The ideal single layer AR 

coating thickness (𝑇𝐴𝑅 ) can be calculated using the formula: 

  𝑇𝐴𝑅 =
 λ0 

4𝑛𝐴𝑅
 

2.10 

where λ0 is the wavelength of light in free space for which the AR coating is optimised. 

Once the light has passed through the air/semiconductor interface and the highly 

doped contact layer, it needs to be absorbed in the depletion or diffusion region to 

generate photocurrent.  Both the absorption coefficient and absorption width have 

a significant impact on the quantum efficiency. Therefore, the maximum external 

quantum efficiency is given by: 

𝑄𝐸𝑚𝑎𝑥 = (1 − 𝑅𝑆)(1 − exp(−𝛼𝑎𝑏𝑠𝐿)) 2.11 

where 𝐿  is the thickness of the absorption width and 𝑅𝑆 is the reflection coefficient at 

the surface of the semiconductor. When an anti-reflection coating is used, 𝑅𝑠 equals 0 

which means no light is lost due to reflection, resulting in a value known as the 

internal quantum efficiency. The internal quantum efficiency can be derived from the 

external quantum efficiency by dividing equation 2.11 by(1 − 𝑅𝑆). [4] 

According to equation 2.11, at constant L, a higher absorption coefficient results in 

a higher quantum efficiency. It is also shown that there is a proportional relationship 

between the absorption width and the maximum quantum efficiency. Absorption 

width can be defined as the length across which both absorption and depletion take 

place. Therefore, photons can be absorbed, and photocarriers can be created and 

accelerated in an electric field, resulting in photocurrent. In the simple case of 

a heterojunction diode, where absorption occurs only in the intrinsic layer the 

absorption width is equal to the intrinsic width. In addition, in the case of 

a homojunction diode with a constant α, the absorption width equals the total width 

of the depletion and diffusion lengths. Consequently, by increasing the depletion 
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region or diffusion length, the absorption width will increase, allowing more 

photocurrent to be generated and thereby enhancing the quantum efficiency. The 

depletion width is restricted by the unintentional doping concentration of the 

intrinsic region. However, even if the carriers are generated outside the depletion 

region, it is possible for them to reach the space-charge region and contribute to the 

photocurrent by diffusion to the depleted region. The diffusion length of a carrier type 

in a material LD is how far the excited carrier can travel before recombining. The 

diffusion length is related to the lifetime of the excited carrier τ by: 

𝐿𝐷 = √𝐷𝜏 2.12 

where D is the diffusion coefficient. The diffusion length is a function of the quality of 

the material, and it is one of the few parameters that characterize the purity of 

a material. Having a long diffusion length indicates a long lifetime. This means the 

carriers can travel long distances without any recombination due to material defects 

[5]. In addition, the diffusion length is strongly influenced by the doping 

concentration and temperature [6]. When absorption takes place in the p and 

n- cladding layers, the electron and hole minority carriers, respectively, diffuse to the 

space-charge region. The high doping concentration of these layers results in more 

recombination events, which in turn reduce the diffusion length. Diffusion length is 

related to mobility µ by: 

𝐿𝐷 = √
𝑘𝐵𝑇𝜇𝜏

𝑞
 

2.13 

where kB, 𝑇  , and 𝑞   are Boltzmann's constant, temperature, and electron charge, 

respectively. At higher temperatures, carrier scattering rates increase which reduces 

µ.  This in turn reduces diffusion length such that the temperature dependence of µ 

dominates the temperature dependence of the diffusion length. The diffusion length 

is also affected by band structure (either the semiconductor has a direct or indirect 

band gap). The lifetime of indirect band gap materials is typically longer than that of 

direct band gap semiconductors. For example, in AlGaAs, as the x fraction approaches 



13 
 

0.4, which is near the point at which AIGaAs becomes an indirect gap semiconductor, 

the lifetime and then the diffusion length is expected to be higher [7]. 

In another case of a homojunction diode with constant depletion and diffusion length, 

starting from the cut-off wavelength, the absorption becomes stronger as the 

wavelength decreases (α increases). Initially, this will lead to the absorption of 

an increased fraction of the incident photons and an increase in quantum efficiency.  

However, as the wavelength continues to reduce and alpha continues to increase, the 

absorption width will reduce and the number of photons absorbed in the deletion 

region or diffusion length will ultimately decrease, leading to a reduction in quantum 

efficiency. At extremely short wavelengths and high photon energies, absorption 

occurs close to the surface and far from the depletion region. Consequentially 

photogenerated carriers cannot be collected, photocurrent cannot be generated, and 

there is no quantum efficiency. 

Furthermore, the structure may be more complicated, such as the separate absorption 

and multiplication SAM structure, where the absorption takes place on one side of the 

type of junction, to control the primary carrier type. 

2.1.3 Dark current mechanisms 

Dark current is defined as the currents that flow in a photodiode in the absence of 

light. In order to improve the signal-to-noise ratio and the photodiodes, the dark 

current must be minimized. As a result, a lot of efforts have been devoted to reducing 

the dark current, including material selection, heterostructure design, and 

passivation techniques. Several mechanisms can result in dark currents including 

diffusion 𝐼𝑑𝑖𝑓𝑓 , Shockley-Read-Hall (𝑆𝑅𝐻  ) (generation and recombination (𝐼𝐺&𝑅 )), 

band to band tunnelling ( 𝐼𝑡𝑢𝑛𝑛 ) and surface leakage ( 𝐼𝑠𝑢𝑟𝑓 ). The first three 

mechanisms are all bulk-limited, where the dark current is directly proportional to 

the device area. On the other hand, the last mechanism is surface dominated, which 

means that the magnitude of surface leakage current is proportional to the device 

perimeter. 
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Diffusion currents are caused by the injection of minority carriers into the junction 

from the extrinsic area of the device [8]. 

𝐽𝑑𝑖𝑓𝑓 ∝  𝑛𝑖
2  ∝  𝑇3  exp (

−𝐸𝑔

𝑘𝐵𝑇
) 

2.14 

where  𝐸𝑔 is the bandgap, and the factor of 𝑇3 accounts for the density of states [9]. 

An Arrhenius plot of the dark current density of a photodiode on a logarithmic scale 

as a function of inverse temperature can be used to measure the activation energy 

from the gradient. When diffusion is the dominant leakage current mechanism, the 

activation energy is equal to the full bandgap. 

In Shockley Read Hall (SRH) generated dark current, the defects and threading 

dislocations in the crystal lattice cause mid-gap trap states in the bandgap, which act 

as generation centres. The amount of energy needed to thermally excite an electron 

from the valance band to the conduction band is significantly decreased. This will 

allow for more transitions resulting in generation-recombination currents in the 

depletion region of p-i-n diodes [8]. So, the density of defects and the quality of the 

material influence the rate of thermal generation. Cooling the device can help to 

reduce the thermal generation current by reducing the thermal energy available to 

excite electrons into the conduction band. For SRH dark current, there is a direct 

relationship between the intrinsic carrier concentration and the dark current density 

as follows:[9] 

𝐽𝑆𝑅𝐻 ∝ 𝑛𝑖 ∝ 𝑇
3
2 exp (

−𝐸𝑔

2𝑘𝐵𝑇
) 

2.15  

 In this case, according to an Arrhenius plot, the activation energy is approximately 

half the bandgap [9]. 

The band-to-band tunnelling and trap-assisted tunnelling currents can be significant 

sources of reverse-biased diode leakage current observed in III-V semiconductor 

materials. The magnitude of achievable electric field is often limited by tunnelling in 

these materials, which has significant consequences for photodetector design and 

performance, particularly for APDs. For example, devices fabricated with materials 
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such as Al0.8 Ga0.2 As with a wide indirect band exhibit very low tunnelling current. 

This allows for the design of small devices with a high electric field. There is 

an essentially exponential relationship between the applied voltage and the 

tunnelling current. The generation-recombination or diffusion leakage current does 

not show this kind of behaviour. Band-to-band tunnelling current in reversed-biased, 

direct-gap semiconductors can be written as: 

𝐼 =
(2𝑚∗)1/2𝑞3𝐸𝑉𝐴

4𝜋2ℏ2𝐸𝑔
1/2

exp (−
𝜃𝑚0

1/2
𝐸𝑔

3/2

𝑞ℏ𝜉
) 

2.16 

where m* is the effective mass of the tunnelling carrier, m0 is the free electron mass, 𝝃 

is the electric field, V is the applied voltage across the junction, and A is the junction 

area. As shown in the equation, the tunnelling current increases with the electric 

fields and decreases with the band gap and the effective mass. The parameter θ is 

a dimensionless quantity expressed as: 

𝜃 = 𝛼 (
𝑚∗

𝑚0
)

1/2

  
2.17 

where α is a barrier shape characteristic. The exponential term in equation 2.16 

represents the probability that a carrier in the valence band tunnels into the 

conduction band without thane aid of traps. Equation 2.16 can be applied if the total 

voltage, which includes both the applied voltage and the built-in voltage, exceeds 
𝐸𝑔

𝑞
. 

At low electric fields or high temperatures, other sources of leakage may dominate, 

causing the leakage current to deviate from equation 2.16. During direct tunnelling, 

an electron moves from the valence band to the conduction band without absorbing 

or emitting a phonon. On the other hand, in the indirect tunnelling process, 

a tunnelling particle changes its momentum through the absorbing or emitting of 

a phonon. For this reason, direct tunnelling is more likely than indirect tunnelling. 

Trap-assisted tunnelling refers to tunnelling through traps located within the band 

gap. This mechanism is similar to the more fundamental band-to-band process, but it 

requires a lower electric field [10]. 
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The source of surface leakage current is the termination of the regular crystal lattice, 

and hence the regular periodic potential that gives the band structure, at the 

device/air interface, which can result in a conducting surface layer around the 

perimeter of a mesa diode[11]. In some materials, this termination can lead to the 

bending of the bands and the accumulation of electrons, which makes the surface 

more conductive. In addition, due to this termination, dangling bonds can be created, 

and some of them can bond with atoms of other contaminated materials, such as 

oxygen, resulting in additional electronic states and hence surface leakage current. 

According to the Arrhenius plots, surface leakage current has a small activation 

energy. This means it is less susceptible to temperature changes. Passivation using 

dielectric, such as  𝑆𝑈 − 8, is a highly effective method of suppressing surface leakage 

current. In small devices with a high perimeter-to-area ratio, the surface leakage 

current is dominant. As a result, small devices can be used effectively to characterise 

the surface leakage current. 

2.2 Avalanche photodiodes APDs 

Photodiodes are one of the fundamental devices used to detect light, ranging from 

ultraviolet (UV) to infrared (IR). Under moderate reverse bias voltage, photodiodes 

employ the p-n junction and associated electric field to separate the photo-generated 

electron-hole pairs, which induces a current in an external circuit. An application with 

a low photon flux and a weak associated signal requires external amplification. This 

external amplification, however, introduces noise and limits the signal-to-noise ratio. 

The APD with its internal gain and high overall signal-to-noise ratio is an effective 

alternative to a p-i-n photodiode. APDs are also able to operate in Geiger mode, above 

their breakdown voltage, with a high ability to detect a weak optical signal as low as 

a single photon using impact ionization, which is the physical process that drives the 

internal gain in APDs. The gain, or multiplication at any given voltage 𝑀(𝑉), can be 

calculated by the ratio of the total photocurrent 𝐼𝑝ℎ(𝑉) and the primary photocurrent 

𝐼𝑝𝑟  which is the photocurrent without multiplication or the photocurrent at which 

𝑀(𝑉) is unity. 
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𝑀(𝑉) =
𝐼𝑝ℎ(𝑉)

𝐼𝑝𝑟
 

2.18 

2.2.1 Impact ionization in semiconductors 

 Impact ionization is a scattering process where a new electron-hole pair can be 

generated at high electric fields in semiconductors. This phenomenon is the physical 

process that drives the internal multiplication/gain 𝑀  in 𝐴𝑃𝐷𝑠  . The energy of free 

carriers moving across high electric fields in a semiconductor can be identified by the 

sum of the kinetic energy gained from the high electric field and the loss due to 

phonon scattering. As a result of the high electric field in the depletion region of APDs, 

photogenerated carriers can gain sufficient energy to generate additional carriers. In 

this process, as shown in Figure 2.4, an energetic primary carrier (electron or hole) 

collides with an electron in the valence band and moves it to the conduction band, 

generating an electron-hole pair. In the same way, the initial carrier and the two new 

carriers can be accelerated by the electric field, and further electron and hole pairs 

can be generated, resulting in an internal gain. Under a high electric field, a sequence 

of impact ionisation events can occur, and the probability of each carrier ionising 

becomes, on average, 1, and the avalanche becomes self-sustaining, giving rise to 

avalanche breakdown. This is depicted schematically in Figure 2.4 for the 

multiplication process initiated by an electron in the high-field region of a p-i-n diode. 

Even though the electric field is uniform and the values of 𝛼  and 𝛽  remain unchanged, 

the distance travelled between ionisation events is not constant, demonstrating the 

random nature of impact ionisation and hence avalanche multiplication. 
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Figure 2.4: Schematic illustration of a possible electron-initiated multiplication process in the 

high- field region of a p-i-n diode. 

A carrier traveling through an electric field ξ may obtain energy, E, which can be 

expressed as follows: 

𝐸 = 𝜉𝑞𝑥   2.19 

where x is the travelling distance in the direction of the field. However, this equation 

doesn't consider the interactions between the carrier and its surrounding 

environment. The interactions with the crystal lattice or with other carriers might 

cause scattering of the carrier. An individual carrier’s energies might increase or 

decrease due to any single scattering event. However, after initial heating due to 

movement in the electric field, the carriers attain equilibrium as a result of the 

competing effects of scattering and acceleration by the electric field. At equilibrium 

the rate of energy gained from the field is equal to the rate of energy lost due to the 

scattering.  If the equilibrium energy is above the ionisation threshold, then ionisation 

is possible. When it occurs, ionisation is a major scattering event which takes the 

primary carrier back to a lower energy and out of equilibrium with the field. 
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The probability of a carrier ionizing depends on its energy where the carrier must 

have an energy greater than or equal to the threshold energy to ionize, for energies 

below this the probability of ionising is zero. In order to promote an electron from the 

valance band to the conduction band, the threshold energy must be greater than the 

bandgap energy as an absolute minimum. In practice, the threshold energy is strongly 

affected by the semiconductor material’s band structure and the need to conserve 

energy and momentum. This means different band structures lead to correspondingly 

different 𝐸𝑡ℎ .  Consequently, the material’s band structure strongly determines the 

degree to which the threshold energy is greater than the bandgap energy. 

The threshold energy for electrons was estimated by Anderson and Crowell [12] as  

 𝐸𝑡ℎ = 𝐸𝑔 (1 +
𝑚𝑒

𝑚𝑒 + 𝑚ℎ
) 2.20 

where 𝑚𝑒 and 𝑚ℎ  are the electron and hole masses of the parabolic, spherical band. 

Wolff et al. [13] stated that 𝐸𝑡ℎ is equal to 1.5 𝐸𝑔 based on the assumption that the 

electron and hole effective masses are almost equal.  

For a carrier to initiate ionisation, it must travel some distance in the high electric 

field to obtain the threshold energy. This distance is called dead space, and it is 

defined as the smallest distance that a carrier needs to travel to attain sufficient 

energy for impact ionisation. The ballistic model provides the first approximation of 

electron dead space 𝑑𝑒and hole dead space 𝑑ℎas 

𝑑𝑒 =
𝐸𝑡ℎ𝑒 

𝑞𝜉
     ,  𝑑ℎ =

𝐸𝑡ℎℎ 

𝑞𝜉
 2.21 

where  𝐸𝑡ℎ𝑒and 𝐸𝑡ℎℎ is the electron and hole threshold energy respectively. 

When a carrier gains the ionisation threshold energy, its ionisation probability 

becomes greater than zero, and it can be called "enabled". However, the carrier's 

ionisation probability depends on its energy, exhibiting an increase as the energy 

increases. As a result, the probability of impact ionisation for carriers increases in 

proportion to the strength of the electric field in which they move, which in turn 

increases the equilibrium energy distribution of those carriers. This probability is 

characterised by electric field-dependent impact ionisation coefficients (expressed by 
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𝛼 for electron and 𝛽 for hole). α(β) can be defined as the average number of ionization 

events that an electron (or hole) experiences while moving a unit distance in the 

electric field. They are crucial parameters that describe the impact ionisation process, 

expressing the reciprocal of the average distance that a carrier moves between impact 

ionisation events. These two coefficients' values depend on the material band 

structure, electric field, and temperature. The ionisation coefficients can be affected 

by both the band gap and the scattering. At a given scattering rate, using a material 

with a smaller band gap provides higher ionisation probabilities and, hence, higher 

ionisation coefficients. In addition, at a given band gap, a material with stronger 

scattering exhibits lower ionisation probabilities and, thus, lower ionisation 

coefficients. Higher temperatures can minimise the probability of ionisation because 

of the significant carrier energy lost due to higher scattering. On the other hand, the 

ionisation probability can increase with temperature due to the reduction in the band 

gap, although this is usually a secondary effect. 

A high electric field increases the carrier's energy, which in turn increases the 

possibility of ionisation. The electron and hole impact ionisation coefficients can be 

described by the following formula: 

  𝛼,  𝛽  = 𝐴𝑒,ℎ  exp (
𝐵𝑒,ℎ

𝜉
)

𝐶𝑒,ℎ

 
2.22 

where𝐴𝑒,ℎ , 𝐵𝑒,ℎ and 𝐶𝑒,ℎ are parameters that are different depending on the material 

and the carrier’s type. The ionization coefficient has a dimension of 𝑐𝑚−1. 

2.2.2 Noise 

It is important to notice that the gain in an APD comes at a price. Whereas the 

multiplication process amplifies the photogenerated signal, it also amplifies the dark 

currents, which leads to a further contribution of noise. In addition to the 

conventional electronic noise sources, there is another source of the excess noise 

resulting from the random nature of the impact ionization process characterised by 

the excess noise factor 𝐹  which can hence limit an APD's maximum useful gain. The 

shot noise power of a primary or un-multiplied photocurrent 𝐼° is defined as: 
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𝐼𝑛 
2  = 2𝑞𝐼°𝐵𝑊 2.23 

where  𝐵𝑊 is the bandwidth. 

With the incorporation of the effect of multiplication, 𝐼𝑛
2 ,is rewritten as: 

𝐼𝑛
2 = 2𝑞𝐼°𝑀

2𝐹𝐵𝑊 2.24 

 where F is the excess noise factor.  

In  𝐴𝑃𝐷𝑠  , the variance in multiplication values is as important as the average 

multiplication value. There are two factors that influence the variability of 

multiplication and the degree of determinism in the avalanche. The first consideration 

is the ionization coefficient ratio 𝑘 =
𝛽

𝛼
  . The second consideration is the relative 

influence of dead space. In the early work of McIntyre [14], if the ionisation 

probability only depends on local electric field and  𝛼  and 𝛽  are constant, the excess 

noise factor 𝐹  can be written as a function of M and the 𝑘𝑒𝑓𝑓 ratio as: 

𝐹 = 𝑘𝑒𝑓𝑓  𝑀 + (1 − 𝑘𝑒𝑓𝑓) (2 −
1

𝑀
) 

2.25 

 where 𝑘𝑒𝑓𝑓 = 𝑘  for pure electron injection and 𝑘𝑒𝑓𝑓 =
1

𝑘
 for pure hole injection.  

It is clear that this is a reasonable approximation in a large number of cases to model 

avalanche multiplication and breakdown. 

 Two cases can be considered to demonstrate the effect of k on the variation of 

multiplication and, in turn, on the excess noise factor. The excess noise can be 

eliminated, and the avalanche breakdown can not be achieved in the first case where 

one of the ionization coefficients (𝛼 or 𝛽 ) is zero and initiating the avalanche process 

by a carrier type of the second ionization coefficient. On the other hand, in the second 

case, when both 𝛼  and 𝛽  are finite (𝛼 = 𝛽 ) the excess noise can greatly increase, and 

the avalanche breakdown can take place. At a low electric field, there is typically 

a significant difference between 𝛼  and 𝛽  . When alpha (beta) is higher than beta 

(alpha) and the multiplication is initiated by electrons (holes), 𝑘𝑒𝑓𝑓  and hence the 

excess noise factor becomes a small value. On the other hand, at a high electric field, 
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𝛼 and 𝛽  are typically found to converge, which leads 𝑘𝑒𝑓𝑓to approaching unity and 

hence a high excess noise factor.  

In the case of a thick avalanche width, where dead space is negligible, several useful 

design rules of APDs can be provided using this local noise model. The relationship 

between 𝐹  and 𝑀  for various values of 𝑘𝑒𝑓𝑓 was illustrated in Figure 2.5. This figure 

shows that if there is a wide difference between the ionization coefficients and the 

avalanche process has been initiated by carriers with the higher ionization coefficient, 

the low excess noise can be recorded. However, high excess noise can be achieved by 

the wrong carrier type. 

 

Figure 2.5: McIntyre’s local noise predictions for 𝑘𝑒𝑓𝑓  = 0 to 1 in steps of 0.1 and 𝑘𝑒𝑓𝑓  = 2 to10 in 

steps of 1 where 𝑘𝑒𝑓𝑓=k for the injection of electrons and 𝑘𝑒𝑓𝑓=1/k for the injection of holes. 

The excess noise factor is related to the stochastic gain (𝑀𝑛) that is experienced by 

each injected primary carrier by:[15]  

  𝐹 =

1
𝑧

∑ 𝑀𝑛 
2𝑛=𝑧

𝑛=1

(
1
𝑧

∑ 𝑀𝑛
𝑛=𝑧
𝑛=1 )

2 

 

2.26 

where 𝑧   represents the total number of injected carriers. This formulation for F 

considers all determinism enhancements, including those due to dead space.   
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McIntyre’s local noise theory offers the possibility of designing APDs with minimal 

excess noise. An effective method for decreasing background noise is to choose 

a material with a significant difference between α and β. Since a thick multiplication 

region with a low electric field is generally required to achieve low noise due to the 

significant difference between alpha and beta, the associated response time is long. 

To meet the high-speed requirements, however, a thinner multiplication layer with 

a high electric field must be used to obtain the same gain as a conventional APD with 

a thick multiplication layer. Based on the local model, thinner APDs with a high 

electric field and a low ionization coefficient ratio are predicted to have more 

measurable noise. However, in reality, the device's performance was found to be 

better than expected, with lower excess noise [16]. Thus, in the APDs with a thinner 

multiplication width, where the dead space is an important portion of the avalanche 

width, the McIntyre local model really fails in modelling the multiplication and noise 

in APDs.  This is especially noticeable when calculating low level multiplication, 

typically less than 2. This is shown by the recent measurements on several III-V 

semiconductors [17, 18], [19], [20]. In this case, the increased significance of dead 

space will reduce the multiplication and noise achieved in practice below the 

expected values. There is no way for carriers to ionise in the dead space region. As 

a result, the probability density function (PDF) is more deterministic, which reduces 

the potential variance in multiplication that primary carriers can initiate and thus 

reduces the current noise. When a carrier must travel through multiple dead spaces 

to ionise multiple times, the probability of a carrier achieving a large number of 

ionisation events in any single transit is low, which reduces the probability of getting 

high multiplication of any carrier.  

In order to model multiplication and the excess avalanche noise accurately and 

consider the effect of dead space in the excess noise model, several non-local models 

can be used. The most realistic way to simulate high-field carrier scattering is through 

Monte Carlo MC models; however, these models are computationally intensive and 

therefore not desirable for analysing experimental results. The recursive technique, 

which is another nonlocal model, was developed by Hayat et al. based on the 
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probability distribution function (PDF) of the carrier’s ionisation path length in the 

electric field [21]. It has been shown that this model can successfully simulate the 

multiplication and excess noise of APDs with multiplication widths as thin as 0.1 𝜇 m 

[22]. Several researchers have utilised the recursive approach of Hayat et al. to 

correctly analyse the measured excess noise in thin structures [18] [23] [24]. Ong et al. 

developed the random path length model RPL, which calculates the probability of 

carrier ionization based on the random choice of ionization path lengths [15]. The 

displaced ionisation path length PDFs are used within a MC framework to estimate 

the multiplication and excess noise in APDs. The two models may be used to simulate 

experimental measurements and produce comparable predictions for gain and noise. 

The RPL model that was employed in this work is described in detail below. 

2.2.3 Random path length model 

Modelling is an effective tool for interpreting experimental results and optimising the 

device structure, which facilitates an understanding of impact ionisation, avalanche 

multiplication, and noise characteristics. Ong et al. presented the principles of the RPL 

model as described below[15]. The RPL technique is a simple Monte Carlo model that 

can be used to quantitatively investigate the ability of the hard-threshold dead space 

model to predict both multiplication characteristics and avalanche noise in small 

devices. It was found that there is excellent agreement, even for the smallest devices, 

between the mean multiplication obtained using this RPL and that resulting from an 

analytical-band structure Monte Carlo (AMC) model that considers soft-threshold 

effects. Since the AMC model takes into account the scattering events, it fits lower 

threshold energies than the RPL model, which uses a ballistic dead space.  In the RPL 

model, the probability of an electron traveling a distance x in a uniform electric field  

 𝜉 to be ionized, 𝑃𝑒(𝑥), is given by the formula: 

𝑃𝑒(𝑥) = {
0, 𝑥 ≤ 𝑑𝑒

∗

𝛼∗ exp[−𝛼∗(𝑥 − 𝑑𝑒
∗)] ,    𝑥 > 𝑑𝑒

∗  
2.27 

where 𝛼⋆ is the ionization probability per unit distance after the dead space and the 

hard-threshold dead space, 𝑑𝑒
⋆ is given by: 
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𝑑𝑒
∗ =

𝐸𝑡ℎ
∗

𝑞 𝜉
            

2.28 

where 𝑞  is the electron charge and 𝐸𝑡ℎ
⋆ is the effective ionization threshold energy. 𝛼⋆ 

can be determined from the local ionization coefficient α using the following equation: 

 

𝛼 =
1

𝑑𝑒
⋆  +

1
𝛼⋆

          

2.29 

 

 

 

The relationship between α and α* in terms of 𝑑𝑒
∗can be expressed by Figure 2.6.  

 

Figure 2.6: The ionisation probability density function as a function of the ionisation path length. 

From equation 2.27, and when the carrier has not ionized, the probability 𝑆𝑒(𝑥), can 

be written as: 

𝑆𝑒(𝑥) = {
1, 𝑥 ≤ 𝑑𝑒

∗

𝛼∗ exp[−𝛼∗(𝑥 − 𝑑𝑒
∗)] ,    𝑥 > 𝑑𝑒

∗  
2.30 

                                                                   

The random electron ionization path length of each individual carrier, 𝑙𝑒 , can be 

calculated using the following formula: 
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𝑙𝑒 = 𝑑𝑒
⋆ −

ln(𝑟)

𝛼⋆
      

2.31 

where 𝑟  is random number between 0 and 1. The same argument can be applied for 

holes by substituting 𝑃ℎ(𝑥) , 𝑆ℎ(𝑥)  ,𝛽  , 𝛽⋆ , 𝑑ℎ
⋆   ,𝑎𝑛𝑑 𝑙ℎ  for 𝑃𝑒(𝑥) , 𝑆𝑒(𝑥)  ,𝛼  , 𝛼⋆ , 𝑑𝑒

⋆  ,𝑙𝑒 𝑎𝑛𝑑 

in equations 2.27-2.31  

For each injected carrier and all secondary carriers generated by impact ionisation, 

the RPL model tracks their movement through the depletion region and provides 

a record of the position and number of impact ionisation events of all carriers until 

there are no carriers remaining in the avalanche region. Then, the value of the 

multiplication at the end of each trial Mn is calculated from the total number of 

ionisation events (number of events plus one). This process is carried out and 

averaged over ~105 trials to achieve an accurate and consistent simulation. The mean 

multiplication, M, and excess noise, F, can be determined from 

  𝑀 =
1

𝑧
∑ 𝑀𝑛

𝑛=𝑧

𝑛=1

 
2.32 

and 

  𝐹 =

1
𝑧

∑ 𝑀𝑛 
2𝑛=𝑧

𝑛=1

(
1
𝑧

∑ 𝑀𝑛
𝑛=𝑧
𝑛=1 )

2 

2.33 

where z is the total number of trials performed. 

2.2.4 Separate absorption and multiplication avalanche 

photodiodes SAM APDs 

Using SAM APDs with a separate wide bandgap avalanche layer and a low bandgap 

absorption layer is an effective way to achieve high multiplication with low 

band- to- band tunnelling in the multiplication layer and strong absorption in the 

absorption layer. As shown in Figure 2.7, the electric field in both the absorber layer 

and the multiplication layer are controlled by the width and the doping concentration 

of the charge sheet. The charge sheet doping density must be chosen carefully, not 

only to maintain an electric field in the multiplication layer high enough to achieve the 
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required avalanche multiplication but also to have a sufficient electric field under 

a threshold electric field in the absorber layer to both direct photogenerated carriers 

towards the junction and suppress any tunnelling. 

 

Figure 2.7: Schematic representation of the 𝑆𝐴𝑀 𝐴𝑃𝐷  structure, illustrating a low electric field in 

the absorption region with material 𝐴 and a high electric field in the multiplication region with 

material 𝐵. 

2.2.5 GaAs/ AlGaAs SAM APDs 

One of the most important advantages of using III-V materials such as AlxGa1-x As is 

the ability to customize the material characteristics, particularly the bandgap at the 

nanoscale, by varying the fraction x in the alloy. In addition, since AlxGa1-x As with 

x =0.8 has a wide indirect band gap, it would be desirable to use it as a multiplication 

layer in a SAM structure to reduce tunnelling currents [25]. Consequently, a very thin 

multiplication layer can be considered without tunnelling. The large electron and hole 

mobilities of AlGaAs as well as using a thin multiplication layer can be combined, 

resulting in a short response time and a faster device. In addition, because of the large 

ionisation coefficient ratio in AlGaAs, the noise is small[16]. Also, the easy growth of 

AlGaAs results in a reduction of the defect-related dark current. In addition to the high 

speed and low noise performance of Al0.8 Ga0.2 As APDs, they are also essentially 
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lattice-matched with GaAs substrates, which are larger and less expensive than InP 

substrates [26]. Moreover, in terms of the absorption process, the direct band gap of 

GaAs compared to other materials with an indirect band gap increases the absorption 

coefficient, leading to a shorter absorption length and allowing the device to be 

thinner. Furthermore, GaAs with a high atomic number (ZGa = 31 and ZAs = 33) has 

higher absorption coefficient [27] and hence higher detection efficiency than 𝑆𝑖  

(ZSi= 14) sensor of the same thickness [26]. Consequently, a faster response time 

might be achieved by the combination of greater electron mobility and a smaller 

device with a shorter absorption length. 

In the future, the GaAs material in the absorption layer of the SAM structure can be 

replaced with a dilute nitride, which has a narrower band gap. This allows for 

an extended cut-off wavelength. 

2.3 Single Photon Avalanche photodiodes SPADs 

2.3.1 Operation mode of APDs 

This section will highlight several differences between APDs and SPADs. As shown in 

Figure 2.8, it is possible to use APDs  as either linear APDs or Geiger mode SPADs 

 depending on the voltage being applied. In linear mode, because the applied reverse 

bias voltage is less than the breakdown voltage (𝑉𝑏𝑑), the avalanche gain due to impact 

ionisation events is finite, typically not exceeding 1000 in practical devices. 

Consequently, this gain is unable to detect light at a single photon level. On the other 

hand, single photon sensitivity can be achieved with Geiger mode APDs   (SPADs), 

which operate above (𝑉𝑏𝑑)  and have a large gain (infinity). With such a high gain, 

a single primary carrier is capable of producing macroscopic self-sustaining 

avalanche currents, which can be detected by the readout circuit. However, this large 

avalanche current comes at a price, causing excessive heat that can destroy the diode. 

As a result, it is necessary to use a quenching circuit to lower the applied bias below 

Vbd and suppress the avalanche current. The most common quenching circuits are 

passive quenching circuits (PQC) [28] and Gated quenching circuit (as used in this 
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work). Moreover, there are more advanced quenching circuits, such as active 

quenching circuit (AQC) and capacitive quenching circuit (CQC) [29] ,[30].  

Figure 2.8: Left: a typical I-V (in the dark or in the light) of an APD exhibiting the various operational 

modes. Right: a comparison between APD and SPAD adapted from [31]. 

 

2.3.2 Single Photon Detection Efficiency SPDE 

Single photon detection efficiency is described as the fraction of the number of 

avalanche pulses triggered by photo-generated carriers and the number of incident 

photons (at the single photon level). As this work is based on the SAM APDs structure, 

SPDE can be expressed as the product of absorption efficiency, collection efficiency, 

and breakdown probability: 

𝑆𝑃𝐷𝐸 = 𝑃𝑎𝑏𝑠 × (1 − 𝑃𝑙𝑜𝑠𝑠) × 𝑃𝑏 2.34 

where 𝑃𝑙𝑜𝑠𝑠 is the probability of losing the photo-generated carriers before reaching 

the multiplication region. Absorption efficiency 𝑃𝑎𝑏𝑠 can be defined as the probability 

that a photon is absorbed in the absorption layer. 𝑃𝑎𝑏𝑠 has an exponential expression 

as: 

   𝑃𝑎𝑏𝑠 = 1 − exp(−𝛼𝑎𝑏𝑠 × 𝑤𝑎𝑏𝑠) 2.35 

where wabs is the absorption layer width. It is clear from the exponential expression 

that the remaining photon flux decreases with wabs and αabs.  As a result, in order to 

achieve high 𝑃𝑎𝑏𝑠 and hence high SPDE, a thick absorption layer is required. 
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Collection efficiency refers to the ability of photo-generated carriers to reach the 

multiplication layer without any trapping or recombination. One of the disadvantages 

of the SAM structure is that the carriers can be trapped due to the heterojunction 

between the absorption and multiplication layers, thereby reducing the SPDE. To 

overcome this issue and minimize band discontinuity, a grading layer with 

an intermediate bandgap value can be used between the absorption and 

multiplication layers. 

Breakdown probability describes the probability that a photo-generated carrier can 

trigger a sufficiently significant avalanche in the multiplication layer. 𝑃𝑏  can be 

written as a function of the over-bias voltage ratio, which is given by 
(𝑉𝑏−𝑉𝑏𝑑)

𝑉𝑏𝑑
. The 𝑃𝑏 

value usually rises from zero at Vbd and saturates at one when Vb>>Vbd.  An example 

of 𝑃𝑏 as a function of over-bias ratio is shown in Figure 2.9 for an Al0.8Ga0.2As APD with 

a 100 nm thick multiplication layer.  

 

Figure 2.9: RPL simulated breakdown probability of an AlGaAs SPAD with 100 nm multiplication 

layer as a function of over-bias voltage ratio. 

2.3.3 Dark Count Rate DCR 

Dark counts represent the response of a photodetector under no light. DCR can be 

defined as the avalanche event’s rate caused by carriers generated in the absence of 
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illumination. In estimating the DCR, both primary and secondary pulses are 

considered [32]. There are two sources of the primary dark pulses, including thermal 

generation current (Shockley Read Hall SRH) and tunnelling current. Secondary dark 

pulses are formed because of afterpulsing, which will be explained in the next section 

[33], [34].  At constant over-bias voltage, the DCR increases exponentially with 

temperature. Increasing temperature can produce more thermal generation carriers 

especially in small band gap absorber layers, resulting in a higher DCR. To overcome 

such high DCR, the device should be cooled as much as possible. On the other hand, at 

a given temperature, DCR rises with over-bias voltage. When the over-bias voltage is 

increased, the electric field in the multiplication layer is high such that band-to-band 

or trap assisted BTB tunnelling can become significant, resulting in higher DCR. 

Furthermore, increasing the electric field in the small band gap absorber layer can 

also increase carrier generation, through tunnelling or SRH, which in turn increases 

DCR. In addition, as with SPDE, DCR also rises with over-bias voltage because of the 

increased breakdown probability. Therefore, there is always a trade-off between 

achieving high SPDE and low DCR. In order to optimise SPADs, it is important to 

improve SPDE and minimise DCR. 

2.3.4 Afterpulsing 

Afterpulsing is the source of secondary dark pulses [33] [34]. As avalanche current 

flows through the multiplication region, some carriers become trapped due to the 

defects. At a later time, these carriers are released, and can trigger an additional 

avalanche event, this process is known as afterpulsing. It is clear that the carrier 

generation (release) rate is proportional to the defect density. After the trapping of 

carriers, the time required for their release is described by an exponential time 

constant that varies based on the type of defect in the material and operating 

temperature. There are several ways to suppress afterpulsing. If a fast-quenching 

technique such as CQC and/or quenching with an extremely narrow gate is used, it is 

possible to reduce the carrier’s number that flow across the diode during the 

avalanche, resulting in a reduction in afterpulsing. Using low over-bias voltages can 

help reduce the total carriers and thus the after pulsing, but unfortunately, it will also 



32 
 

reduce SPDE. Furthermore, introducing a hold-off time after an avalanche can also be 

used to reduce the afterpulsing effect. A long off time between avalanches allows the 

trapped carriers due to the current avalanche to release before the next avalanche 

without causing new avalanche pulses. Another way to suppress the afterpulsing 

effect is by using a high operating temperature. With increasing temperatures, less 

time is required for releasing carriers. Consequently, the trapped carrier can be 

released before the voltage is increased again, for the next avalanche. Increasing the 

temperature can reduce the afterpulsing, but at the price of a high DCR. So, it is 

important to work on achieving optimal temperature to reduce both afterpulsing and 

DCR. In the SAM structure, if the electric field in the absorber layer is sufficiently high, 

any type of released trapped carrier can trigger an avalanche, resulting in afterpulsing. 

On the other hand, if the electric field in the absorber layer is low, a released trapped 

carrier of the minority carrier type can move to the high electric field, causing 

an avalanche and hence afterpulsing. However, if the released trapped carrier is not 

of the minority carrier type, it will move away from the electric field and have no effect 

on afterpulsing. 

2.3.5 Timing jitter 

Timing jitter refers to the fluctuation in the time between a photon's arrival and the 

avalanche current caused by the incident photon reaching the detection threshold. 

This fluctuation is mostly caused by the variation in the build-up time of the avalanche 

current, due to the random nature of the avalanche process. Increasing over-bias 

voltage is an effective way to minimise the fluctuation of the built-up time. This can 

be attributed to the narrower spread of the ionisation path length probability density 

function (pdf), which has a significant impact on the degree of fluctuation in the 

avalanche process [35] [36]. As carriers can be absorbed in various positions in the 

absorption layer, they take various times to reach the multiplication layer. Differences 

in the arrival time of a carrier at the multiplication layer can also contribute to the 

timing jitter. If the carriers are generated in an undepleted portion of the absorption 

layer, there is a need for them to diffuse to reach the multiplication layer. So, there may 

be a significant amount of timing jitter due to the uncertainty of diffusion time.  
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2.4 Dilute nitride 

Long-haul optical fibre communications typically take place within one of two 

windows defined by minima in dispersion and absorption in silica optical fibres, at 

1310 and 1550 nm respectively. In order to design a photodiode for the latter 

wavelength, an absorbing semiconductor with a 0.8 eV band gap is required. 

In0.53Ga0.47As, hereafter referred to as InGaAs, offers several advantages that make it 

a suitable material for designing a lot of commercial detectors. The small band gap of 

0.74 eV allows for effective detection at 1550 nm. Moreover, InGaAs growth is a fairly 

simple process, allowing for the creation of devices with a low dark current and 

a large depletion width (low unintentional doping concentration). Consequently, it is 

widely used for detecting near-infrared light up to 1700 nm in wavelength. As this 

alloy composition of InGaAs is lattice-matched to InP, it is possible for InGaAs bulk 

layers to be epitaxially grown on InP substrates without strain-related defects. On the 

other hand, compared to other materials such as GaAs, InP substrates are smaller and 

more expensive. Hence, moving to a GaAs-based photodetector might result in 

cheaper and more widely available communication receivers. Interestingly, the 

availability of an absorber lattice matched to GaAs might potentially benefit from the 

AlGaAs material system as a multiplication layer SAM APD. Compared to currently 

incumbent AlInAs layers, AlGaAs multiplication layers can operate with significantly 

thinner widths, resulting in extremely low noise and high bandwidth operation. In 

order to achieve the previous advantages, an absorber layer which is lattice-matched 

to GaAs and epitaxially grown without defects on GaAs substrates is required. 

A detector with equivalent absorption properties to InGaAs can be produced with 

sufficient concentrations of nitrogen and indium.  As the band gap strongly depends 

on the N concentration, N-containing alloys may be used in a wide range of 

extended- wavelength optoelectronic devices. Adding even a small amount of 

nitrogen to the crystalline structure of GaAs or InGaAs can significantly change the 

structural and optical characteristics of those materials, making the epitaxial 

technology of dilute nitrides a complex process. 
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InGaAsN is a novel semiconductor alloy system with the remarkable feature that 

adding only 2% nitrogen lowers the bandgap by more than 30% [37]. Incorporation 

of In and N into GaAs results in a strong redshift of the emission wavelength. It has 

been considered a promising material for laser devices that work at 1300 nm or 

1500 nm.   In addition, the opposite effects of In and N on the lattice constant make it 

possible to match the lattice of InGaAsN on GaAs. The addition of an N atom causes 

a large, local change in the crystal lattice potential. The anticrossing interaction 

between a narrow band of highly localised N states and the extended states of the 

semiconductor matrix results in a characteristic splitting of the conduction band into 

two different bands, 𝐸+ and 𝐸−. In this case, the band anti-crossing (BAC) model can 

be used to describe the band gap [38]. Dilute nitride has a new band gap defined by 

the energy level of 𝐸− . These two levels of energy, caused by the impurity, can be 

written as: 

𝐸± =
1

2
((𝐸𝑁 + 𝐸𝑀) ± √(𝐸𝑁 − 𝐸𝑀)2 + 4𝑉2𝑦 , 

2.36 

where EN defines the nitrogen impurity level’s energy with respect to the valence band, 

EM represents the band gap of the nitrogen free alloy, V is the probability of the 

interaction between the bands and y is the nitrogen alloy composition. V and EN are 

affected by the indium fraction of the alloy, as described by Vurgaftman et al. [39] for 

Ga1-xInxNAs  

𝐸𝑁(𝑥) = 1.65(1 − 𝑥) + 1.44𝑥 − 0.38𝑥(1 − 𝑥) 

𝑉(𝑥) = 2.7(1 − 𝑥) + 2.0𝑥 − 3.5𝑥(1 − 𝑥) 

2.37 

The Antimony's effect on the band gap is described by Aho et al. [40]. Since it has been 

confirmed that Sb has no significant effect on the BAC parameters, it has been 

incorporated into EM [41]. Figure 2.11 shows the range of band gaps that can be 

achieved by varying the concentrations of In and N. A nitrogen fraction of 6.4% and 

20% In are needed to maintain lattice matched to GaAs and enable operation at 

1550 nm. The thermal annealing of the dilute nitride alloy can improve its quality due 

to the reduction of the defect concentration [40]. 
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Figure 2.10: The incorporation of both In and N into GaAs decreases the band gap and can 

compensate for the strain caused by the complementary atom. The dashed line represents 0.8 eV, by 

using materials have a band gap lower than this energy, a 1550 nm wavelength can be detected. 

Adopted from [42]. 

 

Figure 2.11: The band gaps values with variety fraction of In and N in GaInNAs. The dashed line 

represents the ratio necessary to maintain lattice matched to GaAs. Adopted from [42]. 
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Chapter 3 

Literature review 

3.1 Impact ionization coefficients of AlxGax-1As 

To date a number of researchers have obtained data to determine both local and 

nonlocal electron and hole impact ionization coefficients for AlxGa1-xAs diodes, with 

different ranges of Al fraction and intrinsic width. The earlier measurements of 

Shabde et al. [1] assumed equal electron and hole ionization rates.  

3.1.1 Local impact ionisation coefficients 

Robbins et al. [2] reported experimentally the local electron and hole impact 

ionization coefficients for AlxGa1-xAs compositions x ≤ 0.4   using the technique 

described by Stillman and Wolfe, [3] as shown in Table 3.1. The unit of B parameter 

was not clear in the papers, and it is checked and confirmed to be V cm-1. It was found 

that as the Al fraction increases, both α and β, the electron ionization coefficient and 

hole ionization coefficient, respectively, decrease as shown in Figure 3.1. For 

comparison, the figure also illustrates the coefficients of GaAs with 0 Al composition 

[4]. As the figure shows, the α/β ratio remains relatively constant across the range of 

compositions and electric fields studied. 
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Material Electric field 

range ξ   

(kV cm-1) 

Coefficient 

type 

  

A  

(x105 cm-1) 

B 

 (x105 V cm-1) 

C 

AlxGa1-xAs for 

x=0.1 [2]   

300-400 α 

 β 

1.81 

 3.05 

6.31 

 7.22 

2 

 1.5 

AlxGa1-xAs for 

x=0.2 [2] 

300-400 α 

 β 

10.9 

 6.45 

13.7 

 11.1 

1.3 

 1.5 

AlxGa1-xAs for 

x=0.3 [2] 

300-400 α 

 β 

2.21 

 2.79 

7.64 

 8.47 

2 

 1.9 

AlxGa1-xAs for 

x=0.4 [2] 

300-400 α 

 β 

174 

 30.6 

33.9 

 20.7 

1 

 1.2 

AlxGa1-xAs for 

x=0.15 [5] 

327-461 α 

 β 

1.97 

 3.91 

7.38 

 9.63 

1.79 

 1.58 

AlxGa1-xAs for 

x=0.30 [5] 

310-460 α 

 β 

5.16 

 3.51 

10.7 

 21 

1.49 

 1.12 

GaAs  

[7] 

150-900 α 

 β 

2.28 

 2.24 

6.770 

 7.148 

1.511 

 1.554 

Al0.15Ga0.85As 

[7] 

  α 

 β 

2.17 

 2.51 

7.740 

 8.600 

1.533 

 1.516 

Al0.30Ga0.70As 

[7] 

  α 

 β 

2.69 

 3.20 

9.540 

 10.62 

1.476 

 1.430 

Al0.60Ga0.40As 

[7] 

330-1100 α 

 β 

2.95 

 3.11 

11.63 

 12.15 

1.444 

 1.433 

Al0.8Ga0.2As 

[8] 

328-519 α 

 β 

1.40 

 1.14 

8.05 

 8.76 

2.03 

 2.18 

Table 3.1: The parameterized local electron and hole impact ionization coefficients for AlxGa1-xAs 

written as  α(β) = A  exp [- (
B

ξ
)

C
]in cm-1 where ξ is the electric field. 



42 
 

 

Figure 3.1: The fitted electron and hole impact ionization coefficients for AlxGa1-xAs over x = 0.1–0.4 

[2]. For GaAs, the data from Bulman et al. are presented [4]. 

 

Another range of Al fractions of AlGaAs has been investigated by Plimmer et al. [5]. In 

two sets of AlxGa1-xAs (0.15, 0.30) p-i-n diodes with an intrinsic region width change 

from 1 down to 0.025 µm, the electron and hole photomultiplication characteristics, 

Me and Mh, respectively, have been investigated using the technique described by 

Stillman and Wolff [3]. These multiplication measurements were used to determine 

the effective electron and hole ionization coefficients, α and β, respectively, based on 

the conventional “local” analysis illustrated by Grant [6] as shown in Table 3.1. In the 

thicker devices, there is a good agreement with data published previously in the 

literature. On the other hand, in thin structures, with w ≤ 0.1 μm   , the measured 

multiplication was reduced due to the effect of the dead space below their bulk values 

at lower bias voltage values. When the electric field is increased, α and β rapidly 

approach the values predicted for a local model, indicating that the dead space is 

being compensated for by velocity overshot effects. It was also confirmed that the 

breakdown voltage can be increased by increasing the alloy composition across all 

thicknesses. 
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For an extended range of AlxGa1−xAs (x = 0–0.60)[7] structures, the local ionization 

coefficients are extracted from photomultiplication data using the local analysis, as 

described by Stillman and Wolfe (1977) where the multiplication region thickness 

varies from 1 μm down to 0.05 μm. It was found that although dead space becomes 

a significant fraction of the device thickness when the thickness reduces, these 

coefficients implicitly consider, to some degree, the dead space effect. As a result, they 

can be utilised within the simple local ionization model to successfully simulate the 

avalanche processes in depletion region thickness down to 0.1 μm. This is because, 

once dead space becomes significant, only a small number of devices with similar 

geometries access the same high field. Hence, for devices that access this field, 

an 'effective' or averaged coefficient can be defined as shown in Table 3.1. These 

coefficients can give a reasonable estimate but do not properly address non-local 

behaviour. Consequently, for extremely thin devices with an intrinsic region as thin as 

0.05 µm, the local model failed, as shown in Figure 3.2.  

 

Figure 3.2: Pure electron multiplication Me versus applied voltage in GaAs p+-i-n+s(——) with 

nominally intrinsic width equal to 1 μm (•), 0.5 μm (◾ ), 0.3 μm (▲), 0.2 μm (▼), 0.1 μm (◆) and 0.05 

μm (hexagons) and Me from p+-n junctions (— · · —) with the n-side doped at 5 × 1016 cm−3 (○) and 

2.2 × 1017 cm−3 (□). Measured (curves) and local model (symbols) [7]. 
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Ng et al. [8] reported the local impact ionization coefficients in bulk AlGaAs of higher 

aluminium fraction alloys (x= 0.8) over the 328-519 kV/cm electric field range using 

the technique described by Stillman and Wolfe. Based on the experimental results, the 

parametrized expressions of the ionization coefficients were identified using least 

squares fit, and they are also illustrated in Table 3.1. 

3.1.2 Non-local impact ionisation coefficients 

The dead-space effect [9] was initially taken into consideration by Okuto and Crowell. 

They used a nonlocal coefficient instead of the conventional ionization coefficient. As 

well as the local coefficients, the nonlocal coefficient and threshold energies for the 

range of x = 0-0.6 have been determined by Plimmer et al. [10] based on the measured 

results, which cover the range of electric field from 250 kV/cm to 1200 kV/cm in each 

composition using a Monte-Carlo model as shown in Table 3.2 and plotted in 

Figure 3.3. The figure shows how the coefficients decrease with increasing x. 
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Material Electric 

field 

range ξ  

(kV cm-1) 

Coefficient 

type 

 

A 

(x105 cm-1) 

B 

(x105 V cm-1) 

C Ethe 

(eV) 

Ethh 

(eV) 

GaAs 

[10] 

<600 

  

 >600 

α 

β 

 α 

β  

4.22 

5.89 

 27.7 

22.7 

7.09 

8.89 

 41.0 

31.2 

1.535 

1.402 

 0.60 

0.687 

3.1 3.3 

AlxGa1-xAs 

for x=0.15 

[10] 

<600 

  

 >600 

α 

β 

 α 

β  

33.6 

36.4 

 12.6 

14.3 

23.5 

25.2 

 18.0 

20.0 

1 

1 

 1 

1 

3.2 3.4 

AlxGa1-xAs 

for x=0.30 

[10] 

<600 

  

 >600 

α 

β 

 α 

β 

30.7 

34.3 

 12.7 

13.6  

23.6 

25.3 

 18.4 

19.9 

1 

1 

 1 

1 

3.4 3.6 

AlxGa1-xAs 

for x=0.60 

[10] 

<600 

  

 >600 

α 

β 

 α 

β 

34.7 

30.8 

 13.9 

14.8 

28.2 

28.6 

 22.7 

23.8 

1 

1 

 1 

1 

3.4 3.6 

Al0.8Ga0.2As 

[12] 

328-1110 

  

1110-1540 

   

α 

 β 

 α 

 β 

3.18 

 3.55 

 38.4 

 38.4 

10.4 

 11.2 

 102 

 102 

1.67 

 1.85 

 0.55 

 0.55 

2.23 2.23 

Table 3.2: The parameterized non-local electron and hole impact ionization coefficients for 

AlxGa1xAs expressed as α(β) = A  exp [- (
B

ξ
)

C

]in cm-1 where ξ is the electric field. The threshold energy 

is also written for electron and hole in terms of Ethe and Ethh respectively. 
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Figure 3.3: MC electron (open symbols) and hole (closed symbols) ionisation coefficients in GaAs 

(○, ●), Al0.30Ga0.70As (△, ▲), and Al0.60Ga0.40As (◇, ◆). Solid lines indicate the parameterized 

coefficients written in Table 3.2 [10]. 

 

After determining the model parameters through experimental fitting, Me and Mh 

were calculated for a range of ideal p-i-n diodes so that the effect of the alloy 

composition could be compared more accurately. The results for p-i-n diodes with 

a range of intrinsic widths of 1 µm, 0.1 µm, and 0.05 µm for Al fractions of 0, 0.30, and 

0.60 are presented in Figure 3.4. It is obvious from the figure that both multiplication 

curves (Me and Mh) shift to a higher electric field at each width as the Al composition 

increases. This is because both α and β decrease with increasing Al composition [11], 

as shown in Figure 3.5. As a result, there is a need to increase the electric field to 

compensate and achieve the breakdown. Figure 3.5 also shows how the α and β 

converge as the Al fraction approaches 0.6. As a result, in the composition range x = 0 

to 0.6, at any given intrinsic width, the Me/Mh ratio is closer to unity when the Al 

composition increases, as shown in Figure 3.4.  
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Figure 3.4: Me (open symbols) and Mh (closed symbols) curves based on the MC model represented 

as ln(M-1) for ideal p+-i-n+ diodes of GaAs (—), Al0.3 Ga0.70 As (——), and Al0.60 Ga0.40As (- - -) with 

intrinsic width equal to 1 µm (○, ●), 0.1 µm (△, ▲), and 0.05 µm (▽, ▼) [10]. 

 

Figure 3.5: α and β as a function of a range of aluminium fraction x [11]. 

 

When the Al fraction is x<0.6 the nonlocal nature of ionization has been well 

investigated and the multiplication characteristics of thin devices can be simulated. 
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However, in this Al composition range the band gap is not wide enough to limit the 

tunnelling. Also, since the electron and hole ionization coefficients converge at the Al 

fraction of 0.6, this material is not a suitable multiplication medium for low noise 

avalanche photodiodes. On the other hand, at an Al fraction of 0.8, tunnelling is 

suppressed due to the wide indirect band gap, allowing the formation of extremely 

thin diodes, which take advantage of non-local effects such as reduced avalanche 

noise, increased speed and gain bandwidth product. Also, beta reduces significantly 

at this Al fraction, which increases the coefficient ratio to be greater than 10. 

Therefore, the excess noise can be significantly minimised in the case of electron 

injection. Consequently, there is a need to extract the non-local coefficient of 

Al0.8Ga0.2As to exploit the advantages of its desirable properties and to investigate the 

multiplication in thin devices with low tunnelling and low excess noise. 

In 2001, Ng et al. [12] extracted ionization coefficients for Al0.8Ga0.2As extending the 

electric field range of their previous results [8] to 328 kV cm-1 ≤ ζ ≤ 1540 kV cm-1 . 

These coefficients hereafter referred to Ng’s coefficients. Ng et al. also extended their 

work by applying the simple correction of Okuto et al [9], which leads to a threshold 

energy. However, with only the first dead space considered, the energy fitted is not 

equivalent to that used by RPL or recurrence. Ng’s coefficients [12] and electron and 

hole threshold energies are written in Table 3.2. As shown in Figure 3.6, by applying 

Ng’s coefficients to the local model with the simple correction, the multiplication and 

breakdown can be accurately simulated.  
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Figure 3.6: Solid lines indicate Me and dashed lines indicate Mh from the p-i-n diodes investigated 

plotted on (Top) a linear scale and (bottom) as (M-1) on a logarithmic scale to show the low 

multiplication values. The symbols illustrate the calculated results using the local model and their 

simple dead space correction[12]. 

 

However, the effects of dead space on APDs can be investigated using a developed 

model, such as the hard threshold dead space model not only to simulate 

multiplication but many more important device characteristics, including excess 

noise, impulse response, and breakdown probability. This model can simulate the 

device's behaviour, with those modelling a hard-dead space-displaced PDF proving to 

balance speed with accuracy.  The two most widely used hard-dead space models are 

RPL [13],  [14] and recurrence [15], [16]. In Chapter 5, I report the nonlocal 
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coefficients and threshold energies of Al0.8Ga0.2As using a hard threshold dead space 

model.  

3.2 AlGaAs/GaAs SAM Avalanche Photodiodes 

The AlGaAs/GaAs SAM APD in terms of its structures and applications is discussed. 

Although complicated, a staircase structure is one of the most popular APD structures 

employing AlGaAs, and most of the reports considered here relate to it. On the other 

hand, some other structures without a staircase, which are close to the work in this 

thesis, have been mentioned too. Moreover, since x-ray detection is the most 

significant application currently targeted by researchers studying these devices, some 

of the applications mentioned in individual papers will be discussed [17] , [18], [19]. 

However, this is not the application targeted by the current work because dilute 

nitride allows absorption at important IR wavelengths, which GaAs does not.   

3.2.1 SAM APD structure 

Two types of APD structures—with staircases and without staircases—have been 

considered. Most of the III-V semiconductor materials exhibit similar magnitude 

electron and hole ionisation coefficients. Based on the shot noise theory of McIntyre 

[20], such behaviour results in worse noise characteristics than in silicon APDs. 

An attempt to address this problem was made by Capasso et al. in 1983 [21]. They 

proposed for the first time a structure called the “staircase diode” to artificially 

improve the α and β ratio.  This used a SAM APD structure and the GaAs/AlGaAs 

material system, and hence is a comparison point for work in Chapter 7, studying 

GaAs/AlGaAs APDs. 

A staircase structure is formed by thin layers of AlGaAs and GaAs that change 

periodically to produce a periodic modulation of the band gap. When the structure is 

reverse biased, the diode exhibits a conduction band like a staircase. In the first 

direction, electrons gain the energy of the conduction band offset when they move 

from the AlGaAs barrier into the GaAs well; in the other direction, holes lose the 

energy of the valence band offset. Ultimately, this causes a change in the energy 
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distribution of the electrons in the GaAs well toward higher energies and a decrease 

in the energy distribution of holes. As a result, higher electron ionization rates and 

lower hole ionization rates were predicted. For this reason, one possible technique for 

creating low-noise APD in GaAs-based material systems is to use the staircase diode 

as an electron multiplication region.  In this thesis, a higher Al fraction AlGaAs 

multiplication layer is used instead, but in other ways, the SAM APD structures are 

similar.  

The staircase band structure described above illustrates the conduction and valance 

band edges when the carriers have low energy. However, when the APD is biased at 

high voltages necessary to achieve the gain, the carriers will have very high energy, 

and hence they might not be able to see the band edge steps and experience the same 

excess energy when they move from one material to another. As a result, the 

advantage of the staircase in reducing the excess noise based on the band edge might 

be less significant. 

 

Figure 3.7: Schematic of the AlGaAs/GaAs APD with staircase multiplication region [17]. 

 

In 1994, Lauter et al. [17] developed an AlGaAs/GaAs SAM APD with separate 

absorption and staircase multiplication regions to use as an x-ray detector, the most 
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common target application for AlGaAs/GaAs APDs reported in the literature. 

Molecular beam epitaxy (MBE) was used to grow the devices at a temperature of 

600°C. The device structure is illustrated in Figure 3.7. A δ p-doped layer, which 

separates the multiplication region from the absorption region, was used to avoid the 

electric field reaching the absorption region (which has a lower band gap) by 

completely suppressing the penetration of the depletion region. The C-V 

measurement of the AlGaAs/GaAs SAM-APD is shown in Figure 3.8. The figure 

illustrates that this device is not entirely depleted, where the multiplication region is 

depleted while the absorption region remains undepleted. This device's behaviour 

provides the advantage of low dark currents.  Dark current and photocurrent 

characteristics, which were carried out by focusing a white light on the top of the 

diode, were illustrated as a function of reverse bias in Figure 3.9. These measurements 

confirm that the devices experienced low dark current, which was always less than 

100 pA at 90% of the breakdown voltage. They also confirm photocurrent was 

collected but do not give an indication of QE. In addition, a higher gain of ~20 was 

reported using this structure. The electron diffusion length is long enough [22], owing 

to the low doping density of p-GaAs 2 × 1014cm-3, which helps to collect a significant 

number of the generated electron-hole pairs in the depletion layer.  Despite the fact 

that this device did not punch through, it provided high gain with low dark current 

and enough collection efficiency. To compare with the work in Chapter 7, this device 

has similar depletion behavior to samples 3 and 5, where the absorber layer has never 

been depleted. With the limitation of unknown QE in Lauter’s work, it appears that 

photocurrent was better collected from their undepleted absorber, likely due to the 

use of a lower Al fraction and a depleted linearly graded interface, compared to 

samples 3 and 5.   
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Figure 3.8: Room temperature C-V characteristic of the AlGaAs/GaAs SAM-APD [17]. 

 

 

Figure 3.9: Photocurrent and dark current versus reverse bias voltage [17].  

 

In 2017, Steinhartova et al. [23]used the same staircase structure as used in the 

previous paper to study the influence of the δ p-doping layer of carbon atoms on the 

behaviour of GaAs/AlGaAs SAM-APDs with separate absorption and multiplication 

regions grown also by molecular beam epitaxy MBE. The main structure of the device 

is shown in Figure 3.10. 
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Figure 3.10: An illustrated sketch of the SAM-APD device structure (a), the layer sequence (b), and 

profiles of the band energy under an applied bias (c)[23]. 

 

Five samples with varying carbon areal densities were evaluated to explain the effect 

of the δ p-doped layer on the device's performance. The current-voltage 

characteristics (I-V) and capacitance-voltage characteristics (C-V) of the devices in the 

dark were investigated. The devices with the minimal leakage current can be selected 

using IV measurements, while the CV measurements illustrate information regarding 

the internal electric field and the potential distribution within the device. 

 

Figure 3.11: Capacitance (left) and associated depletion width (right) as a function of revers bias 

voltage for the different devices [23]. 
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Figure 3.11 shows that the capacitance of all devices (except E) drops at certain 

voltage values as the absorber starts to deplete. When the δ p-layer doping density 

decreases, these voltage values decrease too, as expected. Sample E had the highest, 

and they deemed it the most suitable, doping density of the δ p-doping layer of about 

2.5  × 1012 cm-2,   where the depletion width is equal to only the thickness of the 

multiplication layer. As a result, the depletion in the absorption layer was suppressed 

even up to the breakdown voltage. The author concluded that this doping was the 

minimum doping required to achieve electrostatic separation between the 

multiplication layer and absorber layer. In addition, the photoresponse of the devices 

was measured when all of the carriers were created throughout the first few hundred 

nm of the absorption region. Figure 3.12 shows the gain as a function of the reverse 

bias of devices B, C, and E using the BEAR beamline in the energy range 500–800 eV 

(left side) and green laser light (λ = 532 nm  ) (right side). The low delta doping 

concentration devices have a much lower multiplication value at a given bias voltage, 

as should be expected given their increased depletion width and reduced electric field. 

However, the devices with sufficient doping density exhibit significant gain in this bias 

voltage range and clearly operate successfully as an APD. 

It is not clear why the authors did not increase the voltage on samples B and C to 

achieve significant avalanche gain, but they had made the decision to design and 

operate the device for an undepleted absorber. Again, the devices have some 

similarities to samples 3 and 5 in this respect.  

  

Figure 3.12: Gains of the tested devices with varying carbon atom concentrations in the δ p layer 

observed at the BEAR beamline with an average of seven different energies between 500–800 eV 

(left) and using the green laser (right). The dashed line indicates the breakdown voltage of device E 

(38 V) [23]. 
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In 2019, Nichetti et al. [24] also investigated APDs based on GaAs/AlGaAs with 

separate absorption and staircase multiplication regions in terms of capacitance, light 

response (gain and noise), and time response, extending on earlier work. They used 

the same structure of device E in the previous paper. In addition, gain and noise 

measurements have been implemented on these devices by using photons in the 

range from visible light to hard x-rays. The noise factor (F) as a function of the gain 

has been illustrated in Figure 3.13. The area dependence of the extracted excess noise 

factor is a concern.  The authors attribute this to “a larger influence of the substrate”, 

which is assumed to refer to an increased fraction of hole injection. However, it is not 

clear why this would be more significant in larger devices. 

 

Figure 3.13: Excess noise factor versus the gain extracted from photomultiplication measurements 

performed on different device areas using different laser powers [24]. 

 

The excess noise reported in these devices can be compared with that reported for 

bulk (as opposed to staircase) AlGaAs diodes. Hing et al. [25] reported excess noise in 

a comparable Al0.6Ga0.4As alloy with multiplication widths up to 850 nm (comparable 

to the 960 nm in the staircase design). The excess noise factors reported are similar, 

calling into question the advantage of the staircase design in terms of excess noise. In 

fact, Al0.8Ga0.2As as reported by Ng et al. [26] and used in the APDs studied in Chapter 

5, shows significantly lower excess noise as shown in Figure 3.14.  Hence it is 
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considered that using a high Al fraction alloy is a better route to low noise 

AlGaAs/GaAs SAM APDs. 

 

 

Figure 3.14: Excess noise factor as a function of multiplication factor measured in Al0.8Ga0.2As/GaAs 

APDs [26]. The comparable case with the work of Nichetti et al. [24] is the pure electron injection 

using 1.02 µm multiplication width (open circle). 

 

In 2020, the same authors reported the characteristics of capacitance and light 

response of the same structure with a staircase in the form of either a δ p-doping sheet 

of C atoms with p = 2.5 × 1012 cm-2(device A) (as the sample E characteristics in the 

previous article) or a 50 nm-thick GaAs C layer with p = 6 × 1012 cm-2 (device B) [18]. 

Looking very closely at the field at the edge of the absorber they found that it slightly 

penetrated into the absorber with the delta doped structure (A) but not at all with the 

50 nm doped layer (B). Figure 3.15 shows the photocurrent associated with device A 

is notably higher than that of device B. This illustrates the significance of the small 

residual field reaching the absorption region of device A and depleting the interface 

with the absorber.  Evidently this improved charge collection. In contrast, because of 

the absence of this field in the absorber layer and across the absorber interface in 

device B, the generated carriers were not collected as efficiently. Given this more 

detailed analysis, it is clear that device B in this work is even more comparable to 
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samples 3 and 5 reported in Chapter 7. Differences in layer structures do remain, 

which further suppress carrier collection particularly in sample 5. 

 

Figure 3.15: Current voltage characteristics IV of device A (magenta curve) and device B (blue 

curve). The laser power values used during the photocurrent measurements for A and B were 1400 

μW and 1600 μW, respectively [18]. 

 

Unlike all previous researchers, in 2014, Gomes et al. did not use the staircase 

structure. They used the SAM structure as shown in Figure 3.16 [19]. This structure 

was similar to the structure used in Chapter 7 with the Al0.8Ga0.2As multiplication 

region and the field-control layer, which has the same role as the charge sheet. 

However, the absorption layer was intrinsic rather than a low intentional doping layer 

in our structure. It is interesting to note that these devices show a dark current, 

approximately consistent with the dark current in our devices in Chapter 7, where the 

surface leakage mechanism also dominates. To evaluate the significance of dark 

current in these devices, the dark current density was calculated at 90 % of 

breakdown voltage and compared with other established SAM APDs materials. It is 

found that the dark current density in these APDs, with only 220 nm multiplication 

width, is <1 µA/cm2 which is lower than that reported for 1200 - 1300 nm 

multiplication width InP/InGaAs SAM APDs (5 µA/cm2)[27] and 400 nm 

multiplication width InAlAs/InGaAs SAM APD (~50 µA/cm2) [28].  

 Note that it breaks down at a relatively low 22 V, for a SAM APD. However, as 

will be shown in Chapter 7, with a thinner multiplication region of ~50 nm, the 
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breakdown voltage can be reduced further without increasing dark current.  As 

shown in Figure 3.17, the CV measurements demonstrate that these devices punch in 

the normal way for a SAM APD.  Their punch through voltage is similar to that 

observed in sample 2 (10 V). However, the larger difference between punch through 

voltage and breakdown voltage makes them more suitable for APDs and less suitable 

for SPAD applications compared to sample 2. 

 

Figure 3.16: Structure details of the GaAs/Al0.8Ga0.2As SAM APD wafer [19]. 

 

Figure 3.17: Measured (solid line) and modelled (symbols) CV characteristics of 200 µm diameter 

APD [19]. 
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3.3 SAM Single Photon Avalanche Diodes (SAM SPADs) 

SAM SPAD plays a critical role in applications such as satellite laser ranging [29], 

deep- space laser communication [30], quantum imaging [31], and quantum 

cryptography [32], [33]. The photon detection efficiency PDE and DCR are the main 

parameters used to evaluate the performance of SPADs. Very low DCR are currently 

required for the most demanding applications. There are a lot of studies that focus on 

improving the performance of SAM SPAD, especially a reduction in primary DCR and 

after-pulsing probability. There are many SPAD technologies based on different 

structure and different wavelength photon detection. This review focuses on III-V 

SAM SPADs for IR photon detection.  InP/InGaAs SPADs dominate this space.  The 

potential AlGaAs/GaInAsSbN APD targeted by this project is a possible long-term 

replacement for such SPADs. 

In terms of the primary DCR, some authors investigated the effect of some factors on 

reducing the primary DCR, such as multiplication width, device area, absorption 

material quality, and temperature. They also tried to identify the source of the primary 

DCR, which includes field-assisted mechanisms of band-to-band tunnelling and 

tunnelling through defects, as well as the generation/recombination GR mechanism. 

One of the factors that can play an important role in reducing the primary DCR of SPAD 

is the thickness of the multiplication region. This is investigated by Ramirez et al. on 

SAM SPADs with InP homojunction multiplication regions and InGaAs as absorber 

layer [34]. It was found that when the multiplication region thickness increases, the 

reduction in the number of dark carriers caused by field-assisted generation 

mechanisms opposes the increase in the number of GR dark carriers. Therefore, the 

authors concluded that there is an ideal value for the multiplication region width, 

achieving the lowest DCR of the SPAD. In the case of InP, they show that this optimum 

is quite thick, in the order of 1 µm.   

Given that generation mechanisms depend on material characteristics, studies like 

this help understand trends but would need revisiting for different materials because 

the optimum structure will likely differ. In Chapter 7, since we use the Al0.8Ga0.2As 
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multiplication layer, which has a wide indirect band gap, the multiplication thickness 

can be reduced further down to 50 nm without significant tunnelling, illustrating the 

importance of the material chosen in the details of successful SPAD designs. Clearly, 

50 nm InP multiplication widths could not be used, and the AlGaAs material has 

resulted in a lower DCR.    

In order to identify the dominant primary DCR, Figure 3.18 demonstrates the 

calculated DCR as a function of the over-bias ratio using three different thicknesses of 

the multiplication region. Since DCR changes with the breakdown probability, ideally 

the x-axis of Figure 3.18 would show the breakdown probability. Figure 3.19 shows 

the width and normalised excess voltage dependence of the breakdown probability 

for comparison. This probability starts to saturate between 0.1 and 0.2, indicating this 

would be the likely operating range of a practical SPAD [35]. 

 

Figure 3.18: DCR as a function of over-bias ratio for multiplication region widths of 500 nm, 900 nm, 

and 2000 nm. Solid lines indicate the presence of both field-assisted and GR dark carriers, whereas 

dashed lines represent the absence of GR dark carriers [34]. 

 

In Figure 3.18, the solid lines represent the case where the model incorporates both 

field-assisted and temperature-assisted generation of dark carriers. In order to be 
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clear, the case when only field-assisted generation happened is illustrated (dashed 

line). The figure illustrates that at higher normalized excess bias voltages, the 

tunnelling mechanism dominates the DCR curve for all the multiplication region 

thicknesses. It is also obvious that devices with thick multiplication > 800 nm have 

a more significant impact of temperature-assisted dark carrier generation on the DCR. 

However, in thin multiplication width devices, field-assisted mechanisms dominate 

the DCR curve over approximately the entire normalized excess voltage range. From 

this work, it is interesting to realise that for low operating temperatures, minimising 

the approximately temperature-independent tunnelling generation must be 

a primary goal because the GR contribution can be suppressed with reduced 

temperature. However, for high operating temperatures, the optimum thickness will 

be lower to reduce the volume of material in which GR is taking place. 

 

Figure 3.19: A comparison of the breakdown probability for InP devices with different multiplication 

widths and with pure hole injection [35]. 

 

 Other factors that can affect the primary DCR are device area and absorption material 

quality. To illustrate the impact of these factors, the primary DCR in InGaAs/InP 

single–photon avalanche diodes has been characterized by Tosi et al. [36]. In order to 

avoid the afterpulsing, an effect which will be discussed later, long off-times are 
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needed and the results in Figure 3.20 use off-times of TOFF = 1 ms and TOFF = 200 μs, 

comfortably long enough to ensure that only the primary DCR is being considered. 

The active area diameter of the old device is 40 µm while the new one has a 25 µm 

active area diameter. As shown in the figure, it is obvious that the new device with 

a smaller area, thicker multiplication width, and higher InGaAs absorption quality 

exhibits a lower primary DCR. The new device has advantages from both the smaller 

device area and improving the quality of the InGaAs absorption layer, which can 

decrease thermal generation. Moreover, as explained in the previous paper [34], using 

a wider InP multiplication layer reduces the tunnelling.  

 

Figure 3.20: Temperature dependence of the primary DCR of an old (left) and a new (right) 

generation of In0.53Ga0.47As/InP SPAD [36]. 

 

The figure also identifies the source of the primary DCR by investigating the effect of 

temperature on primary DCR for a previous ("old") generation of Princeton Lightwave 

InGaAs/InP SPAD and a new generation device. For both devices, it is clear that 

primary DCR increases with temperature due to thermal generation. In the case of the 

old device, the DCR depends exponentially on temperature with a single slope, even 

at extremely low temperatures. On the other hand, the new SPAD exhibits a weak 

temperature dependence of the DCR at low temperatures (200 K – 150 K), and 

a strong dependence of the DCR between 300K and 225 K. Thus, the dominant 
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contribution of DCR was thermal generation at high temperatures and tunnelling at 

low temperatures.  Assuming the thermal generation rate is dominated by the InGaAs 

absorber, the new device is able to operate up to room temperature due to 

improvements in its material quality and the reduced device area, while the higher 

DCR in the old device limits the upper operation temperature. To exclude any area 

dependence, DCR per unit active area has been calculated for both old and new SPADs 

at 200 K. It was equal to 120 cps/µm2 for the old SPAD and only 1.6 cps/µm2 for the 

new one. Therefore, from the old to the new InGaAs/InP SPAD generations, there was 

an impressive enhancement of a factor of 75, although it is not clear that this is under 

exactly comparable detection efficiencies. This refined Princeton Lightwave device is 

a good reference for a well-developed III-V SPAD, for IR photon detection. 

In Chapter 7, in order to exploit the previous advantage of using small devices to 

minimise the primary DCR, the DCR characteristics were investigated on thin 

25- µm- diameter SPAD. Also, using a good-quality GaAs absorber layer should 

decrease the DCR associated with thermal generation and trap assistance tunnelling.   

In terms of afterpulsing, there are several factors that can reduce its effect on SPAD 

performance. The afterpulsing probability can also be influenced and decreased by 

the same improvements implemented in the new devices described in the previous 

paper [36]. The dependence of DCR on the off-time intervals (TOFF) for both the old 

and new SPAD generations has been investigated, as shown in Figure 3.21. Since the 

DCR in the new SPAD starts to increase at a shorter TOFF, the afterpulsing has been 

reduced as well. Note that even the time constant is different in the new device, 

indicating that the improved material does not only reduce the magnitude of defects 

(primary and afterpulsing counts), but also the nature of the defects. The constant, 

primary only, DCR level is reached with only 10 µs off time in the new device, whereas 

closer to 100 µs is needed in the old device. Hence, it can be concluded that the old 

device had a significant number of deeper defects. 
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Figure 3.21: DCR as a function of the gate-off time of the old (left) and new (right) generations of 

InGaAs/InP SPAD devices at different temperatures in gate-on time equal to 20 ns [36]. 

 

Using a dead-time detector characterization setup, Comandar et al. provided 

a detailed investigation of the ideal operating parameters of the InGaAs/InP SPADs 

[37]. It was found that there were two parameters that can be optimized to reduce 

afterpulsing probability and hence improve SPAD performance, which include 

gate- on time and operation temperature. It is known that using a short gate-on time 

can decrease the number of carriers flowing in the device due to an avalanche, which 

decreases the number of trapped carriers and hence reduces afterpulsing. In order to 

find an optimal gate-on duration, the afterpulsing and dark count probability as 

a function of gate-on time at some selected SPDEs were investigated, as shown in 

Figure 3.22. It was found that a ~360 ps gate duration was the optimum value for their 

setup. It would be expected that the afterpulsing probability continues to decrease 

with shorter on times. However, in this work the gate durations are very short, and 

the authors have increased the bias voltage as the gate duration reduces, to maintain 

the same detection efficiency within the short gate. This has likely caused an increase 

in afterpulsing probability at the shortest gate durations. 
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In Chapter 7, one of the possible reasons for the high reported afterpulsing probability 

was using a long gate-on time (~50 µs). Therefore, using a shorter gate-on time would 

be expected to reduce the afterpulsing effect.   

 

Figure 3.22: Afterpulsing probability (top) and dark count probability (bottom) versus the gating 

pulse duration at various SPDEs [37]. 

 

It was nicely demonstrated in the previous paper studying the devices from Princeton 

Lightwave that primary DCR increases with temperature [36]. In the paper of  

Comandar et al. [37], the effect of temperature on afterpulsing probability as well as 

DCR probability was investigated. Figure 3.23 shows the afterpulsing and dark count 

probabilities as a function of the SPDE for different operating temperatures from 

50 °C to 20 °C (223 K- 293 K). As shown in the figure, despite the reduction of the 

afterpulsing probability with temperature, where the onset of the increase in the 

afterpulsing probability is shifted to higher efficiencies at higher temperatures, the 

DCR probability still exhibits an approximate doubling every 10 °C for temperatures 

above -30 °C. This indicates that the DCR is dominated by thermal generation in this 

specific range of temperatures. Interestingly the authors propose the reduction in 

afterpulsing at higher temperatures is not purely down to a shorter release time.  
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Figure 3.23: Dark count probability (top) and afterpulsing probability (bottom) versus the SPDE for 

a temperature range of -50 °C to 20 °C and at an amplitude of the applied gate of 18 V. Inset: The 

SPDE's temperature dependence with a 10% afterpulsing probability [37]. 

 

The dependence of DCR and afterpulsing on temperature was also studied at 

approximately the same temperature range for In0.53Ga0.47As–In0.52Al0.48 SPADs by 

Karve et al.[28] They found that in the temperature range below 130 K, DCR 

decreased as temperature increased because of the dominance of the afterpulsing 

probability, which decreased with increasing temperature, as shown in Figure 3.24. 

However, at higher temperatures, including the temperature range in the earlier paper, 

the contribution of thermal generation started to be dominant. 

 



68 
 

 

Figure 3.24: DCR versus temperature for In0.52Al0.48As–In0.53Ga0.47As SAM APD [28]. 

 

In addition to the earlier simple SAM structure, there is a more complicated technique 

for the SAM structure which can reduce the DCR.  In 2019, Farrell et al. suggested 

a novel SAM-APD platform for single photodetection consisting of vertical 

InGaAs−GaAs nanowire arrays [38]. As a result of this structure, the primary DCR as 

well as the afterpulsing probability were reduced. The small active area of the 

nanowire devices limited the number of thermal generation carriers and hence 

reduced the primary DCR. To confirm this observation, the DCR as a function of 

over- bias voltage at a range of temperature was measured as shown in Figure 3.25. 

The figure shows that the DCR in this temperature range is temperature-independent, 

confirming that trap-assisted tunnelling is the dominant source of dark current. Also, 

a very small afterpulsing probability and a DCR lower than 10 Hz were reported. The 

authors conclude that since the afterpulsing is negligible, the InGaAs-InP SPADs can 

be operated in free-running mode, avoiding the dead period that limits counting rates. 

Moreover, this technique can take advantage of the lower surface leakage current 

compared to the previous devices using etching. 

Although the characteristics of the nanowire SPADs are exciting, substantial 

challenges remain before they can be considered ready for commercial application. 
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Control of nanowire growth is difficult, and efficient coupling of light into the small 

wire area will not be easy. It is also notable that the DCR presented is only for low 

temperatures, much less compatible with practical applications. 

 

Figure 3.25: DCR versus over-bias voltage at a range of temperature (77 K-100 K-125 K) [38]. 

 

3.4 Dilute nitrides of InGaAs and related materials 

The use of diluted nitride alloys with GaAs lattice matching was initially investigated 

in 1996, when Kondow et al. suggested GaInNAs for lasing at 1.3 µm and 1.55 µm 

telecommunication wavelengths [39]. In addition to the lasing, this material was also 

continued to be used in solar cells and photodetectors. There are different challenges 

associated with incorporating a diluted nitride alloy into each of these applications. 

3.4.1 Unity gain detectors 

Detectors that employ dilute nitrides on GaAs substrates were initially developed in 

1999, shortly after Kondow's suggestion. Heroux et al. proposed an RCE GaInNAs 

photodetector that has the ability to detect a long wavelength up to 1.3 µm. With a 7 V 

bias voltage, a 72% quantum efficiency and a 0.9 mA cm-2 dark current density were 

obtained [40].  
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3.4.2 Dilute nitrides impact ionization coefficients 

In order to minimise the APD's noise, the impact ionisation coefficients need to be 

significantly different. However, this condition is not achievable in the majority of the 

III-V materials used in optoelectronic devices, where α and β are nearly identical. In 

terms of dilute nitride, the early estimation of the impact ionisation coefficients was 

made by Adams et al. [41]using band anti-crossing model [42]. They suggested 

including highly mismatched atoms, such as nitrogen, in GaAs or GaInAs. This can split 

the conduction band into two different bands, as explained earlier, which reduces the 

band gap and is expected to increase the electron ionization rate α. On the other hand, 

α shows a reduction due to the increase in the effective mass, which results in more 

scattering and less acceleration. Moreover, defects such as N-N pairs can occur and 

increase the scattering. As the incorporation of nitrogen has no effect on the valence 

band, β remains unchanged, and α/β decreases to be much lower than unity. 

Consequently, GaAsN and GaInAsN APDs can achieve low noise in the case of hole-

initiated multiplication.  

However, this prediction contradicted what Kinsey et al. found [43]. They investigated 

the excess noise measurements on a GaNAs p-i-n APD including 0.75% nitrogen with 

electron injection into the high-field multiplication region. They confirmed that the 

excess noise in GaNAs is slightly lower than that reported for GaAs at comparable 

multiplication widths [11]. There are three possible interpretations for this behaviour. 

Firstly, by adding nitrogen, beta may decrease while alpha is constant.  Secondly, an 

increase in dead space could reduce the noise, however as the multiplication width of 

500 nm is quite large, this is highly unlikely. Thirdly, alpha and beta may both decrease, 

but alpha remains higher than beta. Thus, k=β /α is lower than in GaAs. I noticed that 

at the same multiplication width, the breakdown voltage for the GaNAs p-i-n diode 

takes place at a higher voltage (24 V) than in GaAs (20 V)[7]. This can be attributed to 

the scattering effect after N incorporation, which results in a reduction in the electron 

ionisation rate. As a result, the third reason is more likely to be behind this noise 

behaviour. 
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In 2010, Ng et al. [44], [45] investigated the electron and hole ionisation coefficient 

ratio for p-i-n and n-i-p Ga0.90In0.10N0.038As0.962 diodes. Compared to Kinsey's results, 

adding 10% of In and 3.8% of N allows for the detection of wavelengths up to 1.3 µm. 

Me(h)(V) and Mmix (V) data for these samples were indistinguishable. This indicates 

that α and β are similar for a given electric field.   

 

In 2013, Tan et al. [46] expanded the earlier investigations in Sheffield with more 

samples and excess noise measurements, ultimately somewhat confirmed Adams's 

prediction. They investigated the behaviour of impact ionization in dilute-nitride 

GaInNAs photodiodes with a variety of nitrogen concentrations below 4%. They 

found that, in addition to the significant reduction in alpha due to adding >2% of N in 

GaInNAs alloys, beta is also reduced, resulting in beta being higher than alpha. As 

a result, the ionization rate ratio k=β/α increased by a factor of 4. Given that GaAs is 

a material known to have a low background doping, it is reasonable to assume that 

the background doping in the ideal GaAs p-i-n diode [7]is the same or lower than in 

the GaInNAs p-i-n diode (sample E, ~1 x 1015 cm-3) [46]. As a result, the breakdown 

voltage in the two cases can be compared to check for the reduction of alpha in the 

GaInNAs. Assuming approximately the same electric field profile, it is significant that 

the breakdown voltage in GaInNAs is 42 V, while it is lower than 40 V in the GaAs 

p- i- n diode. This emphasizes the reduction of alpha in GaInNAs material. 

Despite using comparable samples with similar alloy compositions as in the previous 

paper, the coefficient ratio is different.  According to our results presented in 

Chapter 6, unintentional doping UID of ~1016 cm-3 is enough to give a non-uniform 

electric field profile. Since the UID employed in these samples, which is ~1015 cm-3, is 

1 order less than in the previous paper with a non-uniform electric field profile, the 

simple comparison is less accurate.  

The same earlier behaviour was noticed for GaInAsSbN in Chapter 6 where its 

electron and hole ionisation coefficients were extracted. Our results confirmed that 

beta is higher than alpha but with higher ionisation rate ratio k = β/α. In the future, 

noise measurements will be required to assess the effects of the coefficient's ratio on 

APD's noise operation.  
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3.4.3 GaInNAsSb SAM APD 

Despite the fact that dilute nitride of GaInNAsSb has a photo response of ~1.5 µm, the 

performance of a photodiode can be negatively affected by using GaInNAsSb as 

a multiplication layer. This is attributed to the significant tunnelling current produced 

from the small band gap GaInNAsSb under the high electric field necessary for 

avalanche multiplication. On the other hand, since GaInNAsSb is lattice matched to 

both GaAs and Al0.8Ga0.2As, it can be used as an absorber in the SAM structure with 

the AL0.8Ga0.2As multiplication layer and on the GaAs substrate. As a result, the 

desirable properties of AlGaAs as multiplication layer can be exploited. Using wide 

indirect band gap AlGaAs enables extremely thin multiplication layers with negligible 

tunnelling and very low noise operation. In 2008 David et al. proposed 

an GaInNAs/AlxGa1−xAs (x > 0.7) structure as the basis of inexpensive GaAs-based 

telecommunication APDs [11]. In Chapter 7, a 50 nm multiplication thickness was 

used, and the advantages of having such thin multiplication were exploited. Before 

incorporating GaInNAsSb as an absorber layer into a SAM structure, it is important to 

identify if the absorber is compatible with Al0.8Ga0.2As in terms of the alpha-beta 

relationship and at what field impact ionisation in the absorber would start [47]. In 

Chapter 6, the electron and hole impact ionization coefficients of GaInNAsSb were 

extracted. Due to the complications associated with the growth of GaInNAsSb, 

Al0.8Ga0.2As/GaAs SAM APDs were initially investigated in Chapter 7 to determine the 

most suitable structure. These two chapters provide the foundations for future 

research to investigate GaInNAsSb/Al0.8GaAs0.2 SAM APDs and SPADs, realising the 

proposal of David et al.  
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Chapter 4 

Experimental techniques and modelling 

 

4.1 Introduction 

A variety of measurement techniques were used to characterise the devices employed 

in this study, allowing for accurate interpretation of the avalanche properties. Each 

measuring technique and its corresponding experimental setup are briefly described 

in this chapter. 

4.2 Electrical Characterisation 

4.2.1 Capacitance-voltage (C-V) measurements 

C-V measurements were carried out using an Agilent e4980a Multi-Frequency LCR 

Meter with an AC test signal of 60 mV rms and a frequency of 1 MHz. C-V data were 

mainly utilized to evaluate the capacitance as a function of voltage, depletion width W, 

doping profile, and built-in potential Vbi. Diodes with different diameters were used 

to make sure that capacitance scaled with the device area. 

When an external voltage is applied to a diode, the width of the depletion region that 

forms around the junction can increase or decrease. W can be characterised by 

measuring the junction capacitance C as a function of the total voltage across the 

junction Vt. The depletion width is calculated as: 

W(Vt) =
Ɛ0ƐrA

C(Vt)
 

 4.1 

where A is the area of the junction, Ɛ0 is the permittivity of a vacuum and Ɛr is the 

material dielectric constant. Using a model of a one-sided abrupt junction in which 

one side has much greater doping than the other, the doping concentration at the front 

of depletion is expressed by: 
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N(W) =
2

qƐ0ƐrA2
 (

dVt

d[
1

C2]
) 

4.2 

Vbi is the built-in voltage which can be identified by the plotting of 1/C2 as a function 

of the applied voltage Vapp. The result will be a straight line for an abrupt single-sided 

junction with constant doping concentration. 

When 1/C2 =0, the built-in voltage can be calculated by: 

Vapp = Vbi-
2kBT

q
 

4.3 

In our case, we characterize p-i-n diodes instead of p-n diodes, and need to be aware 

that the depletion reaches into the claddings as the voltage increases. As a result, 

equation 4.3 can only be used to determine the built-in voltage by fitting the linear 

region where just the unintentionally doped “intrinsic” layer and one cladding are 

depleting.  This is usually only the case at very low reverse voltages or even forward 

voltages. Furthermore, equation 4.2 is no longer valid to identify the doping levels and 

i-region width in the p-i-n structure and there is a need to fit a modelled C-V 

characteristic to the experimental C-V data. In order to achieve the best fit, a fitting 

algorithm was used with adjustable parameters for the doping concentration in the 

two cladding layers and the intrinsic layer, and the width of the intrinsic region. In the 

electrostatic model, it is assumed that the doping profiles are abrupt and the electric 

field gradient 
dE

dx
 , in a region with an ionized dopant density  N can be calculated using 

Poisson’s equation [1]: 

dE

dx
=

qN

Ɛ0Ɛr
 

4.4 

At a certain voltage Vt, the depletion width of the diode can be found by equating the 

area under the electric field to Vt. Then, the capacitance at a given reverse bias voltage, 

can be obtained using the following formula: 

C(Vt) =
Ɛ0ƐrA

W(Vt)
 

4.5 
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The dielectric constant of AlxGa1-xAs is given by 13.18–13.12x [2], while for work on 

the dilute nitride the dielectric constant of GaAs was used, which is equal to 13.1.  

4.2.2 Current-voltage (I-V) measurements 

Current-voltage (I-V) measurements are the most basic characterization technique 

used to evaluate the performance of the photodiode. I-V measurements were taken 

using a Keithley 2400 source–measurement unit (SMU). Many details regarding 

an APD, its contacts, fabrication process, and its material can be derived from forward 

and reverse IV measurements. In order to minimize photocurrent during dark current 

measurements, the device was tested in a dark environment. The leakage currents 

and the breakdown voltages can be evaluated through the dark reverse I-V 

characteristics. The dark leakage currents can consist of bulk and/or surface leakage 

currents. Leakage mechanisms, including generation-recombination and tunnelling 

processes, are responsible for the bulk leakage current, which tends to scale with the 

area of the device. In contrast, surface leakage currents are caused by the existence of 

leakage paths in the mesa perimeter and, hence, scale with the device perimeter. 

Normalizing the dark current to the device area and perimeter provides the 

contributions of the bulk and surface leakage currents. 

The ideal characteristics of the forward IV can be written as:[1] 

IF = I0 [exp (
qV

nkBT
) -1]  

4.6 

where IF  is the current flowing in a diode or APD under forward bias, I0  is the 

saturation current, V is the applied bias voltage, n is the ideality factor, kB  is the 

Boltzmann constant and T is the temperature. The value of the ideality factor n should 

range from 1 to 2, depending on whether diffusion current or defect related SRH 

recombination currents are more dominant, respectively.  

At high forward (or reverse) current, there is a large current flowing through the 

device, which is enough to cause significant voltage drops across the contact 

resistance between the deposited metal contact and semiconductor. As a result, this 

series resistance R   can affect both the forward and reverse IV and in turn the 
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multiplication characteristic M(V), by supressing the actual voltage across the 

semiconductor junction itself. In order to correct the photomultiplication 

measurements for the series resistance effect, it is crucial to know the value of R . 

An example of how R is fitted for a GaInNAsSb n-i-p diode with 400 µm diameter is 

shown in Figures 4.1, 4.2. 

The value of R can be determined from forward I-V characteristics as follows. First, 

equation 4.6 can be rewritten as: 

ln(IF) = ln(I0) +
qV

nkBT
 

4.7 

As shown in Figure 4.1, by plotting  ln(IF) as a function of the forward voltage V and 

fitting linearly the linear part of the curve at low voltage, the values of n and I0 can be 

determined from the gradient 
q

nkBT
 and the intercept ln(I0) of the graph respectively.  

 

Figure 4.1: ln (I) as a function of forward voltage of a GaInNAsSb 400 µm diameter n-i-p diode. 

Then, a series contact resistance R can be included in the forward equation 4.6 as: 

              IF   = I0 [exp (
q{V-IFR}

nkBT
)] 

4.8 (a) 
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Since equation 4.8 (a) has IF parameter in both sides, an equivalent equation (4.8 (b)) 

must be defined, which can be evaluated to test possible values of R. If the device has 

ohmic contacts, then a value of R can be found, where the calculated Icalc(V) matches 

the measured Imeas(V). However, if Icalc(V) does not match Imeas(V), including having a 

non-physical negative gradient, this shows that the resistance is not ohmic. This is 

checked by plotting both.  

                 Icalc = I0 [exp (
q{V-ImeasR}

nkBT
)] 

4.8 (b) 

In this case of the GaInNAsSb n-i-p diode, it is impossible to find a value R, for which 

Icalc matches Imeas.  An example case for R = 150 Ohms is shown in Figure 4.2. In order 

to match the magnitude of the measured current Imeasusing equation 4.8 (b) at 0.5 V, 

a bigger series resistance is required. In comparison, a smaller series resistance is 

required at 1.5 V. Therefore, the calculated current Icalc  is overestimated and 

underestimated at 0.5 V and 1.5 V, respectively.. This demonstrates that the contact 

resistance is nonohmic, and it decreases as the voltage increases.  

 

Figure 4.2: Measured and fitted forward I-V characteristics of a GaInNAsSb 400 µm diameter n-i-p 

diode. 
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In the case of ohmic contacts, one contact resistance value can be used to fit the 

forward I-V characteristic. Then, this resistance can be used to correct the applied 

reverse voltage using the following equation: 

Vcorr = Vapp-IreverR 4.9 

where Vcorr is the corrected reverse voltage, Vapp is the applied reverse voltage, and 

Ireveris the reverse current. On the other hand, in this case of the GaInNAsSb n-i-p 

diode with non-ohmic contact resistance, there is a need to find another way to 

correct the applied voltage.  As shown in Figure 4.2, in the ideal case with zero contact 

resistance, equation 4.8 (a) can fit the n-i-p diode up to the current limit of ~50 µA. 

This indicates that the voltage dropped across the contact resistance when the 

current below 50 µA was negligible. Hence, there is no need to correct the reverse bias 

voltage at these current values in the reverse bias characteristics. However, at each 

forward current higher than 50 µA, the voltage dropped across the resistance is 

remarkable and can be identified by calculating the difference between the actual 

forward voltage and the ideal forward voltage. Then, in the reverse bias 

characteristics, at each current value, the voltage across the diode (corrected voltage) 

can be identified by taking out the voltage dropped across the resistance from the 

applied voltage. Considering example currents of 1 mA and 10 mA, the voltage 

dropped across the resistance represents only less than 1.5% and less than 5% of the 

applied voltage respectively. This illustrates that the effect of this resistance on the 

photomultiplication measurements is reasonably small, as explained later in 

Section 6.6.1. As a result, most working data is presented without taking voltage 

correction into account. However, all the multiplication data including in the fitting of 

the coefficients was corrected first.  

 

4.2.3 Transmission line measurements (TLM)  

 TLM measurement is an effective method to check the ohmic contact for the upper 

and lower contact layers. To achieve this, the total resistance must be measured 
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between a pair of contacts of width w. The distances between these contacts are 

shown in Figure 4.3 where L3 > L2 > L1. The total resistance can be written as: 

RT = 2Rm + 2Rc + Rsemi 4.10 

where Rm is metal resistance, which can be ignored as it is a negligible value compared 

to both the contact resistance Rc, which is contact area dependent due to the interface 

between the metal and semiconductor, and semiconductor resistance Rsemi. In 

addition, the semiconductor resistance can be written as Rs
L

W
  where Rs  is the 

semiconductor sheet resistance, L is the pad separation and W is the pad width. In the 

case of ohmic contact, as shown in Figure 4.4, the plotting of the total resistance RT as 

a function of L results in a linear fit that can be used to identify Rc and Rs. The plot 

should intercept the y-axis at 2Rc. Furthermore, from the fitted gradient m and the pad 

width W, Rs can be calculated via: Rs = mW  

 

Figure 4.3: A schematic representation of the TLM pads (red), illustrates the increasing separation 

between adjacent pads. 

  

Figure 4.4: TLM measurements can be used to determine the contact resistance and sheet resistance. 
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4.3 Photomultiplication Measurements 

A photomultiplication measurement is a fundamental method for characterising 

avalanche multiplication within an APD. In the case of a low leakage current, DC 

photocurrent measurements can be performed. On the other hand, when the leakage 

current is sufficiently high, such as in materials with a narrow band gap, 

photomultiplication measurement using phase-sensitive detection techniques are 

required to accurately distinguish AC photocurrent from DC leakage and minimize the 

noise associated with the dark current. The multiplication can be calculated by:  

M(Vt) =
Iph(Vt)

Ipr(Vt)
 

4.11 

where Iph is the measured photocurrent and Ipr  is the unmultiplied primary current. 

Figures 4.5, 4.6 illustrate a schematic diagram of the experimental setup used for 

photomultiplication measurements under AC conditions. Light from a laser source 

was focused on the optical window of the diode using a fibre. A camera was also used 

to view the image of the device and laser point on a monitor. To guarantee a pure 

injection of carriers, the laser beam was focused just on the top mesa. The diode's 

reverse bias voltage was supplied by a Keithley 2400 source-measure unit. 

To modulate the laser, two methods have been used, depending on the type of laser 

that we have. The fibre coupled 405 nm and 1550 nm lasers were modulated easily 

using the wave generator at 183 Hz as shown in Figure 4.5, while an optical chopper 

was used to modulate the free space 543 nm, 670 nm and 1310 nm lasers at the same 

frequency as illustrated in Figure 4.6, before they were also coupled into a fibre. 
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Figure 4.5: The phase-sensitive photomultiplication measurements set-up using fibre coupled laser 

modulated by the wave generator. 
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Figure 4.6: The phase-sensitive photomultiplication measurements set-up using free space laser 

modulated by chopping. 

 

The reverse-biased diode illuminated by the modulated laser generated an AC 

photocurrent signal. Then the resulting signal was detected on a SR830 lock-in 

amplifier (LIA) via a resistor R.The frequency used to modulate the lasers was fed to 

the LIA as a reference frequency. The LIA is only capable of measuring signals at the 

reference frequency and attempts to ignore noise at other frequencies. Thus, 

photomultiplication measurement with an LIA are preferred for APDs with a large 

dark current. 

For DC photocurrent measurements, the SMU can be used directly without the 

resistor and optical modulation, to measure both the dark current and the total 

current. The dark current Idark was measured in the absence of laser light, whereas 

the total current Itotalwas acquired with laser illumination. By eliminating the dark 

current from the total current, the photocurrent Iph can be obtained. The dark current 

measurement was always repeated before and after obtaining a photocurrent reading 
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to make sure the diode hadn't been influenced by the ambient light. This is critical 

because the approach assumes dark current is essentially constant. 

There are two possible reasons why the primary photocurrent, Ipr,  can increase with 

bias voltage. With increases in bias voltage, the multiplication gain increases, which 

multiplies Ipr. This is the desirable increase exploited in APDs. As the bias voltage 

increases, the depletion region also extends, and more photo-generated carriers can 

be collected, increasing Ipr . Ipr  can be then approximated as a function of voltage 

without any increase due to gain, by a linear function Ipr=𝑎𝑉+𝑏. This equation can be 

used to fit how Iprcan change with V at low bias voltage values and then extrapolate 

the value of Ipr at different bias voltages [3]. Hence, the gain can be calculated using 

equation 4.11. 

During multiplication measurements, it is desirable to get pure electron and hole 

multiplication. This can be achieved by controlling the injected photocurrent in the 

high-field region, where only one carrier type, either electrons or holes, is injected. 

Two different types of injection are shown in Figure 4.7: pure electron or hole 

injection and intended mixed injection using p-i-n or n-i-p diodes and the selection of 

a suitable laser wavelength. 

Laser sources with two different wavelengths (λ1 < λ2) can be used to illuminate the 

top cladding layer of p-i-n or n-i-p diodes. Using λ1  w ith high photon energy, all 

absorption takes place in the cladding layer, resulting in the injection of pure carriers 

(electrons or holes respectively) into the avalanche region, providing Me on the p-i-n 

or Mh on the n-i-p. To check the purity of the injection, a slightly longer wavelength 

can be used. If the resulting multiplication is identical to the pure one, the purity can 

be confirmed. On the other hand, selected longer wavelengths ( λ2 ) can generate 

carriers within the structure, creating a mixed carrier injection multiplication 

characteristic (Mmix).  
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Figure 4.7: Schematic illustration of the mechanism used to control the photon-generated carrier 

type injected into the intrinsic region. 

 

In reality, it is difficult to obtain pure carrier injection when measuring small devices 

or when using a relatively large laser spot. In this case, the shorter-wavelength light 

can accidentally hit the sidewall of the mesa and the area around its base, causing 

an unintended mixed injection. In order to test the purity of an injection, devices with 

different diameters can be used for measurement. 

Another possible source of mixed injection is the absorption of re-emitted photons. 

When photo-generated carriers recombine radiatively, re-emission can occur in any 

direction at a wavelength equivalent to the bandgap energy. It is possible for this 

radiation to be re-absorbed anywhere through the structure, leading to a mixed 

injection into the high electric field. The risk of re-emission is inversely proportional 

to quantum efficiency [4]. 

4.4 Single Photon Avalanche photodiodes SPADs 

In order to investigate the DCR and afterpulsing probability, a setup was used as 

shown in Figure 4.8, with the SPAD placed inside the Lakeshore probe station. To 

pulse-bias the SPAD over the breakdown voltage, a simple bias tee circuit was 

), which DC) pulses on a DC bias (VACassembled to superimpose alternating voltage (V

was set below the breakdown voltage. The DC bias was provided by a lead-acid 
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battery and a variable linear regulator circuit to ensure a low-noise DC bias. The 

Agilent 8114A 100V/2A Programmable Pulse Generator can provide AC pulses with 

amplitudes up to 100 V and frequencies up to 15 MHz through a switch-selected 

was used to block the flow of  1C. ) with a value ranging from 1nF to 10 µF1(C orcapacit

DC current from the DC supply to the AC generator, and also to couple-in the AC signal 

to point A and combine it with the DC voltage. (Note: If the DC is disregarded and just 

must be  1.) CAC is used, charging and discharging the SPAD will take a longer time

and maintain a nearly constant  2high enough to slow the discharge process through R

bias voltage at point A until the SPAD breaks down, hence providing precise values for 

the over-bias voltage. On the other hand, the capacitance needs to be as low as 

possible to limit the amount of energy that can be passed through the SPAD as current 

when it breaks down. Through the avalanche process, this current can heat the SPAD, 

and the carriers can fill the traps before releasing them later, resulting in an 

in  SPADalso needs to be significantly higher in comparison to C 1pulsing effect. C -after

. This SPADduring charging to the smaller C 1order to avoid a decrease in voltage at C

will maintain a nearly constant bias voltage at point A until the SPAD breaks down. 

The cathode of the SPAD (point A) was connected to the DC supply through a 10 kΩ 

resistor (R2). For the same previous reason of having high C1, R2 must be sufficiently 

high to slow the discharge of C1. However, R2 and C1 need to be low enough to 

minimise the time constant R2C1 required for recharging C1 during the off time of the 

cycle. Then, the anode was connected to the ground through a switch-selected resistor 

(R1) with a value ranging from 56 Ω to 68 k Ω. These resistance values were selected 

to allow for the time constant CSPADR1, which defines the charge-up of the SPAD to vary 

from ~1 ns to ~1 µs. R1 must be sufficiently high to achieve a measurable voltage at 

point B when the SPAD breaks down.  Also, it needs to be high enough to limit the 

maximum current during avalanche breakdown and decrease the number of trapped 

carriers and, consequently, the after-pulsing effect. On the other hand, R2 must be as 

low as possible to minimise the time constant CSPADR1 and charge up the SPAD 

capacitance quickly, applying the over-bias, thereby making the charge up time 

minimal compared to the time to breakdown, even with high DCR. 
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The avalanche breakdowns were monitored by measuring the voltage at point B using 

a Teledyne LeCroy, WaveAce 1001 (40 MHz) (1 GS/s) oscilloscope. The oscilloscope 

connects to the PC to capture the voltage trace at point B from each breakdown. 

Repeated captures were made to give a desired number of N iterations of the test to 

be used to calculate the cumulative breakdown probability. 

  

Figure 4.8: Experimental set-up for DCR and after pulsing probability measurements with gated 

quenching. 

 

4.4.1 Dark count rate measurements 

In order to determine the DCR, multiple iterations of breakdowns were captured as 

shown in Figure 4.9. Then, the code in the PC, which was written by Craig Adam, was 

used to record the time of breakdown at each iteration. Thereafter, it combines them 

together to build up a cumulative breakdown probability plot. This cumulative 
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breakdown probability is fitted to find the time constant for the transition from 0 to 

1 (not broken down to broken down). The inverse of this time constant is the DCR.   

 

 

Figure 4.9: Schematic of DCR measurements. The oscilloscope screenshot shows the voltage at the 

pulse generator (blue) and the sensing voltage at point B (yellow) vs. time (top). After 100–1000 

captures, the breakdown probability as a function of time was calculated to fit the time constant for 

the transition from 0 to 1 (bottom). This measurement is not for AlGaAs SPAD, but it is for a leakier 

AlGaAsSb SPAD.   

 

4.4.2 Breakdown Iteration Test  

To evaluate stability, the DCR was measured on a single diode many times, using the 

same number of iterations. These tests showed a variation in DCR values. This 

variation can be attributed to either the non-infinite iteration number, which provides 

a limited number of samples to represent the cumulative breakdown probability 

characteristic, or alternatively to other external uncontrolled factors such as device 

heating. In order to understand the effect of the number of iterations on the variation 

of the DCR values, the variation of DCR using different iteration values, starting from 

10 to 600 iterations, was identified. As shown in Figure 4.10, the variation of DCR with 

100 iterations is approximately ±15%, while it decreases to approximately ±10% with 
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300 iterations. With 600 iterations, there is still some small variation of 

approximately ±5%. However, the cumulative breakdown probability characteristic is 

clearly well approximated. In subsequent work, 300–600 iterations were used to 

achieve acceptable uncertainty due to the finite iteration number. 

 

 

Figure 4.10: Measured and fitted breakdown probability as a function of time using a range of 

iteration values. Dark green represents the increase in DCR by the given percentage, while light green 

represents the decrease in DCR. 

4.4.3 Duty cycle test 

The duty cycle is defined as the gate-on time TG over the pulse period TP. To apply the 

planned and correct over-bias voltage for APDs, it is important that the equilibrium 

operation of the circuit achieves the expected voltage at point A when the AC voltage 

rises, equal to DC+AC, and maintains that voltage until the avalanche happens. In 

practice, the time to breakdown is in the order of microseconds, compared to an AC 

period in the order of milliseconds; hence, the AC+DC voltage is essentially constant 

while waiting for breakdown, unless the capacitor is particularly small. The 

discharging and subsequent recharging of the capacitor during the rest of the AC cycle 

were found to be the main reasons for achieving a lower AC+DC voltage at point A 
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than expected. In the case when the off-time is significantly longer than the on-time, 

the capacitor will discharge negligibly during the on-time while there is sufficient 

time to recharge the capacitor during the off-time, and hence under equilibrium 

operation, the voltage at point A will have returned to essentially the full DC voltage 

by the next time the AC voltage rises, as shown in Figure 4.11 (top). On the other hand, 

if the off-time is much shorter than the on-time, the capacitor will discharge 

significantly while not having enough time to recharge, resulting in the voltage at 

point A not fully returning to the DC voltage by the time the AC voltage increases again, 

which results in a reduced maximum voltage achieved at point A, as shown in 

Figure 4.11 (bottom). In general, the off-time must be sufficient for the capacitor to 

recharge to essentially the DC voltage by the next time the AC voltage rises. 

 

Figure 4.11: A schematic representation illustrates how the voltage values at C1 and point A will 

initially change over time with operation of the circuit in two cases: Top: The off-time is significantly 

longer than the on-time (voltage at A at cycle start is ~VDC at equilibrium). Bottom: The off-time is 

significantly shorter than the on-time (voltage at A at cycle start will be <VDC at equilibrium). 
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There are two main factors that affect the equilibrium operation of the circuit and the 

voltage achieved during the over-bias part of the cycle, which are frequency and 

on- off keying duty cycle. The influence of these factors was investigated 

experimentally and mathematically. Both methods provide equivalent outcomes. This 

investigation informs suitable operating conditions in later SPAD characterisation. 

At a constant frequency of 50 Hz, for example, keeping the duty cycle below 5% 

ensures that the peak voltage remains within only 1% off the expected AC+DC voltage. 

So, a duty cycle of less than 5% is considered acceptable for determining the over-bias 

voltage. As shown in Table 4.1, by increasing the duty cycle to more than 5%, the 

achieved voltage starts to decrease, reducing deterministic control of the over-bias 

voltage by setting the AC voltage. 

Duty (%) Peak voltage (V)  
(calculated) 

Peak voltage (V) 
(experimental) 

1% 13.982 14 

5% 13.909 13.9 

20% 13.631 13.6 

50% 13.05 13.1 

70% 12.6 12.7 

Table 4.1: Calculated and experimental peak voltage values at point A over a variety of duty cycles 

and at a constant frequency of 50 Hz. 

 

Since the capture rate of dark count measurements was low, it was possible to use 

a frequency down to 1 Hz. As shown in Table 4.2, at such a lower constant frequency, 

the voltage achieved at point A remained at the expected full value up to a duty cycle 

of 20%. 

Duty (%) 

 

Peak voltage (V) 

 (calculated) 

20 % 13.999 

50 % 13.98 

60 % 13.96 

80 % 13.7 

Table 4.2: Calculated peak voltage values at 1 Hz and a variety of duty cycles. 
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More importantly, it is critical to understand if the targeted overbias voltage will be 

achieved when the frequency used is changed during measurements, for example, 

when exploring after-pulsing. The impact of frequency on the voltage achieved at 

point A, at a 1% duty cycle, was investigated using a range of frequencies, as shown in 

Table 4.3. The voltage achieved at point A remains unchanged as the frequency 

increases in this range. 

F (Hz) Peak voltage (V) 
(calculated) 

Peak voltage (V) 
(experimental)  

1 13.9999 14 

50 13.981 13.9 

100 13.9809 13.9 

150 13.9804 13.9 

200 13.9806 13.9 

1000 13.9804 13.9 

Table 4.3: Calculated and experimental peak voltage values at 1% duty cycle and over a wide range 

of frequencies. 

4.5 Modelling  

Custom modelling software based on the solution of Poisson's equation in one 

dimension can be used to determine the device's depletion width. Even for more 

complex structures with an arbitrary number of layers, such as SAM APDs, this model 

can be successfully utilized to investigate the capacitance-voltage properties. In the 

simple consideration of a three-layer device such as a p-i-n diode, as shown in 

Figure 4.12, the electric fields at the layer boundaries, ζ1 and ζ2, can be determined 

as: 

 

D1 = qN1X1 4.12 

D2 = D1 + qN2X2 4.13 

D2 = -qN3X3 4.14 
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Figure 4.12: The electric field profile of a simple structure consisting of three layers with a width of 

X1, X2, X3, doping concentration of N1, N2, N3, and the electric field’s boundary strengths of E1 and 

E2. 

where q is the elementary charge, Ni and Xi are the doping concentrations, and the 

depletion width of each layer i. The doping densities, Ni, are negative for n-type layers. 

Di is the electric displacement field, which can be expressed in terms of the electric 

field as: 

Di = εοεrζ 4.15 

The following equation can be obtained by eliminating D1 in equations 4.12 to 4.14 

by substitution: 

X3 =
-qN1X1-qN2X2

qN3
 

4.16 

Moreover, the total voltage Vtot, which includes both the applied voltage and the 

internal voltage, can be related to the integral of the electric field by: 

Vtot =
1

2
(

D1X1

ε1
+

D2X3

ε3
+

(D1 + D2)X2

ε2
) 

4.17 

Then, substituting equations 4.12 to 4.14 and equation 4.16 into equation 4.17 yields 

the following quadratic equation for X1: 

X1 =
-b + √b2-4ac

2a
 

4.18 

where the coefficients a, b, and c can be calculated using the following expressions: 
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a = N1 (
1

ε1
-

N1

N3ε3
) 

  

 

b = 2N1 (
X2

ε2
-

N2X2

N3ε3
) 

 

4.19 

c =
-(N2X2)2

N3ε3
+

X2
2N2

ε2
-

2Vtot

q
 

 

It is possible to apply this approach to more complicated structures consisting of 

an arbitrary number of layers where there is only one pn junction. Because of the 

complexity of the algebra involved, utilizing Maple software is strongly suggested. In 

this case, the quadratic coefficients can be rewritten as: 

a = Nm (
1

εm
-

Nm

Nnεn
) 

 

b = 2Nm ∑ (
Xk

εk
-

NkXk

Nnεn
)

n-1

k=m+1

 
 

4.20 

c =
-(∑ (NkXk)n-1

k=m+1  )
2

Nnεn
+ ∑ (

Xk
2Nk

εk
)

n-1

k=m+1

+ ∑ (2NkXk  ∑ (
X1

ε1
)

n-1

1=k+1

)

n-2

k=m+1

-
2Vtot

q
 

 

where the width obtained by solving equation 4.18 is the depletion width in the 

outermost mth layer on the p-side of the junction. On the other hand, since the charges 

on each side of the junction must be balanced, the depletion width in the outermost 

(nth) layer on the n-side of the junction is calculated by: 

Xn = -
∑ Nk

n-1
k=0 Xk

Nn
 

4.21 

In order to achieve the previous calculations, the program must first identify the 

position of m and n layers in the structure, as well as which layers are completely 

depleted. To achieve that, the code is running in a loop. Initially, Xm and Xn are 

calculated for the nearest layers to the electrostatic junction. If these values are more 
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than the thicknesses of the layers under consideration, the depletion of the next layers 

will be considered. It is important to know the order in which the layers are depleted. 

The next depleted layer can be identified by calculating the charge density on both 

sides of the junction. Then the range can be expanded on the side with less charge 

density. 

Thereafter, the device capacitance can be calculated from: 

C = ε0εr A/d 4.22 

where A is the device area and, d is the total depletion thickness. Then, the electric 

field profile is determined by integrating the charge density over the depleted region. 

If the electric field profile and the parameterised ionisation coefficients for the 

material employed have been determined, the multiplication characteristics of any 

structure can be investigated. Initially, the electric field profile is divided into small 

elements, with the electric field assumed to be uniform within each element. In 

addition, the ionisation coefficients are calculated for each element. In order to model 

multiplication and excess noise behaviour more realistically under consideration of 

the dead space effect, a full field dependence RPL model was developed from the 

model of reference [5], which was described in Section 2.2.3.  The electric field profile 

is initially divided into smaller elements with the assumption that each element 

experiences a uniform electric field [6]. In addition, the ionisation coefficients and 

then the enabled ionisation coefficients are calculated for each element. Thereafter, 

for each element, the dead spaces for both electrons and holes can be calculated by 

the integration of the electric field profile, according to: 

∑ ζ(x)xk
x .  d(x) = Eth(e)                                             ∑ ζ(x)xk

x .  d(x) = Eth(h)  4.23 

 

where ξ is the electric field, Eth(e) and Eth(h) are the electron and hole ionisation 

threshold energies, respectively. The element's position is denoted by x, and xk is the 

location at which the dead space associated with that element ends. 
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In a p-i-n (n-i-p) diode, for the pure electron (hole)-initiated multiplication, the 

electrons (holes) are injected at the beginning of the depletion region at j = 0. On the 

other hand, the holes (electrons) are injected at the end of the depletion region at j=d 

to obtain pure hole-initiated multiplication. 

In the case of mixed injection multiplication, the injected electron and hole pair 

positions are randomised over the normalised absorption profile. First, the 

Estart, which is the first element where the electric field is higher than zero, was 

determined. For each element, the cumulative absorption probability according to 

Beer's law has been calculated. The cumulative absorption probability of Estart 

includes both its own absorption probability and the absorption in the neutral 

regions outside the space charge region within the electron diffusion lengths (le). In 

the same way, the cumulative absorption probability of Eend-1 includes its absorption 

probability as well as the absorption in the neutral regions outside the space charge 

region within the hole diffusion lengths lh. Then, once the absorption profile is known, 

it is normalized to find multiplication for exactly one injected electron-hole pair (at 

a time for the desired total number of iterations). Initially, a random number between 

0 and 1 is chosen. A loop over the elements is used to identify the injected electron 

and hole pair position. When the random number is smaller than the normalized 

cumulative absorption probability of a given element, this element is the injected 

electron and hole pair position. 

For each generated carrier, the ionisation probability is evaluated in a loop as the 

carrier travels through the diode structure.  Initially, a random number between 0 and 

1 is chosen. For each element, the probability of an electron ionising can be obtained 

from Px = αx
* . wx where αx

*  is the enabled ionisation coefficient and wx is the width of 

element x. The cumulative probability of an ionized electron at a given position, j, 

denoted by Cj, is then calculated utilising additional summation as follows: 

Cj = Pj .   ∑(1-Px)

j-1

x

 

 

4.24 
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If Cj is larger than r for the first time, the ionization must have occurred at position j. 

The value of multiplication starts with 1, and then it increases by 1 for each ionisation 

event. The same process was employed for the holes. Then, a further loop with 

a number of iterations is used to calculate 〈M〉, 〈M2〉, 〈M〉2 and excess noise F, as 

described in Section 2.2.3 [6]. Finally, a loop is used to determine the values of these 

parameters as a function of the applied bias voltage. RPL can be used to calculate 

multiplication and excess noise factor under the approximations of the local model, 

by setting the threshold energies to zero. 
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Chapter 5 

Non-local Impact Ionization Coefficients in 

Al0.8Ga0.2As  

 

5.1 Introduction 

 

APDs are electronic devices which have the advantage of high signal-to-noise ratios 

because of their internal gain resulting from impact ionization. Impact ionisation is 

a critical semiconductor process that controls the internal gain and avalanche 

breakdown of avalanche photodiodes. Consequently, accurate knowledge of the 

electron and hole impact ionisation coefficients α and β, respectively, is necessary for 

semiconductor material characterization. The criteria used to judge the performance 

of an optical device for use in optical fibre communications include signal-to-noise 

ratio, speed, operating voltage, and temperature sensitivity. There are some 

techniques that can be used to improve the device's performance, including reducing 

the avalanche region's length. This technique can lead to many benefits, such as 

reducing avalanche noise, shorter carrier transit times which speed up the device and 

hence maximise the gain band width product, improved temperature stability, and 

reduced breakdown voltage and hence reduced operation bias voltage. In the short 

devices operating at higher electric fields, the non-local effect can be exploited. The 

dead space represents an increasing fraction of the mean ionisation path length. As 

a result, the ionisation process becomes more deterministic, reducing the 

randomness in the gain of each carrier and hence and reducing excess noise [1]. Using 

a III-V material such as Al0.8Ga0.2As, APDs can take advantages of the unique 



103 
 

properties of these material as described in section 2.2.5. Due to the wide indirect 

band gap of Al0.8Ga0.2As, an extremely thin multiplication layer can be used without 

significant tunnelling. As a result, the earlier advantages of using thin multiplication 

width to improve the APD's performance can be strongly exploited. In order to 

simulate and further investigate of the various characteristics of these thin 

Al0.8Ga0.2As APDs, it is crucial to extract the non-local electron and hole ionisation 

coefficients and threshold energies using a suitable model. 

 The local model was the first successful model for an APD [2]. In this model, the 

impact ionization probabilities of a carrier were assumed to depend only on the local 

field strength and not on its past history as regards the position of the ionizing carrier 

and the electric field profile. It has been shown that the local model can adequately 

describe the impact ionization in thick multiplication regions. Based on this model, 

the local electron and hole impact ionization coefficients of a wide range of AlxGa1-xAs 

alloys (x=0-0.8) have been reported [3],[4], [5], [6]. On the other hand, in a thin device, 

where the non-local nature of the ionization process becomes significant, this model 

overestimates the multiplication and noise and underestimates the gain-bandwidth 

product. As a result, there was a need for an improved model that accounted for the 

path that a carrier travels before gaining sufficient energy to ionize, which is called 

"dead space". One of the theories that considers the nonlocal nature of the ionization 

process is the history-dependent theory [7]. This theory has been validated by Monte 

Carlo simulation, which is the most complete way of modelling history-dependent 

ionization coefficients. Monte Carlo models of semiconductor carrier transport 

automatically incorporate dead space effects and can provide realistic information on 

their consequences for  temporal statistics  [8], [9], [10]. 
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Figure 5.1: α (open symbols) and β (closed symbols) as a function of aluminium fraction for a range 

of electric fields [11]. 

 

Using the Monte Carlo model MC, the non-local electron and hole ionization 

coefficients and threshold energies for AlxGa1-xAs, (x = 0-0.60) homojunction p+-i-n+ 

diodes with i-region thicknesses from 1000 nm to 25 nm have been extracted [12]. 

Consequently, it is possible to simulate multiplication and other APD properties 

within thin multiplication widths, accounting for the nonlocal nature of ionization 

within this range of Al composition. However, as shown in Figure 5.1, [11] when the 

Al fraction x<0.60, the electron-to-hole ionization coefficient ratio (α/β) is less than 

2, which is not desirable. When x increases to just 0.62 a significant change is 

observed, α remains virtually constant while β suffers a sudden large drop. As a result, 

the α/β ratio becomes significantly greater than unity, more favourable for low noise 

APDs. The α/β ratio then continues to increase more slowly with Al fraction and was 

found to be greater than 10 for an 80% Al composition. This large α/β ratio, in 

combination with the previously mentioned large indirect bandgap suppressing 

tunnelling currents, mean that Al0.8Ga0.2As offers highly desirable characteristics 

suited to high-speed, low-noise avalanche photodiodes, maximising the reduction in 

excess noise resulting from non-local ionisation effects. These advantages were 
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evidenced experimentally by Ng et al. where the excess noise measurements for p-i-n 

and n-i-p Al0.8Ga0.2As APDs with a wide range of multiplication widths 

(1200 nm-  20 nm) have been investigated [13]. The Low excess noise observed 

particularly in thin devices supports the large α/β ratio and shows the potential for 

exploiting thin AlGaAs multiplication regions in low noise APDs.  

Consequently, this confirms the earlier mentioned need to get the non-local ionisation 

coefficient and threshold energies to simulate and properly develop thin Al0.8Ga0.2As 

APDs and SPADs. Since MC modelling is time-consuming and very computationally 

intensive, an alternative and less computationally intensive model, such as the hard 

threshold dead space model can be used to investigate the effects of dead space on an 

APD. This model has been developed to simulate the impact ionisation process with 

sufficient physical accuracy, with those modelling a hard dead space displaced PDF 

proving to balance speed with accuracy. The two most widely used hard dead space 

models, RPL [14], [15], [16], [17] and recurrence [18], [19] , have been developed not 

only to simulate multiplication but many more important device characteristics, 

including excess noise, impulse response, and breakdown probability. 

This chapter extracts the non-local ionisation coefficients using a variable field 

recurrence-based multiplication model [18] as well as an RPL model, via 

an evolutionary fitting algorithm. 

5.2 Existing coefficients for Al0.8Ga0.2As 

In 2001, Ng et al. [20] studied p-i-n and n-i-p diodes with a wide range of intrinsic 

widths, summarised in Table 5.1. Photomultiplication and capacitance-voltage data 

from this earlier study have been used in this new work. Ng et al. deduced ionisation 

coefficient in the electric field range 328 𝑘𝑉 𝑐𝑚−1 ≤ 𝜁 ≤ 1540 𝑘𝑉 𝑐𝑚−1and they applied 

a simple correction of Okuto et al. [21] that leads to a threshold energy. However, with 

only the first dead space considered, the energy fitted is not equivalent to that used 

by RPL or recurrence. As shown in Figure 5.2, based on the local model, Ng’s 

coefficients with simple correction could successfully model the multiplication and 

breakdown in the thickest device (P1) without considering dead space. On the other 
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hand, the multiplication values were slightly overestimated in the low-field range of 

the thinnest device (P5), where the dead space is significant.  

Layer 

No. 

Doping 

type 

Nominal i-

region 

thickness 

(nm) 

Fitted results 

Cladding 

doping          p=n 

(×1018 cm-3) 

i-region 

doping 

(×1015cm-

3) 

i-region 

thickness, 

w(nm) 

P1 p-i-n 1000 1.40 0.48 1024 

P2 p-i-n 400 0.85 8.50 312 

P3 p-i-n 100 0.625 1.00 100 

P4 p-i-n 50 1.65 0.50 32 

P5 p-i-n 25 1.64 6.00 15 

N1 n-i-p 1000 1.64 0.51 1011 

N2 n-i-p 100 1.60 9.50 88 

Table 5.1: Measured and modelled parameters of the Al0.8Ga0.2As diodes [20]. 

 

Figure 5.2: Electron-initiated multiplication as a function of the reverse bias voltage of the p-i-n 

diodes over a range of intrinsic width. Symbols represent experimental data, while dashed lines 

represent results calculated using the local model and a simple dead space correction [20].  
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In conclusion, these coefficients with the simple correction are able to successfully 

simulate the multiplication characteristics alone, for a wide range of intrinsic widths. 

However, as mentioned earlier, it is necessary to use more physically representative 

models such as RPL and recurrence models, not only to simulate multiplication but 

also several other crucial device properties such as impulse response, breakdown 

probability, and excess noise.   

Given that Ng et al. proposed coefficients and threshold energies, these coefficients 

and threshold energies can be tested in a hard dead space model, such as the 

recurrence technique or RPL. An RPL model was used to simulate gain in the diode 

structures reported by Ng et al., using their coefficients.  As shown in Figure 5.3, in 

a device with the thickest multiplication regions (P1), where dead space is negligible, 

this approach is able to model the multiplication and breakdown accurately. However, 

as the multiplication region becomes thinner, the significance of dead space increases, 

and the simple correction no longer approximates the more physically representative 

hard dead space models. Consequently, if Ng’s coefficients are applied in a hard 

threshold dead space model to simulate devices with thinner multiplication widths, 

the breakdown voltage becomes increasingly overestimated. Hence, it is necessary to 

determine revised nonlocal coefficients and threshold energies that are consistent 

with hard dead space models. 
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Figure 5.3: Electron-initiated multiplication as a function of the reverse bias voltage of the p-i-n 

diodes over a range of intrinsic width. Symbols represent experimental data, while solid lines 

represent results calculated using the RPL model with Ng’s coefficients [20].  

 

5.3 Experimental details 

The details of growth, fabrication, and electro-optical characterization have been 

explained previously [20]. In summary, Al0.8Ga0.2As p-i-n (n-i-p) diodes were grown by 

conventional solid-source molecular beam epitaxy on n+ (p+) GaAs substrates. The 

homojunction p-i-n and n-i-p devices have nominal intrinsic thicknesses of 1000, 400, 

100, 50, and 25 nm, and 1000 and 100 nm, respectively. Circular mesa diodes were 

fabricated with diameters between 100 and 400 µm. Additionally, selected samples 

were back etched to allow optical access to both sides. Modelled fits to 

capacitance- voltage characteristics were used to determine the real structure of the 

diodes, which differed slightly from the nominal targets as shown in Table 5.1. 

Photomultiplication measurements were carried out using a 442 nm laser. Pure 

electron (hole)-initiated multiplication characteristics, Me (Mh), were obtained using 

best-practise techniques, including the fitting of a primary photocurrent baseline, and 
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they were extracted from the same diode using top and back-side illumination.  This 

work was carried out previously by Ng et al. and his final data was used without 

reprocessing. 

 

5.4 Ionisation coefficient fitting 

For each of the diode structures, multiplication was calculated and compare with the 

experimental data to use in fitting the impact ionisation coefficients. Primarily, this 

was achieved using the RPL model, which was written and developed with genetic 

algorithm fitting procedure by Craig Adam and Collins Xiao. For a comparison, 

multiplication was also fitted independently by a researcher in the group using the 

recurrence technique with a hard threshold dead space, as described by Hayat et. al. 

[18]. As expected, given the equivalence of the models’ approximations, the two 

methods give comparable coefficients. 

5.4.1 Genetic algorithm fitting procedure 

A modified chi-squared fitness function was defined, using logarithms of the 

simulated and measured M-1 data to ensure adequate weighting for points at the 

onset of gain and lower M-1. As shown in Figure 5.4, an evolutionary algorithm was 

utilised to simulate the electric field-dependent electron and hole impact ionization 

coefficients and threshold energies, through minimization of the fitness factor.  To 

represent the thinnest devices as accurately as possible, a variable electric field 

profile has been considered rather than the simple, uniform electric field 

approximation made by Ng et al. This more accurately simulates the thin devices 

where a relatively significant thickness of the cladding layers has been depleted 

(given the <100 nm intrinsic widths), which makes the true electric field nonuniform 

[22].  
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Figure 5.4: The genetic algorithm fitting process used to extract the non-local electron and hole 

coefficients and threshold energies of Al0.8Ga0.2As. 

The input for fitting is the structure and the experimental multiplication data 

extracted by Ng et al. for each diode. Each candidate solution within the 200 

populations is defined by A, B, and C, which give the parametrized ionization 

coefficients expressed by 𝛼(𝛽) = 𝐴 exp [(
𝐵

𝜁
)

𝐶

], and Eth for both electrons and holes. 

The fitting includes pure electron multiplications due to top illumination of 1000, 400, 

100, 50, and 25 nm intrinsic width p-i-n diodes and due to back illumination of 1000 

and 100 nm intrinsic width n-i-p diodes. Pure hole multiplication due to top 

illumination of 1000 and 100 nm intrinsic width n-i-p diodes and due to back 

illumination of 1000, 100, and 25 nm intrinsic width p-i-n diodes are also used. For 

each candidate solution, the parameters were used, for each device at each voltage 

value, to calculate the fitted multiplication 𝑀𝑓𝑖𝑡. Then, the cumulative fitness factor 
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was calculated from the difference between the fitted and experimental 

multiplication 𝑀𝑒𝑥𝑝 using a modified chi-squared fitness function 𝜒2as: 

𝜒2 = ∑ ∑ (log(𝑀𝑒𝑥𝑝(𝑛, 𝑉) − 1) − log(𝑀𝑓𝑖𝑡(𝑛, 𝑉) − 1))
2𝑉𝑚𝑎𝑥

𝑉𝑚𝑖𝑛

𝑛

1
 

5.1 

where n is the device number, Vmin is the minimum voltage and Vmax is the maximum 

voltage. Then, the populations were sorted starting with the candidate solution, 

which has the lowest fitting factor value. The best ten candidate solutions for the 

population were kept for the next generation, while some of the rests of the solutions 

were changed randomly to create evolved candidates and some of them were 

replaced with entirely new solutions.  From rank 10-75, they were changed randomly 

within the range +/- 10%, around their values in the previous generation. From 

75- 150, they were replaced with new solutions obtained by changing one of the five 

best solutions around their values, again by a randomly defined magnitude within the 

limited range of +/- 10%. From 150-200, they were replaced with new solutions 

obtained by changing the seed parameters randomly around their values within the 

range +/- 50 %. The seed parameters were those used to generate the initial 

population and were either taken from Ng’s coefficients or an earlier fitting session.  

The fitting was repeated through multiple generations using newly evolved 

populations until the fitness factor stopped improving significantly.   

As a test, I started the evolutionary fitting with constant α and β coefficients (equal to 

the coefficients reported by Ng et al.) and only allowed the electron and hole threshold 

energies to change. This fitting was attempted with all twelve multiplication data sets. 

It was found to be impossible to fit the multiplication of these devices without 

allowing the A, B, and C parameters in α and β to change. The fitness function did not 

improve through the 163 generations completed before the test was stopped. So, to 

achieve the fitting it is concluded that the A, B, and C parameters need to be changed 

in addition to the electron and hole threshold energies. 
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Where possible, it is desirable to have a single parameterisation of α and β that hold 

for the full electric field range under consideration. To test for the possibility of this, 

fitting was attempted using data from all twelve diodes, allowing the genetic 

algorithm to optimise only one set of α and β parameters. Despite the difference in 

fitting approach, compared to earlier work, a satisfactory fit could not be achieved as 

shown in Figure 5.5.  Although it is worth noting that the approach does not yield 

an especially poor fit. 

 

Figure 5.5:  Electron and hole-initiated multiplication as a function of the reverse bias voltage of the 

p-i-n and n-i-p diodes over a range of intrinsic widths. The symbols represent the experimental data 

while the solid lines indicate results calculated using an RPL model where the fitting was attempted 

using data from all twelve diodes, allowing the genetic algorithm to optimise only one set of α and β 

parameters. Some datasets have been omitted for clarity [20]. 

 

To parameterize α and β across two ranges of the electric field, two fittings were 

carried out separately on thick diodes and thin diodes, representing low and high 

electric field ranges, respectively as shown in Figure 5.6. Populations were initiated 

with Ng’s low and high field coefficients and evolved until the fitness factor stopped 

improving significantly. When using stochastic models, some fluctuation in the fitness 
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factor is expected even when the best-fit parameters remain the same from 

generation to generation. 

 

Figure 5.6: Electron and hole-initiated multiplication as a function of the reverse bias voltage of the 

p-i-n and n-i-p diodes over thin intrinsic widths (a) and thick intrinsic widths (b). The symbols 

represent the experimental data, while the solid lines indicate results calculated using the RPL model, 

where two fittings were carried out separately on thick diodes and thin diodes to parameterize α and 

β across two ranges of the electric field [20].  

 

Unfortunately, independent low (<600 kV cm-1) and high-field (>600 kV cm-1) fittings 

yield coefficients that are non-continuous as shown in Figure 5.7.  
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Figure 5.7: High and low electron impact ionisation coefficients (α) as a function of inverse electric 

field. 

As result, these coefficients cannot simply be combined to cover the full electric field 

range as shown in Figure 5.8. 
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Figure 5.8: Electron-initiated multiplication as a function of the reverse bias voltage of the p-i-n 

diodes over a range of intrinsic widths. The symbols represent the experimental data, while the solid 

lines indicate results calculated using the RPL model. The discontinuity in the multiplication is 

attributed to the discontinuity in the coefficients resulting from the independent low- and high-field 

fitting. The same behaviour was observed in n-i-p diodes [20].  

 

5.4.2 Fitting algorithm improvements  

To obtain continuous coefficients, I did some changes to improve the fitting algorithm. 

A final fitting using data from all twelve diodes was performed, with candidate 

solutions extended to include two sets of electron and hole ionization parameters at 

low and high field range. Single threshold energies were maintained for electrons and 

holes, while the change-over electric field between the high and low ranges was 

included as an additional free parameter for both electrons ξch(e)  and holes ξch(h) . 

Hence, each candidate solution was defined by the parameters Alow, Blow, Clow, Ahigh, 

Bhigh, Chigh, and Eth and the change over the field, for both electrons and holes. The 

candidate solutions were initiated with the output of prior high- and low-field fittings. 

The fitness function was modified to include a term χ   ’ related to the continuity of α 
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and β to avoid extracting discontinuous coefficients. This function was calculated 

from the difference of the log of αhigh (βhigh) and αlow (βlow) at a given change-over 

electric field for electron and hole as: 

𝜒, = 𝑎𝑏𝑠[log (αlow(ξch(e))) − log (αhigh(𝜉𝑐ℎ(𝑒)))] + 𝑎𝑏𝑠[log (βlow(ξch(h))) − log (βhigh(𝜉𝑐ℎ(ℎ)))] 5.2          

Then, it was added to the cumulative fitness factor χ2 calculated from the difference 

of the modelled and measured multiplication, described earlier. Since the magnitude 

of α and β is on the order of 104, the log was used to avoid this term dominating. Other 

refinements were made to the weightings within the fitness factor for some fitting 

sessions to ensure certain electric field ranges, for example, were given sufficient 

significance to drive the optimisation of the fit.   

Since the low field range shows a more satisfactory fitting compared to the high field 

range, more improved fitting was achieved for the high field range by fixing the low 

field parameters and varying the high field ones. Figure 5.9 shows how these 

coefficients and threshold energies, as well as the change over the field for both 

electrons and holes, can adequately simulate the pure electron and hole 

multiplication for all diodes over the whole range of electric fields. For clarity and to 

avoid overlapping, some data sets have been omitted. 
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Figure 5.9:  Pure electron multiplication Me (top) and pure hole multiplication Mh (bottom) as 

a function of reverse bias voltage for p-i-n and n-i-p diodes over a range of intrinsic width. The 

symbols represent the experimental data while the solid lines indicate results calculated using 

an RPL model with the new non-local coefficients. Me of top illumination of 50 nm p-i-n diode and 

back illumination of 1000 nm n-i-p diode as well as Mh of the back illumination of 1000 nm p-i-n 

diode have been omitted for clarity [20].  

5.5 Result and discussion  

Table 5.2 presents the fitted local (non-enabled) electron and hole impact ionisation 

coefficients together with the electron and hole threshold energies, Eth(e) and Eth(h). In 

combination these parameters allow simulation of the non-local impact ionisation in 

AlGaAs and hence are commonly referred to as the non-local ionisation coefficients. 

This convention is also followed in this thesis.   

All parameters were fitted using a hard threshold dead space model, at high and low 

electric field ranges.  The local coefficients α and β are fitted using the parameterized 

form (A, B, and C parameters) as a function of electric field, 𝝃. Ng’s coefficients were 

extracted based on considering the realistic electric field profile in all devices, 

particularly thin ones, using an improved technique by Grant [23]. In this work, the 
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realistic electric field profile, which includes a peak electric field, was also taken into 

account using a variable electric field RPL model instead. The exponential field 

dependence of the coefficients ensures that the peak field has a significant 

contribution to the overall multiplication, even though it only occurs in part of the 

multiplication width. As a result, the peak field in the thinnest device at the maximum 

voltage value was considered as the highest limit in the electric field range for which 

the coefficients have been fitted, which is similar to what Ng et al. reported. On the 

other hand, the field obviously falls to zero in the real devices and the variable field 

RPL used, so in theory this work could quote coefficients to very low fields. This is 

dangerous since such low fields contribute very little to the multiplication so the fit 

can’t be considered to force a reasonable value for α or β at low fields. In addition, 

since this work focuses on the high fields where the non-local nature is significant and 

the low fields can be covered adequately by the local model, it is safe to set the same 

low field limit value as reported by Ng et al. 

Electron 

α= 𝐀 𝐞𝐱𝐩 [− (
𝐁

𝛏
)

𝐂
]    

Hole 

β= 𝐀 𝐞𝐱𝐩 [− (
𝐁

𝛏
)

𝐂
]    

Low field 

328 kV cm−1 < ξ < 626 kV cm−1 

   A= 1.12 ×  107 cm−1 

   B= 3.23×  103 kV cm−1 

   C= 1.039 

Low field    

328 kV cm−1 < ξ < 676 kV cm−1 

   A= 3.82 ×  106 cm−1 

   B= 2.62×  103 kV cm−1 

   C= 1.161 

High field  

626 kV cm−1 < 𝜉 < 1500 kV cm−1 

   A= 6.41 ×  106 cm−1 

   B= 6.46×  103 kV cm−1 

  C= 0.685 

High field 

676 kV cm−1 < 𝜉 < 1500 kV cm−1 

   A= 3.16×  106 cm−1 

   B= 2.88×  103 kV cm−1 

   C= 1.057 

   𝐄𝐭𝐡(𝐞) = 2.88 𝑒v 𝐄𝐭𝐡(𝐡) = 2.94 eV 

Table 5.2: The parametrized expressions for electron and hole impact ionisation coefficients, 

obtained using the hard threshold dead space model at low and high electric field ranges, as well as 

the electron and hole threshold energies. 
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The local α and β (non-enabled) extracted in this work are compared to Ng’s 

coefficients, as a function of inverse electric field, in Figure 5.10. The figure illustrates 

how coefficients extracted using a non-local model (this work) and a local model [20] 

compare. It is clear that at low electric field range, αlow and βlow have a good agreement 

between the two models. On the other hand, at high field in thin devices where the 

effect of dead space is significant, αhigh and βhigh extracted with the hard dead space 

model are higher than those extracted with the local model. This behaviour is 

observed for other materials such as 𝐴𝑙0.6𝐺𝑎0.4𝐴𝑠  as shown in Figure 5.11. The 

parameterized local α (non-enabled) extracted using the nonlocal model [12] is again 

higher than that extracted using the local one [5]. Note this work used a MC model, 

which accounts for dead space to a similar extent to the RPL model. It is common to 

report a local α and β, together with threshold energies for both electrons and holes, 

as an output when fitting with a non-local model.   

As noted, before, in combination this output is often referred to overall as the 

non- local coefficients. Enabled coefficients 𝛼∗and 𝛽∗are less often compared because 

they are calculated based on the specific ionization path length pdf assumed in the 

model (or models) for which they are reported. Hence, they are only comparable 

across models with the same founding assumptions.  For example, RPL and 

recurrence can be compared because both the enabled coefficients are 

mathematically defined based on the ballistic hard dead space and displaced 

exponential pdf.  Note, the enabled ionisation coefficients describe part of the 

non- local ionisation pdf and hence are not equivalent to the overall non-local 

ionisation coefficients.  
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Figure 5.10:  A comparison of the obtained local electron and hole impact ionization coefficients 

(non-enabled) for p-i-n diodes fitted using the hard threshold dead space model (green) with those 

reported from the local model of Ng et. al. (blue). The solid lines represent α, while the dashed lines 

represent β. The dark colour indicates the coefficients in the low electric field range, while the light 

colour indicates the coefficients in the high electric field range. The arrows show the break-electric 

field values [20]. 

 

Figure 5.11: A comparison of the parameterised electron and hole impact ionization coefficients 

(non-enabled) for Al0.6Ga0.4As fitted using the Monte Carlo model (MC) [12] with those reported 

from the local model [5]. 
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The local coefficients which Ng et al. determined and I then reported and compared 

with my new coefficients, were extracted from the multiplication characteristics at 

each voltage point, using the equations from the conventional local model [20]: 

𝑀𝑒(𝑥, 𝑉) =
1

1 − ∫ [𝛼(𝑥, 𝑉) exp (− ∫ (𝛼(𝑥, 𝑉) − 𝛽(𝑥, 𝑉))
𝑥

0
𝑑𝑥 ’)]𝑑𝑥

𝑤𝑇

0

 

 

5.3 

𝑀ℎ(𝑥, 𝑉) =
1

1 − ∫ [𝛽(𝑥, 𝑉) exp  (∫ (𝛼(𝑥, 𝑉) − 𝛽(𝑥, 𝑉))
𝑤𝑇

𝑥
𝑑𝑥 ’)]𝑑𝑥

𝑤𝑇

0

 

 

5.4 

The resulting α and β are plotted against the inverse electric field as shown in 

Figure 5.12. As Ng et al. points out, extracting coefficients in this way relies on the 

assumption that it is possible to identify an extrapolated bulk value, with which the 

experimental coefficient data points will eventually converge.  However, this 

convergence starts from significantly underestimated magnitudes, as much as 2 or 3 

orders. Since the effect of dead space cannot be truly negligible, some 

underestimating of the coefficients is inevitable even when attempting to extrapolate, 

especially in the thinnest devices (at the highest electric fields). Since Ng’s coefficients 

were initially extracted using the method outlined above, it is still expected that they 

will underestimate rather than overestimate the magnitude at the higher electric 

fields. 
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Figure 5.12: Ionisation coefficients extracted from 𝑀𝑒  and/or 𝑀ℎ for diodes with a range of 

multiplication width. Adopted from [20], widths labelled correlate with the nominal intrinsic widths 

recorded in table 5.1 above [20]. 

 

To further investigate the significance of non-local effects, the ratio of the dead space 

to the electron ionisation path length (𝑑𝑒𝛼) was calculated as a function of the inverse 

electric field, as shown in Figure 5.13. The maximum possible value for ratio is 1 when 

1/α tends to equal the electron dead space, which means 1/α* tends to zero. This 

would be the limit case where the carriers ionised immediately after transiting the 

dead space. This limit case is obviously highly desirable since it represents full 

determinism, where the position of ionisation is no longer uncertain. The figure 

shows that at a low electric field, the ratio is small, and the dead space is negligible, 

but with increasing the electric field, the ratio increases, and the dead space becomes 

more significant, getting very close to the desirable limit case (𝑑𝑒𝛼 = 1), which will 

help achieve excellent low-noise multiplication. This confirms the significance of dead 

space at a high field observed in Figure 5.10. 
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Figure 5.13:  The ratio of dead space to the electron ionisation path length and the electron 

ionisation coefficient α as a function of the inverse electric field. 

 

In order to illustrate the effect of the ratio on the excess noise within the RPL model, 

the excess noise factor as a function of multiplication for the 25 nm p-i-n diode from 

Ng et al. is shown in Figure 5.14. By ignoring the dead space effect, the RPL model can 

act as a local model, this condition was used to confirm the validity of the model.  The 

excess noise factor was calculated at the two extreme cases of the local model when k 

equals 1 and 0, respectively. As shown in Figure 5.14, the simulated noise matches the 

respective McIntyre lines very well. Following this confirmation, the RPL model was 

used with the accurate new coefficients and threshold energies. As expected, the 

figure shows that the new coefficients can successfully simulate the experimental 

excess noise in the 25 nm p-i-n diode measured by Ng et al.  

Starting with the new coefficients, the potential for affecting the noise can be explored. 

Firstly, by decreasing α and β, the electron and hole ionisation path lengths increase, 

and the dead space becomes less significant, and the avalanche of impact ionisation 

events become less deterministic. As a result, the excess noise increases toward the 
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maximum limit noise in the local model at k = 1. Secondly, if α and β are increased, 

without changing the β/α ratio, the electron and hole ionisation path lengths decrease, 

and the dead space becomes more significant. Hence there is the potential for further 

reducing noise in thinner AlGaAs p-i-n diodes.  1/α* approaches zero when the 

coefficients are multiplied by a factor of 1.3 (shown in Figure 5.14), at which point the 

noise is reduced to be below F of 2 when the multiplication is up to ~15. Finally, to 

decrease noise even further, the β/α ratio would need to decrease. The figure also 

shows that when β equals 0, the diode can experience an excess noise factor < 2, which 

is the lowest limit in the local model. In fact, the excess noise factor becomes 

approximately equal to 1 in this hypothetical case, the ultimate theoretical limit, 

indicating almost perfect determinism.  

 

Figure 5.14: F versus Me for the 25 nm Al0.8Ga0.2As p-i-n diode (P5). Dashed lines are McIntyre’s local 

predictions for k = 0 to 1 in steps of 0.1. The solid black lines represent the simulated noise for α = β 

and β = 0 validating the model.  The open circles represent the experimental data, while the solid blue 

line represents the result calculated using the RPL model with the new coefficients and threshold 

energies. The other coloured solid lines show how the noise is affected by increasing or decreasing 

the magnitude of α and β. The red dots show the case where β alone is set to zero, further reducing 

noise towards the ideal limit. 
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In addition, the ionisation probability density function as a function of the ionisation 

path length at low (606 kV cm-1) and high (1538 kV cm-1) electric field values were 

calculated by: 

𝑃𝑒(𝑥) = {
0, 𝑥 ≤ 𝑑𝑒

∗

𝛼∗ exp[−𝛼∗(𝑥 − 𝑑𝑒
∗)] ,    𝑥 > 𝑑𝑒

∗  
5.5 

Figure 5.15 shows the dead space and the electron ionisation path length for both 

cases.  With increasing the electric field, the dead space decreases linearly according 

to: 

𝑑𝑒 =
𝐸𝑡ℎ𝑒

𝜉
 

5.6 

On the other hand, the ionisation path length decreases exponentially with the electric 

field. As a result, the significant of dead space at high electric field can explain how 

the extracted coefficients using the non-local model are higher than the extracted 

coefficients from the local model (Ng’s coefficients).  

In the case of a hole, since α and β converge at a high electric field, the same argument 

can be applied to the hole by substituting β, dh, and Eth(h). However, at low fields, due 

to the significant reduction in β compared to α, the ratio of the hole dead space to the 

hole ionisation path length is negligible.   
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Figure 5.15: The ionisation probability density function as a function of the ionisation path length at 

606 and 1538 kV cm-1. 

 

In order to further evaluate the new coefficients, Figure 5.16 shows a comparison with 

the extracted coefficients using the non-local model of AlxGa1-xAs with a range of 

different Al fractions (0%,30%, 60%)[12] . These coefficients were obtained based on 

MC model which is comparable to hard dead space models used in our work. It is 

obvious that with increasing the Al fraction, the electron and hole ionisation 

probability reduces. This is due to the increase of the band gap as the Al fraction 

increases [11]. The figure also confirmed the larger α/β ratio of Al0.8GaAs compared 

to Al0.6GaAs, described earlier. As the figure shows, since the coefficients of all 

materials converge at a high field, the new coefficients were expected to converge too.  
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Figure 5.16: Electron and hole impact ionisation coefficients as a function of inverse electric field for 

AlxGax-1As with a range of Al fraction [12]. 

 

For further investigation, the ratio of the dead space to the electron ionisation path 

length for the same materials has been shown in Figure 5.17. As shown in Figure 5.1, 

from 0.3 to 0.6 the reduction in α is more significant than the negligible reduction 

from 0.6 to 0.8. As a result, from 0.3 to 0.6, the significance of dead space to the 

electron ionisation path length reduced significantly compared to the negligible 

reduction from 0.6 to 0.8. As the dead space for the different materials differs over 

an extremely small range where Ethe changes in the range of 2.9–3.4, its effect on the 

ratio value can be negligible. 
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Figure 5.17: The ratio of the dead space to the electron ionisation path length as a function of inverse 

electric field for AlxGax-1As with a range of Al fraction. 

 

5.6 Conclusion  

In optical fibre communications and other optical applications, the APD's 

performance can be evaluated based on factors such as signal-to-noise ratio, speed, 

operating voltage rating, and temperature sensitivity. These factors can be improved 

by using a thin multiplication width. The wide indirect band gap of the Al0.8Ga0.2As 

material allows for the fabrication of thin multiplication APDs with negligible 

tunnelling effects. As a result, by combining the large α/β ratio with the previously 

mentioned advantages of a thin multiplication layer, there is exciting potential to 

create high-speed and low-noise avalanche photodiodes with high gain bandwidth 

product, maximizing the desirable non-local ionisation effect. In this chapter, the local 

ionisation coefficient (non-enabled) and threshold energies of Al0.8Ga0.2As were 

extracted using a hard dead space model for the first time. Both RPL and recurrence 

models have been used, and an equivalent result has been achieved. These coefficients 

enable accurate simulation of the multiplication and breakdown of Al0.8Ga0.2As APDs, 
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even those that are extremely thin with multiplication widths down to 25 nm with 

high electric field operation.  

In the standard ideal case of the ideal p-i-n structure, with a need to have very high 

doping in the cladding layers (~1020 cm-3), the new coefficient and threshold energies 

can accurately simulate a device with a multiplication width down to 50 nm. However, 

in practice, the highest possible doping of the cladding layers is lower, which allows 

to deplete a part of the cladding layers, increasing the depletion width and, hence 

reducing the non-uniform electric field. As a result, the reduction in multiplication 

due to decreasing the field can be compensated by the additional fraction of the 

depletion in the cladding layer, and so the breakdown can occur at a lower field than 

in the ideal case. As a result, these coefficients can simulate a realistic p-i-n diode with 

a multiplication width thinner than 50 nm. This can explain the validity of these 

coefficients to simulate the nominal 25 nm p-i-n diode from Ng et al. In Chapter 7, 

Al0.8Ga0.2As SAM APD structures with 50 nm multiplication width will be investigated. 

Since the actual doping of the cladding layer is expected to be lower than in the ideal 

standard case, it is safe to use the new coefficients to simulate these devices. 

 In order to fit the electric field-dependent electron and hole impact ionization 

coefficients and threshold energies, an evolutionary algorithm was employed. The 

fitting was initiated with one set of parameters for electron and hole over the whole 

range of electric field for each candidate solution. Then, Independent low 

(<600 kV cm-1) and high-field (>600 kV cm-1) fittings were carried out on thick and 

thin sets of devices respectively results in noncontinuous coefficients. To improve the 

fitting and overcome the discontinuity, two sets of electron and hole ionization 

parameters at low and high field ranges were used as a candidate solution. In addition, 

the change-over electric field between the high and low ranges was included as 

an additional free parameter for both electrons and holes. Also, the fitness function 

was modified to include a term related to the continuity of α and β to avoid extracting 

discontinuous coefficients. Consequently, the fitting was improved, and the resultant 

coefficients and threshold energies successfully simulate the pure electron and hole 

multiplication for all diodes over the whole range of electric fields. Fitting the 
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coefficients to the experimental data in this way included unprecedented degrees of 

freedom and hopefully represented the physical process in all important aspects.  The 

degrees of freedom undoubtedly bring risk, with the fitted solution sure to be 

non- unique.  However, many fitting sessions were run, including ones using the 

high- energy computing facility at Lancaster University, to rapidly progress through 

generations and include a large number of randomly generated/mutated candidates.  

This wide sampling of the candidate space gives good confidence that local minima 

have been avoided, combined with the use of two different models, overall, the 

presented coefficients are considered well optimised. It is hoped that future 

researchers will find the consideration of a representative non-uniform electric field 

profile and the inclusion of a fitted break electric field, to be an approach worth 

applying to future work extracting ionisation coefficients.  

As explained earlier, the comparison emphasized that thin GaAs APD can achieve the 

highest ratio of dead space to the ionisation path length (α de). However, this 

advantage can not be exploited due to the significant tunnelling associated with this 

thin GaAs APD. On the other hand, a thin Al0.8GaAs APD can achieve a ratio close to the 

desirable limit, resulting in excellent low-noise multiplication with negligible 

tunnelling. 

These coefficients help to prepare for characterising Al0.8Ga0.2As/GaInNAsSb APD and 

SPAD, which would have the ability to detect long wavelengths up to 1.5 µm. As 

a result, the desirable advantages of using such a long wavelength can be exploited in 

various applications, such as optical fibre communications and LIDAR. More 

investigation on the impact ionisation of GaInNAsSb and the optimal SAM APD 

structure will be discussed in detail in the next chapters. 
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Chapter 6 

Avalanche multiplication characteristics 

of dilute nitride diodes 

 

6.1 Introduction 

The dilute nitride Ga0.8In0.2N0.05As0.94Sb0.01, hereafter referred to as GaInNAsSb, is 

an interesting material system because a small incorporation of nitrogen N and Sb 

makes the energy band gap drop by a significant amount, whilst allowing the alloy to 

remain lattice matched to GaAs. In this chapter, the multiplication characteristics and 

the impact ionisation behaviour of dilute-nitride photodiodes have been investigated. 

From the photomultiplication measurements, the effective impact ionization 

coefficients in GaInNAsSb have been determined, the first time for the Sb containing 

penternary form of this alloy. Additional knowledge of the impact ionisation 

behaviour of dilute nitride might facilitate the evaluation of device performances such 

as breakdown voltage, avalanche multiplication, and excess avalanche noise. Hence 

this work provides a foundation from which AlGaAs/GaInNAsSb SAM APDs could be 

developed in the future.   

The multiplication measurements were carried out on GaInNAsSb p-i-n and n-i-p 

diodes at room temperature, approximately 300K, referred to campaign one in [1]. 

The diodes were grown by IQE in the US, using molecular beam epitaxy (MBE), and 

the designed structures of the diodes are shown in Figure 6.1. The modelled band 

structure of a homojunction GaInNAsSb p-i-n diode at zero bias is shown in Figure 6.2. 
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Figure 6.1: The designed structure of the GaInNAsSb p-i-n diode. The n-i-p diode was grown with the 

same doping concentration but with the opposite doping type.  

 

Figure 6.2: The energy band diagram of a homojunction p-i-n diode with zero bias voltage. 
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6.2 Electrical Characterizations 

6.2.1 C-V measurements 

CV measurements were carried out on n-i-p and p-i-n diodes for different device areas. 

The CV profile of the diodes was found to be proportional to the device area, indicating 

that they are well isolated. Then, the capacitance density has been fitted to identify 

the p, n, and i-region doping concentrations. Figure 6.3 shows the experimental and 

modelled capacitance densities as a function of the reverse bias voltage of different 

diameters n-i-p and p-i-n diodes. When operating at high voltages, leakage current 

increases, which causes errors in the capacitance inferred by the LCR meter based on 

its assumption of a two-component equivalent circuit.  Hence fitting was limited to 

the data below ~-10 V. Table 6.2 summarises the fitted structures determined from 

the CV profiles. 

 

Figure 6.3: Measured (symbols) and modelled (solid line) CV characteristics of the GaInNAsSb p-i-n 

and n-i-p diodes. 
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 Layer Material Thickness 

(nm) 

Doping Concentration (cm-3) 

p-i-n n-i-p 

5 GaAs 500 (p+) 1×1019 (n+) 1×1019 

4 GaInNAsSb 300 (p) 1×1018 (n) 0.2×1018 

3 GaInNAsSb 3000 (p-) 4.4 ×1016 (p-) 2.5×1016 

2 GaInNAsSb 500 (n) 2×1018 (p) 1×1018 

1 GaAs 2500 (n) 1×1018 (p) 1×1018 

Semi Insulating GaAs substrate 

Table 6.1: The fitted structure of GaInNAsSb p-i-n and n-i-p diodes. 

 

The capacitance-voltage characteristics for both p-i-n and n-i-p diodes were measured 

and then compared to that calculated using an electrostatic model, described in 

Section 4.5, and the designed structure given in Figure 6.1 The input devices were 

subsequently modified to match the experimentally measured CV, confirming 

a precise knowledge of the device structures as shown in Table 6.1. This fitting 

showed that the dilute nitride alloy has relatively high unintentional doping. This is 

normal in five-component materials such as GaInNAsSb due to the native growth 

defects. After the growth, both diodes were annealed by IQE at 785 °C. Trials made by 

IQE found this temperature showed the highest photoluminescence intensity. The 

annealed samples display a significant reduction in dark current compared to the 

unannealed ones, indicating significant success in improving the material by 

annealing, as shown in Figure 6.4 [1]. The dark current is an order of magnitude lower 

than that previously found in a similar band gap GaInNAsSb p-i-n [2]. The annealed 

band gap of the GaInNAsSb p-i-n and n-i-p diodes were found to be 0.796 eV and 

0.807 eV respectively [1]. It is highly preferable to reach a band gap of 0.8 eV or a little 

less, to achieve a high absorption coefficient at 1550 nm. 
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Figure 6.4: The current-voltage characteristics of GaInNAsSb p-i-n (C1-P3-785) and n-i-p 

(C1- n3- 785) diodes. The solid lines represent annealed devices and dashed lines represent 

unannealed devices. Adopted from [1]. 

Although annealing is used to reduce lattice defects, excessive annealing can 

ultimately lead to the formation of new defects and increases in unintentional doping 

and the dark current. Due to variations in the alloy's composition and growth 

conditions, the optimal annealing conditions cannot be applied similarly across the 

GaInNAsSb alloy range, instead they vary for specific band gaps and compositions  [1].  

Moreover, annealing can change the overall type of unintentional doping in the 

intrinsic region and hence the position of the electrostatic junction. To improve the 

quantum efficiency, it is preferable for the junction to be at the top of the diodes to 

collect more photogenerated carriers. However, controlling the anneal to select the 

background doping type without compromising leakage current or doping 

concentration is difficult. The electric field profiles for p-i-n and n-i-p diodes at 

different applied voltage values were calculated from the depletion width as 

described in Section 4.5 and shown in Figures 6.5 and 6.6, respectively. 
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Figure 6.5: Calculated electric field profile in the GaInNAsSb p-i-n diode. 

 

Figure 6.6: Calculated electric field profile in the GaInNAsSb n-i-p diode. 
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6.2.2 I-V Measurements 

 The measurements of the forward and reverse dark current-voltage (IV) characteristics were 

carried out using Keithley 2400 Source meter, which was connected to a desktop computer. 

 

Figure 6.7: Forward IV characteristics of 400 µm diameter p-i-n and n-i-p diodes. The solid line 

represents the ideal case with a contact resistance equal to 0. 

Although an APD typically functions under reverse bias conditions, the initial 

measurement conducted on a newly manufactured device involves a forward 

current- voltage (IV) measurement. This initial evaluation is performed to quickly 

evaluate the material properties and contact characteristics. Forward I-V 

measurements for 400 µm diameter p-i-n and n-i-p diodes have been investigated in 

order to evaluate the diodes, as shown in Figure 6.7. The solid line represents the ideal 

case with zero contact resistance. For both diodes, the ideality factors are closer to 1 

than 2, indicate relatively low contribution from generation and recombination 

mechanisms and hence relatively good material quality. It also indicates that the 

doping in the diode’s doped cladding layers is high enough, and the diffusion current 

is dominant.  

The dark current density for both diodes is shown in Figure 6.8. It was demonstrated 

previously[1]that the dark current scaled with the area which indicates 

bulk- dominated currents rather than surface currents.  
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Figure 6.8: The dark current density characteristics of 100 µm diameter p-i-n and n-i-p diodes. 

 

6.3 Factors affecting photomultiplication characteristics 

In order to investigate the multiplication characteristics and understand the 

ionisation behaviour of this dilute nitride, homojunction p-i-n, and n-i-p diodes have 

been used. In this chapter, the impact ionisation of GaInNAsSb has been discussed 

theoretically and demonstrated experimentally. The impact ionisation on other 

compositions of dilute nitride has been discussed in the earlier literature review in 

Section 3.4.2. This specific work was started by Dr Collins as a small part of his 

research in the same group at Lancaster University [1]. He tried to obtain pure 

electron (hole) initiated multiplication characteristics Me (Mh) for GaInNAsSb p-i-n 

(n- i-p) diodes by illuminating the top cladding layer with a 532.5 nm laser source. 

Thereafter, using the RPL model [3] and capacitance fitting, an evolutionary fitting 

algorithm was applied in an attempt to obtain the electron and hole impact ionization 

coefficients of GaInNAsSb. This method successfully fitted the impact ionization 

coefficients of Al0.9Ga0.1As0.08Sb0.92 for three different diodes [4]. However, the impact 

ionisation coefficients could not be determined successfully for GaInNAsSb using this 

method. The many potential reasons for this are discussed below. 
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6.3.1 Photon recycling 

Photon recycling (re-emission) could be responsible for initiating some of the 

multiplication in both the n-i-p and p-i-n, structures, when absorption is confined to 

the layers above the depletion edge, leading to mixed injection multiplication rather 

than the intended pure initiated multiplication. Radiative recombination of 

photo- generated carriers can occur in the undepleted part of the upper cladding 

layers or unintentionally doped region, resulting in re-emission in any direction at 

a wavelength corresponding to the bandgap energy of these layers.  This radiation can 

be re-absorbed in the rest of the structure, resulting in the creation of electron-hole 

pairs. If the re-absorption takes place in the depleted part of the structure 

(GaInNAsSb), electrons, and holes can be injected inside the depletion region in both 

diodes, resulting in mixed injection multiplication.  Such re-absorption might increase 

below-band gap absorption or decrease above-band gap absorption with increasing 

reverse bias due to Franz-Keldysh electro-optical absorption, depending on the 

emitted photon’s energy.[5] If the photons emit from the upper GaAs layer with 

energy significantly above-band gap absorption, the F-K effect is negligible. This is 

because the F-K effect is only significant around the band gap energy. On the other 

hand, if the re-emission takes place in the undepleted part of either the p-doped or 

unintentionally doped GaInNAsSb layers, the photon energy can be above or below 

band gap absorption, depending on the type of recombination transition. As a result, 

more investigation is needed to identify the dominant recombination transition. On 

the other hand, if the re-absorption occurs below the depletion region, electrons and 

holes in n-i-p and p-i-n diodes, respectively, can be injected into the depletion region.  

This is even more deleterious to the analysis, since it results in the opposite type of 

carrier being injected, compared to the original expectation.   

The risk of re-emission in a p-i-n diode is higher than in a n-i-p diode. Since the 

intrinsic region is unintentionally doped p-type, the junction is located at the top of 

the n-i-p diode, whereas it is far from the surface in the p-i-n diode. As a result, in the 

n-i-p diode, the minority carriers only need to diffuse through, at most, 500 nm of 

GaAs and 300 nm of n-type GaInNAsSb in order to reach the electric field. On the other 
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hand, in the p-i-n diode, the minority carriers must diffuse further through the 

majority of the 3000 nm intrinsic layer as well. Therefore, the vast majority of carriers 

are likely to recombine before reaching the electric field region, reducing the number 

of collected carriers and lowering the quantum efficiency.  Compared to the n-i-p 

diode, the quantum efficiency of the p-i-n diode is indeed found to be lower, 

confirming that the risk of re-emission and re-absorption is higher. For example, by 

using a 405 nm laser source at 5 V, the quantum efficiency of the n-i-p diode is ~9.3%, 

while it is only ~0.7% for the p-i-n diode. Thus, almost pure hole-initiated 

multiplication can be expected for the n-i-p diode, whereas for the p-i-n diode, the 

multiplication initiated with a strongly absorbed visible wavelength is likely due to 

substantially mixed injection, rather than the desired pure-initiated electron 

multiplication.  

Where re-absorption occurs, dealing with the mixed injection multiplication as a pure 

initiated multiplication provides an incorrect interpretation of the impact ionisation 

behaviour and hence inaccurate values for electron and hole impact ionisation 

coefficients when included in the fitting. In order to accurately determine the value of 

electron and hole impact ionisation coefficients using pure electron and hole-initiated 

multiplication, it is necessary to confirm the purity and eliminate this source of mixed 

injection. Other researchers have tackled this issue before. Bulman et al. [6] attempted 

to obtain pure carrier injection for the determination of electron and hole impact 

ionisation coefficients in InP. Because in InP the impact ionisation coefficient for holes 

is larger than for electrons, the pure initiated multiplication for holes was expected to 

be higher than for electrons. On the other hand, the risk of re-emission in the case of 

pure electron injection under back illumination was higher than in the case of the top 

pure hole injection. Based on their structure, the diffusing of the electrons and, hence, 

collecting them in the depletion region was difficult compared to the holes for two 

reasons. The width of the bottom p+ cladding layer was thicker compared to the 

electron diffusion length of the material. In addition, the doping concentration of the 

p+ bottom cladding layer was higher than in the top n+ cladding layer, so the depletion 

is not wide enough for the electrons to be collected. Consequently, the measured 
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electron pure-initiated multiplication was more mixed than the measured 

hole- initiated multiplication. Because of this, the predicted value of the electron 

ionisation coefficient would have been higher and the value of β/α ratio smaller. 

Therefore, the device structure was modified to minimise the effect of this 

contamination. 

The ideal case for the best fitting of the alpha and beta can be achieved under two 

conditions, set out in 6.3.2 and 6.3.3 below. 

6.3.2 Electric field profile 

The first condition is that devices be grown with a small intrinsic layer with low 

doping concentration and, hence, a uniform electric field. In this case, at each voltage 

value, the electric field is uniform, and one value of alpha and one value of beta can be 

used to fit the corresponding multiplication. On the other hand, as GaInNAsSb is 

a five- component alloy, it is normal to have high unintentional doping concentration, 

as illustrated in detail by X. Collins [1]. As shown in Figures 6.5 and 6.6, due to the 

thick intrinsic layer of p-i-n and n-i-p diodes (3000 nm) having a relatively high doping 

concentration, the intrinsic region is not completely depleted, and the electric field 

profile in the devices is triangular with the maximum magnitude of the field at the 

junction and gradually decreasing into the depletion region. In the simulation, at each 

voltage, the electric field profile breaks down into many thin elements where the 

electric field is assumed to be uniform within each element. For each element, the 

candidate solution consisting of A, B, C, and Eth for both electrons and holes is used to 

calculate alpha and beta. So, each element has its own electric field and ionisation 

coefficients, and rather than calculating the multiplication related to a single value of 

alpha and beta, the calculated gain is a result of all different values of alpha and beta 

at the different fields. As a result, at each voltage value, it is difficult to fit the 

experimental multiplication using a single candidate solution. Consequently, a more 

advanced model with a more open-fitting algorithm is required.  

Although not entirely new, it is rare to fit the measured multiplication and excess 

noise characteristics using the non-uniform electric field profile. Ng et al. attempted 
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to use the nonuniform electric field profile to fit the measured multiplication and 

excess noise characteristics of 4H-SiC APDs in order to extract the (enabled) 

ionisation coefficients and the ionisation threshold energies [7]. In addition, X. Collins 

reported the impact ionisation coefficients of the quaternary alloy 

Al0.9Ga0.1As0.08Sb0.92 lattice matched to GaSb substrates using a variable electric field 

profile [4]. 

6.3.3 Back illumination 

The second ideal condition is fitting using Me and Mh from the same diode which can 

be achieved by back illumination. As illustrated in Figure 6.9, when alpha is greater 

than beta, in the p-i-n diode, the pure electron (hole)-initiated multiplication Me (Mh) 

using short wavelength under topside (back) illumination is the greatest (smallest) 

multiplication that can be achieved, whereas the mixed injection multiplication using 

longer wavelength occurs between them. On the other hand, when beta is higher than 

alpha, the converse situation is accurate. Bulman tried to get a pure hole and 

electron- initiated multiplication from the same diode under the top and back 

illumination respectively [6]. There are a lot of advantages to using the back 

illumination technique in practical detection applications, hence the fabrication 

technology required can be well developed in some material systems. With 

a back- illumination scheme used by  Li et al. [8] , the devices can readily be arrayed 

and flip-chip bonded to a silicon-based readout integrated circuit [9]. An improved 

back illumination technique is described by M. Grzesik et. al  [10]. The authors 

entirely removed the GaSb substrate and bonded just the device's epilayers to 

a transparent substrate. This architecture allowed both pure electron and hole 

injection to be measured on the same diode, illuminating from the top side and from 

the bottom through the transparent substrate.  
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Figure 6.9: Multiplication characteristics modelled by RPL, under electron and hole-pure injection 

and mixed injection obtained from the same diode (p-i-n diode) when alpha is higher than beta and 

when the beta is higher than alpha. 

 

In order to get Me and Mh by illuminating the back of n-i-p and p-i-n diodes respectively 

in this work, we would need first to etch off the 800 µm of the semi-insulating 

substrate. Since the substrate width is >99% of the whole sample width, it is 

impossible to control the etching without using an etching stop. As currently grown 

the epi-structures do not have etch stops between the diode layers and the substrate, 

therefore, Me and Mh cannot be extracted from the same diode using the current 

samples. In the future, this etching could be achievable if a thin AlGaAs layer is grown 

in the middle of the first GaAs layer. Using an acid that can etch the GaAs but not the 

AlGaAs, this layer may act as a stop etch point to control the etching process, thus 

making it possible to achieve the desired pure initiated multiplication under back 

illumination. An example of using an etching stop point has been done by Bulman et al. 

for an InP n-i-p diode. To minimise the risk of re-emission when targeting pure 

electron injection under back illumination, the width of the p cladding layer must be 

reduced to a thickness equal to several diffusion lengths. Since the electron diffusion 

length in InP is short, often less than 1 µm for these doping levels, it is difficult to 
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control the etching without using an etch stop layer. A thin InGaAsP layer (0.7 µm) 

with a band gap equal to 1.08 eV was included in the structure to serve as an etch stop 

layer [6]. 

6.4 Previous comparison of ionisation coefficient 

magnitudes 

Due to the non-uniformity of the electric field, the impossibility of obtaining Me and 

Mh from the same diode, and the low probability of achieving pure electron-initiated 

multiplication in the p-i-n diode, it is necessary to find an effective way to enhance the 

fitting. To study the top-pure injection in the two diodes, a variety of laser sources of 

different wavelengths were utilized. Also, measurements with different device areas 

have been investigated as described below. Since the p-i-n and n-i-p diodes have 

different electric field profiles with different junction positions and doping 

concentrations, Me(V)and Mh(V) cannot be simply compared to determine the relative 

magnitude of alpha and beta in the dilute nitride. As alpha and beta are functions of 

the electric field, for comparison, Me and Mh can be plotted versus the electric field. 

On the other hand, the electric field profile is nonuniform at each voltage value. As 

a result, X. Collins tried to plot multiplication as a function of the peak electric field, 

which is expected to be dominant due to the ionisation coefficients being 

exponentially dependent on the field, to improve the comparison. This is still 

a significant simplification resulting in a poor comparison, as shown in Figure 6.10. 

The figure showed a concerning crossing when plotted as a function of the peak 

electric field and left many unanswered questions. 
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Figure 6.10: The multiplication characteristics for the homojunction p-i-n (C1-p3-785) and n-i-p 

(C1- n3-785) diodes as a function of the peak electric field as calculated by Dr Collins [1]. 

 

6.5 Mixed carrier injection 

Since the carrier injection profile is wavelength-dependent, the magnitude of the 

multiplication also depends on the wavelength value. Short wavelengths are 

significantly absorbed on the surface, leading to pure injection into the depletion 

region, but long wavelengths are absorbed weakly and penetrate deeply into the 

structure, leading to mixed injection. Therefore, multiplication initiated by both pure 

and mixed injection can be characterised on the same diode, with the right choice of 

wavelength. Hence, the avalanche multiplication and the excess noise over a range of 

wavelengths can be investigated and used to confirm the purity and to interpret the 

relationship between alpha and beta as well. For example, in the case of n-i-p diode 

where beta is higher than alpha, and a range of wavelengths are used λ1 < λ2 < λ3. In 

the beginning, (λ2) can be used to obtain the proposed pure hole-initiated 

multiplication. By using a shorter wavelength (λ1), there are three possibilities. The 

purity of the injection can be confirmed if the resultant multiplication using (λ1) is 

identical to the multiplication using (λ2). On the other hand, if the resultant 

multiplication using (λ1) is higher than using (λ2), (λ2) is not short enough and it is 
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necessary to use a wavelength shorter than λ2 to get the pure hole injection. In 

addition, if the resultant multiplication using (λ1) is lower than using (λ2), the 

multiplication is mixed due to re-emission and re-absorption. Furthermore, by using 

(λ3), the measured multiplication, which is then mixed multiplication, is expected to 

decrease while the excess noise is expected to increase. On the other hand, the trends 

and characteristics are inversed in the case of a p-i-n diode. 

Pure initiated multiplication as well as mixed injection multiplication can be used to 

deduce the electron and hole impact ionization coefficients. This method has been 

utilized previously for thick APDs with a uniform electric field in 4H-SiC [11] and for 

thin APDs with non-uniform electric fields [7]. The avalanche multiplication and 

excess noise characteristics of 4H-SiC APDs as p-i-n structures with thin 

multiplication regions were investigated using a range of wavelengths from 230 nm 

to 365 nm. Pure electron-initiated multiplication was obtained with a laser source of 

230 nm, and as the wavelength was increased, the multiplication became more mixed. 

The excitation wavelength was found to increase measured multiplication values 

while decreasing excess noise. Therefore, the carrier injection profile was used to fit 

the measured multiplication and excess noise characteristics of the structures so that 

the (enabled) ionization coefficients and the ionization threshold energies could be 

extracted. These measurements provide unambiguous evidence that 𝛽 > 𝛼   , and the 

𝛽

𝛼
 ratios continue to be significantly greater than 1 even in these relatively thin 4H-SiC 

avalanche regions [7]. In addition, Ng et al. used the mixed carrier avalanche 

photomultiplication measurements on a series of p-i-n diode layers to deduce the 

electron and hole ionization coefficients in In0.53Ga0.47As [12]. Furthermore, obtaining 

mixed injection multiplication for the two diodes as well as the pure injection 

multiplication enables us to incorporate additional data in the fitting, which can 

enhance the fitting.  

6.6 Photomultiplication measurements 

Photomultiplication measurements on GaInNAsSb diodes were carried out by 

focusing light from a laser source to a small spot on the top cladding of the diodes to 
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inject carriers into the high-field regions. Since the leakage current is significant in 

both diodes as shown in Figure 6.8 and the signal is compromised by the associated 

noise, phase-sensitive detection has been used. In order to obtain pure electron (hole) 

initiated multiplication characteristics, Me (Mh), for the p-i-n (n-i-p) homojunction 

diodes respectively, 405 nm light from a fibre-coupled diode laser has been used to 

illuminate the p+(n+) top cladding layer as shown in Figures 6.23 (a) (Figure 6.13 (a)). 

Since approximately 99.9% of the light is absorbed in the (500 nm) thick GaAs, this 

method worked well with the n-i-p diode to get an accurate Mh, but it fails to obtain 

an accurate Me in the p-i-n diode, as described before.  As a result, another technique 

with another laser wavelength was used and described later to get pure 

electron- initiated multiplication in the p-i-n diode. At low bias voltage, the increase 

of the primary photocurrent with voltage prior to the onset of photomultiplication 

was modelled using Wood’s equation [13] which accounts for the movement of the 

depletion edge. Then, this current was extrapolated linearly to correct for the increase 

in the primary photocurrent with voltage after the onset of multiplication. Therefore, 

the experimental photocurrent was divided by the fitted primary photocurrent, to 

give experimental multiplication values.  

6.6.1 Pure hole-initiated multiplication on n-i-p 

Mh for the n-i-p diode has been investigated using a 405 nm laser source over different 

device area as shown in Figure 6.11. The good agreement between the multiplication 

characteristics for different device areas indicates that illumination is well-focused 

exclusively on the top of the mesa, that mixed carrier injection from the sides of the 

diode was avoided, and that multiplication is not affected by differing magnitudes of 

dark current. In some cases, when the dark current limits the multiplication, it is 

preferable to consider the smallest device with the lowest dark current so that higher 

multiplication values can be measured. When sufficient current flows through the 

diode, a non-negligible voltage drop occurs across the contact resistance R, depending 

on the contact resistance value. Therefore, the multiplication characteristics can be 

affected by this series resistance, resulting in an overestimation of the voltage across 

the depletion region when measuring the highest multiplication values. To carry out 
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the photomultiplication measurements while accounting for the series resistance 

effect, it is essential to identify the value of R and then correct the applied voltage 

when processing the data. This is described in detail in section 4.2.2 for an example 

of GaInNAsSb n-i-p diode with a 400 µm diameter. Figure 6.12 shows the 

multiplication characteristics of the 400 µm diameter n-i-p diode with and without 

correcting for the series resistance effect. As shown in the figure, the difference 

between them is small. As a result, most working data is reported without considering 

the voltage correction. On the other hand, as the fitting is sensitive, all the 

multiplication data used for fitting was corrected first. 

 

Figure 6.11: The multiplication characteristics of 400 µm and 200 µm diameter n-i-p diodes 

illuminated with a 405 nm laser source. 
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Figure 6.12: The multiplication characteristics of a 400 µm diameter n-i-p diode illuminated with 

a 405 nm laser source with and without correcting for the voltage dropped across the diode's series 

resistance. 

In order to improve understanding of the ionization behaviour and confirm the purity, 

different laser wavelengths have been used for a 400 µm diameter n-i-p diode, as 

shown in Figure 6.13 (a). As we move from the blue laser (405 nm) with the highest 

photon energy to the red laser (670 nm) with the lowest photon energy, passing the 

green laser (543 nm), the light is absorbed deeper into the structure, leading to the 

generation of photocarriers in the depletion region, resulting in more mixed injection. 

Figure 6.14 shows the resultant multiplication as a function of reverse bias voltage 

due to the illumination by the three different wavelengths. Compared to the 

essentially pure hole-initiated multiplication using the blue laser, the mixed injection 

multiplications, using the green and red laser with progressively more electron 

contribution, are lower. This indicates, as described in the ideal case above, that β 

must be higher than α. In addition, the small difference between the multiplication 

measured with the blue laser and green laser can approximately confirm the purity. 

However, it is noted that the measured multiplication using the red laser is 

significantly lower than expected.   
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Figure 6.13: A schematic representation of how the pure electron injection and the mixed injection 

can be obtained in the n-i-p diode. (a) The intensity of light as a function of the position using red, 

green and blue laser source. (b) and (c) The two mixed injection cases using 1550 nm and 1310 nm 

laser source respectively. 

 

Figure 6.14: The multiplication characteristics of a 400 µm diameter n-i-p diode illuminated with 

405 nm (blue), 670 nm (red), and 543 nm (green) laser source. 



153 
 

6.6.2 Mix injection multiplication on n-i-p diode 

A 1550 nm fibre coupled diode laser was also used to investigate the multiplication 

characteristics, Mmix, of the n-i-p and p-i-n diodes under mixed carrier injection 

conditions as shown in Figures 6.13 (b) and 6.23 (b) respectively. Since the optical 

absorption coefficient of dilute nitride at 1550 nm wavelength is only  ~3000 cm-1, [1] 

the light is absorbed weakly, and photocarriers are generated almost uniformly 

throughout the high-field region. 

In pure injection, where the absorption takes place outside the depletion region, as 

the voltage increases, the depletion increases too, and more photogenerated carriers 

can be collected. As a result, the baseline approximation method described by Wood 

can be used. On the other hand, for mixed injection multiplication, this approximation 

is no longer valid to quantify the primary photocurrent correctly. In mixed injection 

multiplication, the absorption takes place in and out of the depletion region so, it is 

difficult to identify how the primary photocurrent changes with voltage. So, a specific 

way to get the primary photocurrent is required. For example, Bulman et al. found it 

difficult to fit the primary photocurrent due to the pure electron injection under back 

illumination in an InP n-i-p diode. This was due to the considered structure, which 

increases the risk of re-emission and makes the primary photocurrent increase 

exponentially at lower voltages and linearly over high voltages.  As a result, to identify 

the primary photocurrent, the absorption coefficient 𝛼(ℎ𝜐,  𝐸)  resulting from 

a constant electric field 𝐸   for a photon energy ℎ𝜐   and a band gap 𝐸𝑔  was initially 

calculated. Then, this coefficient was used to calculate the current density 𝐽𝑔(ℎ𝜐,  𝑉) by 

integrating the field dependent generation across the depletion region [6].  In addition, 

Marshall et al. used a different process to calculate the primary photocurrent. It was 

calculated by dividing the experimental photocurrent by the modelled multiplication. 

This was then fitted to an exponential function [14].  

At the wavelength of 1550 nm, the first GaAs layer is transparent to the light, and the 

absorption started at the dilute nitride n or p cladding layers for n-i-p and p-i-n diodes, 

respectively. At each voltage value, the magnitude of primary photocurrent expected 
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can be determined by the difference between the light intensity at the beginning and 

end of the depletion region. The intensity of light  𝜑  can be calculated as: 

𝜑(𝑥) = 𝜑°(𝑥) exp(−𝛼𝑎𝑏𝑠𝑥) 6.1 

where 𝜑° is the initial intensity of light, 𝑥  is the travelling distance, and 𝛼𝑎𝑏𝑠  is the 

absorption coefficient of the semiconductor material. Then, since the primary 

photocurrent increases with the laser power, it needs to be scaled depending on the 

laser power to fit the lock-in voltage. Starting with a 400 µm diameter n-i-p diode, 

Figure 6.15 shows that the primary photocurrent cannot be fitted correctly without 

considering electron and hole diffusion lengths Le and Lh in addition to the depletion 

width w. Initially, by considering Lh and ignoring Le, the fitting is significantly 

improved. This improvement was attributed to the stronger absorption of light within 

the hole diffusion length at the start of the depletion caused by the exponential decay 

of the light intensity. By considering the suitable Le (500 nm) and Lh (222 nm), the 

primary photocurrent fitted well, as shown in Figure 6.15. Then, the primary 

photocurrent was used to calculate and investigate the mixed injection multiplication 

in different area devices, as shown in Figure 6.16. In order to compare and understand 

the ionization behaviour of the dilute nitride, the almost pure hole-initiated 

multiplication Mh and the mixed injection multiplication Mmix of a 400 µm diameter 

n- i-p diode were plotted together in Figure 6.17. 
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Figure 6.15: Lock-in amplifier voltage as a function of the reverse bias voltage for a 400 µm diameter 

n-i-p diode illuminated with a 1550 nm laser source. The primary photocurrent fitted with and 

without the electron and hole diffusion length Le (Lh). 

 

Figure 6.16: Mmix-1 as a function of reverse bias voltage for 100 µm, 200 µm, and 400 µm diameter 

n- i-p diodes illuminated with a 1550 nm laser source. 
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1  

Figure 6.17: A comparison of pure hole-initiated multiplication using a 405 nm laser source and 

mixed injection multiplication using a 1550 nm laser source for a 400 µm diameter n-i-p diode. 

 

In the mixed injection case, the electron contribution with the electron ionisation 

coefficient α reduces the multiplication compared to the pure Mh, which confirms that 

beta is higher than alpha. Figure 6.17 shows a significant difference between the pure 

and mixed injection multiplications, with the mixed multiplication being lower than 

reasonably expected. This can most probably be attributed to a very low hole 

contribution in the mixed injection case due to weak absorption in the n-cladding 

layer. Because of the high doping concentration in the n-cladding layer, the carriers fill 

up the lowest states in the conduction band. The corresponding energy of 1550 nm 

wavelength is 0.8 eV, which is almost the same band gap energy in dilute nitride. 

Hence absorption this close to the band edge in the n-cladding layer can be lower than 

expected. To study the possibilities of fitting with lower absorption coefficients in the 

n-cladding layer, the fitting process was repeated with absorption coefficients equal 

to 0 cm-1 and 1000 cm-1. Figure 6.18 shows that in addition to the typical case with 

an absorption coefficient equal to 3000 cm-1, the primary photocurrent can be well 
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fitted in these two cases with suitable Le and Lh. Then, the mixed injection 

multiplication for the three cases has been obtained as shown in Figure 6.19. 

 

Figure 6.18: Lock-in amplifier voltage as a function of the reverse bias voltage for a 400 µm diameter 

n-i-p diode illuminated with a 1550 nm laser source. Primary photocurrent fitted with different 

absorption coefficients in the n-cladding layer and different Le and Lh. 
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Figure 6.19: Mixed injection characteristics of a 400 µm diameter n-i-p diode illuminated with a 

1550 nm laser source. Primary photocurrent fitted with different absorption coefficients in the 

n- cladding layer and different Le and Lh. 

 

From the analysis above, it is clear that to correctly simulate the mixed injection 

multiplication in the n-i-p diode, the absorption coefficient in each layer must be 

known precisely. Therefore, a slightly shorter wavelength with a photon energy higher 

than the band gap energy and immune to the effects of doping is required to generate 

photocurrent. As a result, the absorption process cannot be affected, and hence the 

pure hole contribution cannot be reduced due to the high doping concentration in the 

n-cladding layer. This can be achieved by using a 1310 nm laser source with 

an absorption coefficient expected to be 10000 cm-1 in all dilute nitride layers as 

shown in Figure 6.13 (c). For a 400 µm diameter n-i-p diode, the primary photocurrent 

fitted well with Le equal to 500 nm and Lh equal to 200 nm as shown in Figure 6.20. 

The mixed injection multiplication for different areas was investigated as shown in 

Figure 6.21. 
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Figure 6.20: Lock-in amplifier voltage as a function of the reverse bias voltage for a 400 µm diameter 

n-i-p diode illuminated with a 1310 nm laser source. The primary photocurrent is fitted with a 500 

nm electron diffusion length and 200 nm hole diffusion length. 

 

Figure 6.21: Mmix-1 as a function of reverse bias voltage for 200 µm, and 400 µm diameter n-i-p 

diodes illuminated with a 1310 nm laser source. 
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For a 400 µm diameter n-i-p diode, the pure hole-initiated multiplication and the 

mixed injection multiplication using 1550 nm (Mmix1550) and 1310 nm (Mmix1310) 

lasers have been shown in Figure 6.22. The 1550 nm laser, characterized by a longer 

wavelength and lower photon energy compared to the 1310 nm laser, exhibits 

stronger penetration into the epilayer structure. Considering the electric field profile, 

diffusion length and absorption coefficient, the percentage of incident light expected 

to give pure hole contribution to the mixed multiplication was calculated for both 

1550 nm and 1310 nm illumination. Due to exponential light decay, the expected pure 

hole contribution with the 1310 nm laser is 18.7% of the light at 10 V in the ideal 

absorption situation, while it is only 6% with the 1550 nm laser. This helps explain 

why Mmix1310 is higher than Mmix1550 and closer to Mh. However, the figure illustrates 

a slight difference between Mmix1310 and Mh, in contrast to the significant difference 

observed between Mmix1550 and Mh. This difference is more significant than expected 

based on the calculated absorption profiles. This further supports the argument that 

the 1550 nm laser, with a photon energy very close to the dilute nitride band gap, is 

absorbed more-weakly than expected, due to the high doping concentration in 

the n- cladding layer filling the conduction band states. 

 

Figure 6.22: A comparison of pure hole-initiated multiplication using a 405 nm laser source and 

mixed injection multiplication using 1550 nm and 1310 nm laser sources for a 400 µm diameter n-i-p 

diode. 



161 
 

 

6.6.3 Mix injection multiplication on p-i-n diode 

In the p-i-n diode, as the junction is far away from the top of the diode, the absorption 

in the high-doping concentration p-cladding layer is negligible. In addition, since the 

intensity of light decays exponentially, the absorption in the high-doping 

concentration n-cladding layer is relatively insignificant. As a result, it is considered 

that mixed injection multiplication can be obtained and accurately simulated with 

a 1550 nm laser source (Mmix1550) as shown in Figure 6.23 (b). As shown in Figure 

6.24, the primary photocurrent for a 400 µm diameter p-i-n diode illuminated with 

a 1550 nm laser source fitted well with Le equal to 500 nm and Lh equal to 233 nm. In 

addition, mixed injection multiplication has been investigated for different device 

areas, as shown in Figure 6.25. As the area decreases, the alignment of the fibre at the 

top of the diode becomes challenging. Consequently, some illumination of the side 

walls will lead to unintended primary carrier profiles. The reducing values of 

mixed- initiated multiplication indicate an increasing electron fraction in the primary 

photocurrent as the area reduces. This is somewhat counterintuitive, and the overall 

behaviour seen may also be affected by re-emission.  
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Figure 6.23: A schematic representation of how the pure electron injection and the mixed injection 

can be obtained in the p-i-n diode. (a) The intensity of light as a function of the position using red, 

green and blue laser source. (b)  The mixed injection using 1550 nm laser source. 
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Figure 6.24: Lock-in amplifier voltage as a function of the reverse bias voltage for a 400 µm diameter 

p-i-n diode illuminated with a 1550 nm laser source. The primary photocurrent is fitted with a 500 

nm electron diffusion length and a 233 nm hole diffusion length. 

 

Figure 6.25: Mmix-1 as a function of reverse bias voltage for 100 µm, 200 µm, and 400 µm diameter 

p- i-n diodes illuminated with a 1550 nm laser source. 
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6.6.4 pure electron-initiated multiplication on p-i-n diode 

Since p-i-n and n-i-p have been fabricated using GaInNAsSb with nominally identical 

composition, confirmed by near identical band gap energies 0.796 eV and 0.807 eV 

respectively, it is expected for β to be higher than α in the p-i-n diode as well. As 

described above, in the ideal case when beta is higher than alpha, starting with mixed 

multiplication (Mmix1550), with decreasing the wavelength the multiplication is 

expected to reduce and converge to the pure electron injection case. Since Dr Collin 

found it difficult to get pure electron injection using the green laser due to the risk of 

re-emission, this work tried to minimise this effect by using a longer wavelength red 

laser (670 nm). On the other hand, as shown in Figure 6.23 (a), the wavelength of the 

red laser is not long enough to allow the light to be absorbed deeper into the structure. 

Therefore, the collection efficiency of photogenerated carriers in the depletion region 

is low and the risk of re-emission is still high, which affects the purity. This results in 

more mixed injection multiplication rather than the aimed pure electron-initiated 

multiplication. As shown in Figure 6.26, this multiplication (Mmix670) which is aimed 

to be pure is higher than the intentionally mixed multiplication (Mmix1550).  

 

Figure 6.26: Mmix-1 as a function of reverse bias voltage for 200 µm diameter p-i-n diodes illuminated 

with a 670 nm (red) laser source, which is aimed to be pure electron-initiated multiplication, and 

a 1550 nm laser source to obtain mixed injection multiplication. 
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6.6.5 pure electron-initiated multiplication on cap-etched p-i-n 

diode 

The above results confirm that the use of a red laser is not able to achieve pure 

electron injection. Consequentially, in order to eliminate the re-emission effect and to 

obtain pure electron injection and accurate mixed initiated multiplication, a certain 

width must be etched from the top of the diode. By using equation 6.1 with the 

absorption coefficient of the red laser in dilute nitride, the desirable etching width 

value was determined. 2000 nm was etched from the topside of the diode. Thereafter, 

the pure electron injection was achieved by illuminating the topside of variety 

numbers of 200 µm and 400 µm diameter p-i-n diodes with a 405 nm laser source. 

Then, the pure electron-initiated multiplication for the diodes was obtained. The data 

with baselines which best fit the expected bias dependence for the primary 

photocurrent were selected, as shown in Figure 6.27. There are three possible 

reasons contributing to the spatial variation from device to device across the sample 

observed in the impact ionization coefficients, which could result in variation in 

multiplication characteristics across different diodes on a single sample. Firstly, the 

most likely reason is experimental uncertainty, where the variation could be 

attributed to the alignment position of the fibre. For example, in the case of pure 

injection, a more mixed injection would be achieved if the fibre were shifted toward 

the side wall of the device.  

Secondly, if the lattice defects are common enough to affect the overall material 

properties, for example, N interstitials, they could lead to spatially varying 

multiplication characteristics across the wafer. Alternatively, compositional variation 

in the alloy could also have the same effect. Both these growth-related factors are 

unlikely to be driven by spatial variation in temperature during growth, since this 

changes over a very long scale compared to the separation between devices. The size 

of the devices is only a few hundred micrometres, with a very small distance between 

them compared to the size of the wafer, which is 50 mm. So, if the temperature 
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changes across the whole wafer by 10 degrees, it is changing relatively slowly from 

one device to another. On the other hand, they are more likely to be driven by 

small- scale variations due to growth dynamics. 

Thirdly, the variation of the electric field profile across the sample due to the variation 

of the doping concentration and the layer width is on a very long scale, and not 

considered likely to be the cause of the variation in measured multiplication.  

 

Figure 6.27: The multiplication characteristics of a variety of 200 µm and 400 µm-diameter cap-

etched p-i-n diodes illuminated with a 405 nm laser source. 

 

The lowest multiplication was selected to be included in the fitting as a pure electron-

initiated multiplication for two reasons. The captured data has a high resolution and 

a good linear region for fitting a plausible baseline. Also, based on the knowledge that 

alpha is lower than beta, the lowest multiplication should represent the purest one. 

6.6.6 Mixed-initiated multiplication on cap-etched p-i-n diode 

In order to obtain mixed-initiated multiplication for the cap-etched p-i-n diode, 

a variety of 200 µm and 400 µm diameter p-i-n diodes were illuminated with 
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a 1550 nm laser source. The observed variations in multiplication can be attributed 

to the same factors that were stated for the pure case mentioned earlier. Due to 

absorption within the bias-dependent depletion width, a simulated baseline 

technique was employed to fit the primary photocurrent. Subsequently, the average 

value of these multiplications was calculated, as depicted in Figure 6.28. 

 

Figure 6.28:  Mmix-1 as a function of reverse bias voltage for a variety of 200 µm diameter cap-etched 

p-i-n diodes illuminated with a 1550 nm laser source, as well as the average of these multiplications. 

 

As shown in Figure 6.29, by comparing the pure electron-initiated multiplication to 

the mixed-initiated multiplication, it is obvious that alpha is less than beta. This result 

confirms the previous findings from n-i-p diode measurements. 
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Figure 6.29:  A comparison of a pure electron-initiated multiplication using a 405 nm laser source 

and a mixed injection multiplication using a 1550 nm laser source for a 200 µm diameter cap-etched 

p-i-n diode. 

 

6.7 Electron and hole impact ionization coefficients  

In order to extract the electron and hole impact ionisation coefficients of GaInNAsSb, 

an evolutionary fitting algorithm using the RPL model was utilised as described in 

Section 4.5. The fitting process employed four different types of multiplication data, 

including pure electron-initiated multiplication and mixed-initiated multiplication for 

the cap-etched p-i-n diodes, as well as pure hole-initiated multiplication and 

mixed- initiated multiplication for n-i-p diodes.  The algorithm was initiated using the 

impact ionisation coefficients of comparable band gap materials, such as InGaAs [12] 

and GaInNAs [15]. The minimum electron and hole threshold energies have been set 

at the material band gap, which is about 0.8 eV. From the best of my knowledge, C has 

not been reported to be more than 3. Consequentially, the fitting was carried out with 

limited C <3 as well as with non-limited C over a field range of 250 kV cm-1 to 

550 kV cm-1. Hereafter, the electron and hole impact ionisation coefficients are 
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reported for these two cases.  As explained previously, since the electric field profile 

is triangular and the peak field will dominate the impact ionisation, the range of the 

electric field for which the coefficient is considered to fit, was taken to be the peak 

electric field across the voltage range where the multiplication was measured 

Figure 6.30 illustrates how good the fitting is in the two cases for the four types of 

multiplication data by comparing the experimental and the simulated multiplication 

using obtained coefficients and threshold energies. It is obvious from the figure that, 

compared to limited C, non-limited C can improve the fitting, especially for Mh. 

Table 6.3 shows the extracted electron and hole impact ionisation coefficients and 

threshold energies for both cases.  

 

Figure 6.30: Multiplication characteristics of GaInNAsSb n-i-p and cap-etched p-i-n diodes. The 

symbols represent the experimental data, while the solid lines indicate results calculated using the 

RPL model and GaInNAsSb impact ionisation coefficients and threshold energies. Two fittings were 

carried out to parametrize the coefficients and threshold energies: using limited (C<3) and using 

non- limited C. 
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Electron 

𝜶 = 𝑨 𝐞𝐱𝐩 [− (
𝑩

𝝃
)

𝑪

] 

Hole 

𝜶 = 𝑨 𝐞𝐱𝐩 [− (
𝑩

𝝃
)

𝑪

] 

Non-limited C 

A= 2.905 x 104 cm-1 

B= 7.34 x 102 kV cm-1 

C= 2.637 

Non-limited C 

A= 2.498 x105 cm-1 

B= 3.34x 102 kV cm-1 

C= 5.203 

Ethe= 1.37 eV Ethh= 1.99 Ev 

C<3 

A= 2.243 x105 cm-1 

B= 9.96x 102 kV cm-1 

C= 2.114 

C<3 

A= 4.375 x105 cm-1 

B= 4.18 x102 kV cm-1 

C= 3.0 

Ethe= 2.021 eV Ethh= 1.96 eV 

Table 6.3: Parametrized ionization coefficients in GaInNAsSb, where 𝜉 is the electric field in kV cm-1. 

 

The coefficients are plotted and compared with the coefficients of different materials. 

Figure 6.31 illustrates the first comparison with GaAs [16]  , InGaAs [12] that has 

a comparable band gap where alpha is higher than beta by approximately 1 - 2 orders 

of magnitude, and with another dilute nitride material (GaInNAs) which has 

a different nitrogen and In compositions (N=3% and In=10%) [15]. 
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Figure 6.31: A comparison of the extracted coefficients for GaInNAsSb with those reported for GaAs 

[16] and InGaAs [12] , and InGaAsN (3%) [15]. Solid symbols indicate the electron ionisation 

coefficients, while open symbols indicate the hole ionisation coefficients. 

 

The incorporation of In into GaAs can slowly increase alpha, especially at lower 

electric fields, as demonstrated by the trend seen in published coefficients for GaAs, 

InGaAs, and InAs. This can be attributed to reduction in the band gap. In addition, the 

gamma valley becomes deeper in energy which reduces electron scattering. As 

a result, electrons can gain energy and reach the ionisation threshold energy more 

easily at low electric fields. On the other hand, adding N to GaAs can also reduce the 

bandgap, but it increases electron scattering, which in turn reduces the rate of energy 

gain and hence reduces alpha. This is attributed to the interaction between the 

localized N states and the extended conduction-band (CB) states of GaAs through 

a process called band anti-crossing (BAC) as shown in Figure 6.32 [17]. As a result, CB 

splits into two sub bands known as 𝐸+  and 𝐸− . The downward shift of the lower 

subband, 𝐸−, is not only responsible for the reduction of the fundamental band-gap 

energy, but also for an increase of the scattering and the electron effective mass, me*. 
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These effects arise from the strong non-parabolic nature of the lower subband and its 

associated effective mass. As a result, a reduction in the rate at which electrons can 

gain energy and hence the electron ionisation coefficient is to be expected. Since the 

N level sits in the conduction band, the valence band (VB) offset in GaInNAs is known 

to be negligible. 

 

Figure 6.32: Conduction band structure of GaAsN with 2% nitrogen. Adopted from [17]. 

Starting from GaAs [16], adding 10 % of In to achieve GaInNAs [15] would increase 

alpha, while adding 3 % of N would decrease alpha. As Figure 6. 31 shows, the effect 

of N is dominant particularly at lower electric fields, reducing alpha to be lower than 

beta. Comparing InGaAs [12] to GaInNAs, both reducing In to 10% and adding 3% of 

N have the same effect, which is to significantly decrease alpha. GaInNAsSb has more 

N (5%) and In (20%) as well as 1% Sb, compared to GaInNAs. These changes appear 

to greatly increase beta and decrease alpha, making a significant difference between 

beta and alpha. Both sets of coefficients for dilute nitride materials, with 3% and 5% 

of N, have the same trend, which is uncommon among the III–V materials, with beta 

being higher than alpha. It is assumed that the coefficient for InGaAs in the upper field 

range has not been extracted due to the onset of excessive tunnelling, because the 

threshold electric field for tunnelling has been reported to be 1.8x105 V/cm [18]. On 

the other hand, the background doping concentration in GaInNAsSb is not low enough 

to provide the coefficient in a low field range for that material.   
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Furthermore, another comparison with materials where beta is higher than alpha, 

such as InP [19] and lower Al composition of AlGaAsSb [10] and Al0.9Ga0.1As0.08Sb0.92 

[4] is illustrated in Figure 6.33. The figure demonstrates that GaInNAsSb has the 

highest beta and the lowest alpha, with the most significant difference between alpha 

and beta in comparison to other materials. Given that hole ionisation dominates in 

GaInNAsSb and the significant difference between beta and alpha, there is potential 

for desirable APD properties. The noise associated with pure hole injection will be 

low, and the signal-to-noise ratio will be high. In addition, a high beta value leads to 

increased hole-initiated multiplication, resulting in reduced operating voltage and 

decreased breakdown voltage. As a result, the device can be thinner as the effect of 

tunnelling is low. 

 

Figure 6.33: A comparison of the extracted coefficients for GaInNAsSb with those reported for InP 

[19] ,and AlGaAsSb [4]. Solid symbols indicate the electron ionisation coefficients, while open 

symbols indicate the hole ionisation coefficients 
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6.8 Conclusion  

In this chapter, the multiplication characteristics of GaInNAsSb have been investigated. 

Therefore, the electron and hole impact ionization coefficients and threshold energies 

have been extracted. In order to assess these coefficients, they were graphically 

represented and compared with the coefficients of other materials.  

Since the diodes have a non-uniform electric field the C-V characteristics of 

homojunction GaInNAsSb p-i-n and n-i-p diodes were initially investigated, to 

determine the fitting structure. Then, the electric field profiles of both diodes were 

identified. Thereafter, multiplication measurements were carried out on the two 

diodes at room temperature. Pure electron and pure hole-initiated multiplication 

factors, Me and Mh measured on the same diode, are commonly employed for the easy 

and accurate calculation of the ionization coefficients. On the other hand, due to the 

impossibility of obtaining pure electron and pure hole injection from the same diode 

as described previously, pure initiated multiplication and mixed injection 

multiplication have been obtained for each diode. Subsequently, the relationship 

between pure initiated-multiplication and mixed injected multiplication was 

employed to explain the impact ionisation characteristics of GaInNAsSb in both 

diodes.  

Starting with the n-i-p diode, pure hole-initiated multiplication has been achieved by 

utilising a range of wavelengths over various device areas. To perform mixed injection 

multiplication, the initial step was to use a laser source operating at a wavelength of 

1550 nm. There is uncertainty about the mixed multiplication due to the possibility 

of the absorption coefficient in the n-cladding layer, with a high doping concentration, 

being lower than expected. Hence to get an accurate estimation of the mixed injection 

multiplication, a laser source operating at a wavelength of 1310 nm, which has photon 

energy slightly higher than the band gap of GaInNAsSb, has been employed. In the 

case of the p-i-n diode, due to the significant distance between the junction and the 

top diode, there is a considerable possibility of re-emission. Consequently, achieving 

precise mixed injection multiplication with a 1550 nm laser source is unlikely. 
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Furthermore, for the same reason, the achievement of pure electron-initiated 

multiplication utilising a red laser, which already has a longer wavelength compared 

to the green laser employed by Dr. Collins, is considered impossible. One potential 

solution for addressing this problem and reducing the re-emission effect is to apply 

a technique involving the removal of a certain width from the top diode by etching. 

Consequently, a variety of diameters of cap-etched p-i-n diodes have been used to 

successfully carry out pure electron initiated-multiplication with a 405 nm laser 

source and mixed injection multiplication with a 1550 nm laser source.  

An evolutionary fitting algorithm using the RPL model was utilised to extract the 

electron and hole impact ionization coefficients and threshold energies of GaInNAsSb. 

As the fitting was based on a non-uniform electric field profile, as previously explained, 

and an approximate absorption profile, these coefficients are not the final and most 

accurate coefficients for GaInNAsSb. This can also be attributed to the impossibility of 

obtaining pure electron and pure hole from the same diode, as well as the difficulty of 

achieving pure injection and precise mixed injection due to the risk of re-emission. 

Despite some concerns about the accuracy of these coefficients, they provide a good 

start from which to build further research into this material, and motivation to do so. 

In addition, they can provide valuable information indicating that beta is very 

significantly higher than alpha, an exciting characteristic, as well as the approximated 

field where the multiplication starts and breaks down. 

This study of the impact ionisation in GaInNAsSb which is lattice-matched to GaAs, 

can support SAM APDs with GaInNAsSb absorber layer. The use of this material as 

an absorption layer in SAM APDs can exploit its narrow energy band gap to effectively 

detect light with longer wavelengths. The determination of impact ionisation 

coefficients is critical for the design of SAM APDs, as they provide crucial information 

on the electric field required for adequate multiplication and the optimal charge sheet 

thickness to maintain a low field in the low bandgap absorber. Moreover, achieving 

precise control over the charge sheet doping density and thickness is expected to be 

a difficulty in order to tailor the electric field profile of (SAM APD) structure. The low 

field in the small band gap dilute nitride absorption layer is required for two reasons. 
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First to minimize the tunnelling and SRH and hence reduce the leakage current. When 

designing SAM APDs, it is important to take into account whether or not the absorber 

and avalanche materials have similar electron / hole ionisation coefficient ratios. The 

worst case for APD noise and response time occurs when the absorber and 

multiplication layer have opposing coefficient ratios.  However, in all cases noise is 

minimised when the electric fields of the (dilute nitride) absorption layer is 

maintained lower than the electric field required to initiate multiplication in the 

absorption layer.  Given that beta is much larger than alpha in GaInNAsSb, it is worth 

noting that ionisation in the absorber would be very detrimental, if it were combined 

with a multiplication region such as AlGaAs where alpha is bigger than beta. Feedback 

holes, generated by ionization in the high-field AlGaAs multiplication layer, are likely 

to ionize in the GaInNAsSb layer because of its high value of β, generating more 

electrons, which subsequently enter the high-field AlGaAs layer and may create more 

carriers, leading to extended multiplication chains. This results in a wider distribution 

of multiplication factors in the AlGaAs APD when ionization is allowed in the 

GaInNAsSb layer for a given mean value of multiplication, leading to increased excess 

noise. [20] 

In the future, more improvements on the measurements and the fitting can be made 

to effectively extract accurate electron and hole impact ionisation coefficients. This 

can be done by designing and fabricating new ideal p-i-n and n-i-p diodes with a range 

of multiplication widths to cover a wide range of electric fields without the 

detrimental effect of re-emission. Also, designing these diodes with more uniform 

electric field profiles and the ability to obtain both pure electron and hole-initiated 

multiplication from the same diode, as well as accurate knowledge of the absorption 

profile, will be an effective way. This can improve the fitting by reducing uncertainty 

in the measured multiplication and the number of parameters it depends on, to 

provide a precise characterisation of the impact ionisation coefficient of GaInNAsSb. 
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Chapter 7 

Al0.8Ga0.2As/GaAs SAM Avalanche Photo 

Diodes and SPADs 

 

7.1 Introduction  

One potential use of GaInNAsSb is as the absorber in a GaAs based SAM APD, allowing 

the important telecoms wavelength of 1550 nm to be reached on this most mature 

III- V substrate. Prior to this PhD project, attempts were made to grow 

an AlGaAs/GaInNAsSb SAM APD, however they were compromised by modelling 

inaccuracies related to the ionisation coefficient.  The dilute nitride is 

a five- component material with complicated growth conditions. Therefore, the 

development structure was simplified and in order to prepare for Al0.8Ga0.2As 

/GaInNAsSb SAM APDs, a GaAs layer was initially utilised as the absorber layer in the 

SAM structure instead of GaInNAsSb. This GaAs layer was intentionally doped to be 

p- type with a concentration comparable to that of the expected GaInNAsSb at 

4.0 x 1016 cm-3. This simplified SAM APD structure can be used to identify the 

optimum charge sheet conditions without the extra complications caused by dilute 

nitride absorber.  It can also be used to study properties for the Al0.8Ga0.2As 

multiplication layer, as reported in this chapter. 

In terms of the Al0.8Ga0.2As multiplication layer, the non-local impact ionisation 

coefficients extracted using the hard dead space model of Al0.8Ga0.2As were reported 

in Chapter 5, allowing even thin Al0.8Ga0.2As diodes to be simulated and investigated. 

In addition, Chapter 6 presents essential background on the impact ionisation 

characteristics of GaInNAsSb, which can be used later for further research. This 
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chapter, in addition to the previous ones, can provide valuable information and lay the 

groundwork for future studies of Al0.8Ga0.2As /GaInNAsSb SAM APDs. 

7.2 Device design 

In order to achieve the ideal charge sheet characteristics for GaAs/ Al0.8Ga0.2 As SAM 

APDs, the structure of APD (sample 3) was designed by a recent PhD student 

(X. Collins), as shown in Table 7.1. The electric field conditions in both the absorber 

layer and the multiplication layer were controlled by the width and the doping 

concentration of the charge sheet. In order to achieve sufficient electric field in the 

multiplication layer required for the avalanche process and to maintain the electric 

field in the absorber layer under a threshold field to collect photogenerated carriers 

without inducing tunnelling and excessive SRH currents, different devices with 

different charge densities in the charge sheet were designed based on RPL model 

using incorrect Ng’s ionisation coefficients as shown in Table 7.2 [1]. Then, the doping 

concentration and the width of the layers were controlled by IQE. Samples 1 and 2 

aimed to achieve punch-through at a lower voltage and samples 4 and 5 aimed to 

achieve punch-through at a higher voltage, to cover uncertainty in modelling and 

growth.  Due to the preferences of IQE, who grew the samples, changing thickness and 

doping were both tried to give the variation in punch-through.  

Layer Material Thickness (nm) Doping (𝑐𝑚−3) 

Contact 𝐺𝑎𝐴𝑠 100 p 5.0 × 1018 

Cladding 𝐺𝑎𝐴𝑠 200 P 1.0 × 1018 

Absorber 𝐺𝑎𝐴𝑠 1000 P 4.0 × 1016 

Grading 1 𝐺𝑎𝐴𝑠 50 P 2.0 × 1017 

Grading 2 𝐴𝑙0.4𝐺𝑎0.6𝐴𝑠 40 P 2.0 × 1017 

Charge Sheet 𝐴𝑙0.8𝐺𝑎0.2𝐴𝑠 25 P 2.0 × 1018 

Multiplication 𝐴𝑙0.8𝐺𝑎0.2𝐴𝑠 50 UID - 

Cladding 𝐴𝑙0.8𝐺𝑎0.2𝐴𝑠 250 N 1.0 × 1018 

Contact 𝐺𝑎𝐴𝑠 1000 N 5.0 × 1018 

Semi-Insulating GaAs Substrate 

Table 7.1: The design of APD (sample 3) [1] 
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Table 7.2: The range of GaAs-based APDs [1]. 

 

X. Collins fabricated these devices a year before starting this study and subsequent 

extracting of the AlGaAs non-local impact ionisation coefficient that accurately 

models the multiplication and breakdown voltage for thin multiplication diodes. He 

modelled the multiplication for the five samples using the RPL model, which was 

developed from the model of ref [2] as described in Section 2.2.3, with local electron 

and hole impact ionisation coefficients reported by Ng et al. [3], together with the 

given threshold energies. These coefficients failed to correctly simulate the 

multiplication, resulting in an overestimation of the breakdown voltage. The electric 

field profile and the I-V characteristics of the samples show some error in the design 

of the structure, as described later. Indeed, the five samples reported here were the 

third attempt to successfully design and grow such thin AlGaAs SAM APDs, mostly due 

to inaccurate modelling. 

In this work, the devices have been fabricated using the mixed area mask, a type of 

photomask with circular mesas whose diameters range from 25 µm to 800 µm, 

designed by A. R. J. Marshall, as shown in Figure 7.1. p-i-n (n-i-p) photodiodes made 

with two top contacts, a p-type contact (n-type contact) on top of each mesa, and 

an n- type (p-type) grid contact deposited onto the n-type (p-type) epilayer, after the 

mesa has been etched. Since series resistance is an essential parameter for many APD 

Sample 1 
18 nm 

2.0 x 1018 
 

 

Doping increases  

Thickness increases   
Sample 3 

25 nm 
2.0 x 1018 

 

 

Sample 4 
25 nm 

2.4 x 1018 
 

 

Sample 2 
25 nm 

1.5 x 1018 
 

 
Sample 5 

32 nm 
2.0 x 1018 
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applications, high series resistance can be a serious problem for high-speed or 

low- bias APDs. Proper selection of metals, which vary based on the semiconductor 

and the type of doping concentration in the contact layer, is essential for achieving 

ohmic contacts, low contact series resistance, and a negligible rectifying Schottky 

barrier. For instance, for p-type GaAs, Au (10 nm)/Zn (20 nm)/Au (200 nm) contacts 

were usually utilised [4] whereas  InGe (20 nm)/Au (200 nm) contacts were used in 

the case of n-type GaAs.  

 

Figure 7.1: An image of “mixed area” mask used, with circular mesas of diameters ranging from 

25 µm to 800 µm, a grid contact, and TLM patterns. Designed by A. R. J. Marshall.  

7.3 Electrical characterization 

The current-voltage measurements and capacitance-voltage measurements were 

carried out for the five samples.  

7.3.1 Current-Voltage (I-V) Measurements 

Current-voltage I-V measurement is one of the most fundamental APD 

characterization techniques. Forward and reverse IV measurements have been 
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employed to assess and offer a great deal of information about an APD, including its 

contact, fabrication method, and the material that is used. 

An example of the forward measurements for sample (1), as shown in Figure 7.2. The 

figure shows the contact resistance affecting the forward diode characteristic at 

currents above 10-5 A. The gradient at low voltage gave an ideality factor (n) of 1.9 

while at high voltage, the ideality factor was 1.7. At the low voltage range, since there 

is a low number of injection carriers, the majority of them can be recombined with 

the assistance of the fixed number the defects, making SRH the dominant 

recombination mechanism and n close to 2. On the other hand, at the high voltage 

range, the number of carriers increases significantly, and the defects tend to be 

saturated which limits the SRH recombination and makes radiative recombination 

more significant, reducing n.  

 

Figure 7.2: Forward I-V characteristic of a 200 µm diameter diode from sample 1. The two values of 

the ideality factor n1 and n2 were fitted at low and high voltage ranges respectively. 

 

The I-V characteristics of all samples in the dark and with a white LED light source 

have been investigated to select the best device with a suitable charge sheet for APD 

applications.  
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Since the dependence of the dark current and photocurrent on device areas is similar 

for the five samples, sample 2 is illustrated in Figure 7.3 as an example. The figure 

shows that the photocurrent is always higher than the dark current, and both the 

photocurrent and the dark current are proportional to the device area. It also 

illustrates that breakdown voltage changes between devices and breakdowns occur 

suddenly and do not behave as expected for bulk breakdowns. This can be attributed 

to the edge breakdown, which limits the upper gain values achievable. This effect is 

more obvious in sample 2, where the electric field depletes the junction between GaAs 

and AlGaAs layers. These layers etch at different rates, changing the shape of the 

sidewall [5]. The electric field is affected by the shape of the sidewall, and it is known 

that non-vertical sidewalls lead to field hot spots and cause earlier edge breakdown. 

The figure also shows the resistance effect, which limits the total current flow after 

the breakdown.  

 

Figure 7.3: Current-Voltage characteristics of GaAs/AlGaAs APD (sample 2). Dark current (solid line) 

and photocurrent (dashed line) for detectors of diameter 800 µm (blue), 400 µm (black) and 200 µm 

(red). 

 

These samples exhibit low dark current, which is measured to be less than 1 nA at 

90 % of the breakdown voltage. This behaviour can be attributed to two dominant 
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reasons. As GaAs and AlGaAs have similar lattice constants, the dark current due to 

the defects created through the growth is low. Moreover, the charge sheets of samples 

2, 3, and 5 have a suitable charge density, which results in a high electric field in the 

wide band gap AlGaAs multiplication layer and a low electric field in the smaller band 

gap GaAs absorption region. This can limit the tunnelling and SRH currents in the 

absorber layer, which reduces the dark current. 

One of the critical techniques to evaluate the diode behaviour and identify the 

dominant leakage current is through the reverse I-V characteristics. As all samples 

have the same characteristics in their current density and current per unit perimeter, 

for simplicity, the measurements have been illustrated just for sample 1, as shown in 

Figure 7.4. The figure shows that there is a good agreement in current per unit 

perimeter for different device areas, while there is a clear difference in current density. 

It can be concluded that the leakage current flowing is predominantly surface in 

nature. 

 

Figure 7.4: Current density (a) and current per unit perimeter (b) as a function of the voltage of the 

GaAs/AlGaAs APD of diameter 200 µm,400 µm, and 800 µm for sample (1).  

 

Figure 7.5 shows the measured photocurrent as a function of voltage for the five 

samples using a simple white LED light source. Since samples 1 and 2 have similar 
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behaviour and samples 4 and 5 also have similar characteristics, the I-V 

measurements for samples 2, 3, and 5 have been investigated. Punch-through voltage 

is a significant variable in SAM APDs, which is the voltage value where the electric 

field starts to deplete the absorber layer, resulting in the drift of the photogenerated 

carriers from the absorber layer to the multiplication region. As mentioned before in 

Section 5.1, since sample 2 has the lowest charge sheet doping concentration, its 

absorber layer starts to deplete at a punch-through voltage of ~ -9.4 V, and the useful 

APDs operation can be considered only up to ~14 V due to the earlier edge breakdown. 

Due to the significant difference between the punch-through voltage and the 

breakdown voltage, sample 2 can be used as an example of a device functioning as 

a SAM APD. However, samples 3 and 5 never fully punch through due to the high 

dopant level in their charge sheets, and the breakdown voltage occurs at ~-12V in 

both samples. Consequently, these samples are not appropriate for SAM APD 

applications. From this initial photocurrent characterization, it is clear that attempts 

to adjust the nominal design (sample 3) in response to the errors in modelling with 

old coefficients have not been fully successful. This can be demonstrated by the 

electric field profiles of samples 2, 3, and 5, as shown in Figure 7.6. In sample 2, 14 V 

is used as an estimated value of the breakdown voltage, while the true bulk 

breakdown is hidden by the edge breakdown. At breakdown voltage Vbd, the electric 

field partially depletes the absorber layer in sample 2, while it does not reach the 

absorber layer in samples 3 and 5. By using GaInNAsSb as an absorber, the electric 

field should be kept lower than the electric field required to initiate the multiplication 

which is about 250 kV/cm. This is achievable in sample 2, where the electric field in 

the absorber at the estimated breakdown voltage does not exceed 88 kV/cm. 
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Figure 7.5: The photocurrent in each GaAs/AlGaAs APDs of diameter 400 µm when illuminated by 

a white light source. All samples exhibit light detection, although samples 1 and 2 only exhibit light in 

significant levels. 

Figure7.6: A comparison of the electric field profile at breakdown voltage Vbd for samples 2,3 and 5 

using the fitted input structure for the simulated capacitance. 
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7.3.2 TLM Measurements 

Since significant contact resistance is demonstrated in Figure 7.2 for the forward 

measurement, TLM was used to check for ohmic contacts and to identify the contact 

resistance for the upper contact layers (p GaAs-metal contact) and lower contact 

layers (n GaAs-metal contact). The same method described in the experimental 

chapter was applied. The I-V measurement for one pair of upper and lower contacts 

has been shown in Figure 7.7 (a), (b) respectively. The figure illustrates that the 

contact resistance is ohmic for the p GaAs-metal contact but not for n GaAs-metal 

contact. This high non-ohmic resistance can be attributed to some possible reasons. 

The etching might be deeper than expected, and the metal might be deposited on the 

semi-insulating (SI) substrate rather than on the n-GaAs contact layer. The other 

reason might be due to a growth error where the n-GaAs layer was not properly doped. 

To check the etching uncertainty, one of the samples was etched again, and the same 

result was obtained. This can increase the possibility of the second reason, having 

lower doping than expected in n-GaAs. However, since the area of the n GaAs-metal 

contact (grid contact) was very large, the effects of the non-ohmic resistance should 

not prohibit further characterisation. In the case of the ohmic contact in the upper 

contact layer, the plot of Rt as a function of L must intercept the y-axis to obtain 2Rc, 

making Rc approximately 75 Ohms, as shown in Figure 7.8.   

 

Figure7.7: I-V measurements for one pair of upper contact layers (p GaAs-metal contact) (a) and 

lower contact layers (n GaAs-metal contact) (b). 
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Figure7.8: Total resistance RT as a function of the separation between pads L. The linear fit intercepts 

the y-axis at 2RC which is equal to 150 ohms.  

 

7.3.3 Capacitance-Voltage (C-V) Measurements 

In order to identify the actual doping profile of samples 2, 3, and 5, the capacitance 

model was used to fit the modelled capacitance to the measured one. The layer 

thicknesses were fixed because the MBE growth used has excellent growth control, 

while their doping was changed.   The comparison of the simulated and measured 

capacitance densities of the samples 2, 3, and 5 is shown in Figure 7.9. The intentional 

and fitted doping profiles of samples 2 and 5 are shown in Tables 7.3 and 7.4, 

respectively. The tables illustrate that the fitted doping concentration is close to the 

designed structure.  Also, both fits show a reduction in the charge sheet’s doping 

concentration and n-AlGaAs layer, while the fitted doping in the p-Al0.4Ga0.6As layer is 

shown to be increased. As the figure shows, sample 5, which has the highest doping 

concentration in the charge sheet, does not punch through, and its charge sheet is fully 

depleted around 7 V just before the breakdown. The first heterojunction between the 

charge sheet and grading 2 starts to partially deplete, while the second one between 

grading 2 and grading 1 is not depleted. As a result, the I-V characteristic for sample 

5 in Figure 7.5 does not show any significant photocurrent before the breakdown.  
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Since sample 3 has a lower doping concentration in its charge sheet compared to 

sample 5, the charge sheet is fully depleted and the first heterojunction starts to 

deplete at a lower voltage of -4 V, and its grading 2 is fully depleted and the second 

heterojunction starts to deplete around -8 V, and it does not exhibit punch-through. 

As a result, Figure 7.5 shows a small photocurrent in sample 3 before the breakdown 

due to the diffusion through the heterojunctions. On the other hand, the charge sheet 

and grading 2 of sample 2, which has the lowest doping concentration, are completely 

depleted at lower voltages of about -2 V and -4 V, respectively. Also, sample 2 punches 

through around -10 V, which is significantly lower compared to the breakdown 

voltage at -14 V. So, sample 2 in Figure 7.5 shows a significant photocurrent. As 

a result, samples 2 and 5 can be studied as examples of a device functioning as a SAM 

and a device functioning as an AlGaAs p-i-n, respectively.  Figure 7.10 illustrates the 

modelled band structure of sample 2 at zero bias voltage. 

 

Figure7.9: The experimental (symbols) and modelled (solid line) capacitance density of samples 2, 3, 

and 5. The solid black line indicates the full depletion of the charge sheet, while the dashed line 

indicates the full depletion of grading 2. The dotted line represents the full depletion of the two 

grading layers and absorber punch-through. 
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Layer Material Thickness 

(nm) 

Doping 

( 𝑐𝑚−3) 

Fitted doping 

(𝑐𝑚−3) 

Contact 𝐺𝑎𝐴𝑠  100 5.0 × 1018 P 5.0 × 1018 

Cladding 𝐺𝑎𝐴𝑠  200 1.0 × 1018 P 1.0 × 1018 

Absorber 𝐺𝑎𝐴𝑠  1000 4.0 × 1016 P 2.1 × 1016 

Grading 1 𝐺𝑎𝐴𝑠  50 2.0 × 1017 P 3.6 × 1017 

Grading 2 𝐴𝑙0.4𝐺𝑎𝐴𝑠 40 2.0 × 1017 P 3.1 × 1017 

Charge Sheet 𝐴𝑙0.8𝐺𝑎𝐴𝑠 25 1.5 × 1018 P 1.0 × 1018 

Multiplication 𝐴𝑙0.8𝐺𝑎𝐴𝑠 50 - UID 1.0 × 1015 

Cladding 𝐴𝑙0.8𝐺𝑎𝐴𝑠 250 1.0 × 1018 N 0.85 × 1018 

Contact 𝐺𝑎𝐴𝑠   1000 5.0 × 1018 N 5.0 × 1018 

Semi-Insulating GaAs Substrate 

Table 7.3: A comparison of the intentional doping levels and the fitted doping concentrations of 

sample 2. 

 

Figure 7.10: The band diagram for sample 2 at zero bias voltage. 
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Layer Material Thickness 

(nm) 

Doping 

(𝑐𝑚−3) 

Fitted doping 

(𝑐𝑚−3) 

Contact 𝐺𝑎𝐴𝑠 100 5.0 × 1018 P 5.0 × 1018 

Cladding 𝐺𝑎𝐴𝑠 200 1.0 × 1018 P 1.0 × 1018 

Absorber 𝐺𝑎𝐴𝑠 1000 4.0 × 1016 P 4.0 × 1016 

Grading 1 𝐺𝑎𝐴𝑠 50 2.0 × 1017 P 2.0 × 1017 

Grading 2 𝐴𝑙0.4𝐺𝑎𝐴𝑠 40 2.0 × 1017 P 4.4 × 1017 

Charge Sheet 𝐴𝑙0.8𝐺𝑎𝐴𝑠 32 2.0 × 1018 P 1.48 × 1018 

Multiplication 𝐴𝑙0.8𝐺𝑎𝐴𝑠 50 - UID 1.0 × 1015 

Cladding 𝐴𝑙0.8𝐺𝑎𝐴𝑠 250 1.0 × 1018 N 0.7 × 1018 

Contact 𝐺𝑎𝐴𝑠 1000 5.0 × 1018 N 5.0 × 1018 

Semi-Insulating GaAs Substrate 

Table 7.4: A comparison of the intentional doping levels and the fitted doping concentrations of 

sample 5. 

 

The built-in voltage was calculated for the five samples over different areas as 

described in the experimental chapter. All samples exhibit a similar built-in voltage 

which ranges from 1.5 V to 2 V. An example of sample 2 is shown in Figure 7.11. 



193 
 

 

Figure 7.11: A plot of 1/C2 calculated from measurements on sample 2. 

7.4 Photomultiplication measurements 

 In Chapter 5, the nonlocal electron and hole impact ionization coefficient parameters, 

which are consistent with the RPL model, have been extracted. To validate these 

parameters with the RPL model, a comparison was made between the experimental 

multiplication of samples 2 and 5 and the modelled multiplication utilising the RPL 

model with these revised coefficients. This is a valuable comparison because the 

samples have very thin multiplication widths, in the range where the new coefficients 

should improve simulation accuracy. The samples are also grown entirely 

independently from those used to derive the coefficients, on a different continent two 

decades later. So, they are a good test of the universal applicability of the coefficients.  

The pure electron-initiated multiplication of sample 2 was measured by illuminating 

the top of the device using the blue (405 nm) laser. The absorption coefficient 𝛼𝑎𝑏𝑠 of 

GaAs at 405 nm is ~ 6  ×  105 𝑐𝑚−1 [6]. This coefficient can be used to calculate the 

intensity of light remaining 𝜑 (𝑥) as the light travels through the p-type GaAs contact, 

cladding and absorber layers, which have a combined thickness of x = 1300 nm. Using 

equation 2.2, it was found that 𝜑 (1000 𝑛𝑚) = 1.33  × 10−34  which means that much 

greater than 99.9 % of the light which enters the diode will be absorbed by the p-type 
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GaAs absorber and overlying layers. As a result, the photogenerated carriers must be 

collected from the absorber layer into the multiplication region. Since there is 

a heterojunction and band offset between the charge sheet and grading 2 and another 

one between grading 2 and grading 1, it is necessary to apply electric field at these 

junctions, to allow the photocurrent to flow. As shown in Figure 7.12, at sufficiently 

high bias, the electric field will bend the barriers caused by the band offsets, allowing 

the photogenerated carriers which diffuse through the absorber, to drift into the 

multiplication region. In a simple p-i-n, the multiplication factor can be calculated 

accurately using the baseline technique, where the primary photocurrent varies with 

depletion width and can be fitted at low voltage before starting the gain. On the other 

hand, in this sample, due to the presence of the two junctions before the absorber 

layer, the primary photocurrent does not behave the same way as simple p-i-n, and 

the baseline technique is no longer applicable. Consequently, an approximate 

experimental gain was calculated by first determining the modelled gain value at 

punch-through voltage using the non-local coefficients with the RPL model, which is 

-10 V. This gain value was then used in the experimental data to calculate the primary 

photocurrent at punch-through voltage. Then, the primary photocurrent was utilized 

to calculate the gain at each voltage value. 

Figure 7.12: The band diagram of sample 2 at 0 V and -10 V reverse bias voltage.  

 

It is known that the total applied voltage is divided between the diode and the series 

resistance. Then, as the laser power increases, the photocurrent increases too, leading 
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to a drop in some voltage across the series resistance and subsequently reducing the 

voltage dropped across the diode, which reduces the multiplication. In order to 

investigate the effect of the resistance on the multiplication, the photocurrent 

measurements were carried out on sample 2 using a range of power values. In this 

case, as shown in Figure 7.13, at voltage values up to 12 V, for all the powers, the 

photocurrent through the diode is small and not enough to show the effect of 

resistance on the multiplication. On the other hand, above ~13 V, the lowest power 

(0.01 mw) can be considered the upper true limit with negligible effect of resistance. 

With an increase in power and associated photocurrent, the effect of resistance 

increases, increasing the total applied voltage required for a given multiplication and 

shifting the curve to a higher voltage. In our diodes, the dark current is very low, and 

the signal is clear; hence, there is no need to use high power and the correction can 

be avoided.  

 

Figure 7.13: Me-1 as a function of reverse bias voltage for sample 2 using a range of power values. 

Sample 5, as described previously, acts as a simple p-i-n with an undepleted potential 

barrier between the multiplication layer and the absorber, making it impossible to 

achieve primary electron photocurrent and hence, calculate the pure 

electron- initiated multiplication by the top illumination. Therefore, the experimental 
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multiplication was calculated in a different way and compared to the model. In order 

to achieve pure hole injection, the fibre was positioned to illuminate next to and as 

close as possible to the device to achieve a measurable primary photocurrent by 

diffusion. On the other hand, the fibre had to be sufficiently far away from the side 

wall to avoid any mixed injection from light falling on the sidewall. Then, the baseline 

technique was used to calculate pure hole-initiated multiplication, Mh. 

Figure 7.14 illustrates a comparison between the experimental multiplication and the 

modelled multiplication using the RPL model with the new nonlocal coefficient for 

samples 2 and 5 and for a simple 25 nm intrinsic width p-i-n diode. For simplicity the 

simple p-i-n is included to demonstrate how the new non-local coefficients might 

enhance the fitting and return an accurate breakdown voltage. 

The model simulates only the bulk and does not simulate multiplication at the hot 

spots, that cause the earlier edge breakdown. As a result, in the comparison for 

sample 2, the experimental multiplication breaks down at a lower voltage than the 

expected voltage in the model. 

 

Figure 7.14: Multiplication characteristics of a 25 nm intrinsic width p-i-n diode, sample 5 and 

sample 2. Symbols represent experimental data while solid lines represent results calculated using 

RPL model with the non-local impact ionization coefficients extracted in Chapter 5. Dashed lines 

represent results calculated using RPL model with. Ng’s local coefficients. 
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7.5 Dark Count Rate DCR 

DCR measures the number of dark counts per second, one of the core parameters for 

any SPAD.  This has been measured with gated overbiasing and quenching. The DCR 

includes primary and secondary pulses. Primary dark pulses can be attributed to the 

thermal energy exciting electrons (SRH) during the overbias time, which then trigger 

avalanches. In addition, a high over-bias voltage also contributes to the primary dark 

pulses in two ways. It may increase the tunnelling or avalanche probability by 

increasing the electric field across the junction. The secondary dark pulses are 

generated due to the effect of afterpulsing. Afterpulsing takes place when trapped 

carriers in the avalanche region are released, as defined by a time constant, and 

trigger avalanche breakdown in a subsequent overbias cycle.  It is obviously desirable 

to minimise the DCR for a practical SPAD. 

 

7.5.1 Primary dark count rate 

To achieve a primary DCR without significant influence from afterpulsing, DCR 

measurements were investigated at room temperature for sample 3 with diodes of 50 

and 100 µm diameters, at a low frequency of 1 Hz and a 1% duty cycle over a variety 

of over-bias voltage. The DC bias voltage was 9 V, and the breakdown voltage was 

11.6 V. Since the gate-off time is much longer than the gate-on time with these test 

conditions, trapped carriers have time for release before the subsequent bias pulses, 

eliminating the afterpulsing effect. Figure 7.15 illustrates DCR as a function of 

over- bias voltage.  As the dark current increases with area, more DCR was observed 

in a larger area.  However, the difference in DCR is not consistently a factor of 4 in line 

with the area factor between the devices.  This suggests that surface contributions 

cannot be neglected in AlGaAs SPADs and will need consideration in further analysis. 

Figure 7.15 also illustrates that the DCR increases with the over-bias bias voltage. This 

can be attributed to increasing both the breakdown probability and the dark carrier 

generation, such as tunnelling. As the tunnelling is exponentially increased with 
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over- bias voltage, the exponential rise of DCR could be evidence that DCR is 

dominated by tunnelling. This would allow for an estimate of bias-dependent dark 

carrier generation beyond breakdown, where obviously, normal dark current 

measurements are not possible. 

Since the breakdown probability code was written and successfully confirmed by 

comparing it with other people's work and the accurate electron and hole impact 

ionisation coefficients of AlGaAs were extracted, the breakdown probability can be 

simulated correctly and compared to the measured DCR. This comparison helps to 

identify how much of the rise in DCR is due to increased breakdown probability and 

how much is due to increased dark carrier generation. The breakdown probability 

increases with overbias and saturates at a given voltage, if the DCR still increases after 

this voltage, this increase is due to dark carrier generation, usually tunnelling. As 

a result, using any higher voltage is definitely undesirable since it will not improve the 

detection efficiency but just increase the DCR. 

Recently, the most suitable and common devices used for SPAD operation at 1550 nm 

are InGaAs/InP devices. These devices offer the lowest DCR compared to other 

epitaxial growth SAM structures such as InGaAs/InAlAs SPADs and 

germanium- on- silicon SPADs. Karve et al. [7] found that InGaAs/InP devices, even at 

higher operating temperatures, exhibit an order of magnitude lower DCR probability 

than InGaAs/InAlAs. In addition, in germanium-on-silicon SPADs, despite the super 

quality and low DCR of the Si multiplication layer, the Ge/Si lattice mismatch 

decreases germanium quality and limits the SPADs performance by increasing the 

DCR probability [8].   

The tunnelling in InGaAs/InP devices usually limits the minimum achievable 

multiplication thickness, which is often ~1 µm. Our SPADs using a much smaller 

multiplication thickness and less mature structure already exhibit slightly lower DCR 

at room temperature compared to the DCR reported for InGaAs/InP SPADs [9]. Using 

a thinner multiplication layer can improve SPAD performance by reducing the 

avalanche build-up time and jitter. In the future, our SPADs can be improved by using 
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more sophisticated structures, such as the planar design commonly observed in 

InGaAs/InP, which reduces surface leakage current and hence DCR and edge 

breakdown. 

 

Figure 7.15: DCR as a function of over-bias voltage for sample (3) with 50 and 100 µm diameters at 

1 Hz and 1% duty cycle. 

 

7.5.2 Afterpulsing probability  

In order to investigate the effect of the afterpulsing probability, DCR measurements 

were repeated on sample 3 with a 25 µm diameter for a frequency ranging from 1 to 

100 kHz and at a constant over-bias voltage of 1.5 V and 50 µs gate-on time. The 25 µm 

diameter device was used to allow exploration of shorter gate off times with enough 

time resolution, because overall the DCR is smaller in the small device. When the gate 

off time decreases, the afterpulsing and hence DCR increases which requires a higher 

time resolution to accurately measured DCR. Figure 7.16 shows a DCR dependence on 

gate-off time. The figure illustrates that at low-frequency values with long gate-off 

times, the DCR remains constant. This indicates that the main contribution to the DCR 

is given by thermally generated initiating carriers rather than by carriers trapped 

during previous avalanche events. On the other hand, the afterpulsing effect starts to 

show at a long off time of ~ 400 ms which limits the maximum frequency at which 



200 
 

this SPAD could be operated. This indicates the significant effect of afterpulsing in this 

AlGaAs SPAD. The afterpulsing observed in this AlGaAs SPAD is significantly higher 

than the negligible afterpulsing observed in InGaAs/InAlAs SPAD [10]. It is also 

significantly higher than the afterpulsing reported for both planar germanium-on-

silicon SPAD [8] and InP/InGaAs SPAD, which shows afterpulsing only below off time 

equal to 10 µs [9].  

One of the most important factors influencing the afterpulsing probability is gate-on 

time. The high afterpulsing probability observed in our case could in-part at least be 

attributed to the considerably longer gate-on time used compared to more advanced 

SPADs measurement set-ups, which only use a few tens of nanoseconds.  

As shown in Figure 7.16, by fitting the DCR, the release time of trapped carriers or the 

time constant can be determined. Since a single value of the time constant would not 

be enough for the fitting, three values were determined using the following 

exponential equation: 

𝑦 = 𝑦° + 𝐴1 ∗ exp(−(𝑥 − 𝑥°)/𝑡1) + 𝐴2 ∗ exp(−(𝑥 − 𝑥°)/𝑡2) + 𝐴3 ∗ exp(−(𝑥 − 𝑥°)/𝑡3) 7.1 

where y°, A1, A2, A3, and x° are fitting constants, and t1, t2, and t3 are the first, second, 

and third time constants, respectively. This means that there are likely three main 

families of deep levels responsible for trapping avalanche carriers. 

 



201 
 

 

Figure 7.16: DCR of sample 3 with a 25 µm diameter versus gate-off time at room temperature at 

a constant over-bias voltage equal to 1.5 V. The blue solid line represents the fitting with one time 

constant while the green line indicates the fitting with two-time constants. The red line represents 

the fitting with three time constants. 

 

The existence of deep traps in surface [11] or bulk [12], [13], [14], [15] AlGaAs devices 

at the same or similar structural and growth conditions has been confirmed. Ren et al. 

investigated how the dark count probability and afterpulsing probability changed 

after annealing arsine with hydrogen carrier gas [12]. He employed the double pulse 

separation set up with pulse width of only ∼ 5 ns. As a result, the time scale used to 

look for afterpulsing is much smaller than in our case. As the release time of the deep 

defects is very long, their associated afterpulsing appears to be constant within this 

small-time window. These after-pulses can be considered a background, which 

increases the DCR probability. The deep defects were passivated during annealing, 

which greatly reduced the DCR probability. On the other hand, since only shallow 

defects and not deep ones can influence afterpulsing on this small-time scale, the 

annealing process had no effect on the observed afterpulsing probability. In the future, 

our SPADs can be improved by annealing, which would be expected to drastically 

decrease the DCR.  
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7.5.3 DCR per unit area and perimeter  

The dominant bulk- and the dominant surface-related DCR should scale with diode 

area and perimeter, respectively. Hence, the origin of the DCR can be determined by 

normalizing the DCR to the diode area and perimeter. At two frequency values of 1 Hz 

and 15 Hz, the DCR measurements were carried out on 50, 100, and 200 µm diameter 

diodes from sample 1 with 50 µs gate-on time. In order to maintain the same time 

constant (R1CSPAD) across various areas, R1 must be varied as the SPAD area varies.  

This ensures that the SPADs all charge to the overbias at the same time and there is 

no potential for the DCR fitted to be affected. This was achieved by using 

a switch- selected resistor (R1) with a range of values as described in Section 4.4.  

Since the DCR varied from one device to another, the measurements were repeated 

for many devices, and the most consistent DCR value was considered for each 

diameter. Then, to identify which DCR is dominant at each frequency, the DCR per unit 

area and perimeter was calculated as shown in Figure 7.17. The figure illustrates that 

the bulk mechanisms dominate the DCR at off time of ~1000 ms, whereas surface 

mechanisms dominate the DCR is dominant at off time of ~66.6 ms, when the gate off 

time is reduced. 

 

Figure 7.17: DCR per unit area (a) and per unit perimeter (b) vs. gate-off time for sample (1). 
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The off time of ~1000 ms was used to show the dominant DCR without any effect of 

afterpulsing. On the other hand, to demonstrate the dominant DCR including 

afterpulsing, an off-time equal to ~66.6 ms was selected where the afterpulsing is 

significant as shown in Figure 7.16.  At this off-time, only the third released time 

constant which is slightly longer time than the off-time is effective while the effect of 

the others shorter release times is negligible. This value of off-time was selected to 

allow resolution of DCR in large as well as small SPADs, given the measurement time 

resolution available. 

As shown in Figure 7.4, sample 1 has consistent bulk breakdown and there is no 

variation of the breakdown voltage due to edge breakdown. As a result, despite the 

significant number of carriers flowing on the surface, evidenced by the dominant 

surface leakage current, these carriers do not experience enough multiplication to 

breakdown. On the other hand, the lower number of carriers in the bulk experience 

the dominant bulk breakdown probability, meaning overall DCR is dominated by bulk 

at 1000 ms off-time. However, with shorter off time, the afterpulsing effect starts to 

be significant. Interestingly in this region, the DCR shows an approximate perimeter 

dependence suggesting that the surface is the source of the additional primary dark 

carriers.  Presumably a fraction diffuses into the bulk to experience the high gain and 

trigger the breakdowns. This indicates that the origin of the defects, particularly deep 

defects, is more likely to be the surface. Consequently, to minimise the afterpulsing 

effect and increase the upper useful frequency, more efforts should be made to 

improve the surface or adopt a planar architecture. 

7.6 Conclusions 

Some previously unpublished work has attempted to grow an Al0.8Ga0.2As/GaInNAsSb 

SAM APD. However, they were compromised by errors associated with the ionisation 

coefficient for AlGaAs at high fields. Dilute nitride is a five-component material with 

complicated growth conditions, grown by IQE for this work, limiting scope for repeat 

attempts. Also, there was not sufficient information about its ionisation coefficients, 
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adding to uncertainty. As a result, in order to prepare for AlGaAs/GaInNAsSb SAM 

APDs, the structure was simplified by initially utilising a GaAs layer as the absorber 

layer in the SAM structure instead of GaInNAsSb. This GaAs layer was intentionally 

doped to be p-type with a concentration similar to that of the expected GaInNAsSb at 

4.0 x 1016 cm-3. In order to determine the ideal charge sheet characteristics for 

AlGaAs/GaAs SAM APDs, the five APD structures with varying doping and width of the 

charge sheet was designed one year prior to this work, by a recent PhD student 

(X. Collins) based on the RPL model with Ng’s coefficients.  Based on the failure of 

earlier AlGaAs/GaInNAsSb SAM APDs, X. Collins also made a change to reduce the 

charge sheet doping compared to the indications of the model.  

Sample 2 exhibits the most optimal doping and thickness conditions for the charge 

sheet. It punches through at ~ 9 V, and the significant difference between the 

punch- through voltage and the breakdown voltage allows it to be used as an example 

of a device functioning as a SAM APD. It is important to control the electric field in the 

absorber layer not only to minimise the dark current in this layer but also to limit any 

probability of impact ionisation that can take place outside of the multiplication 

region. In addition, sample 2 successfully controlled the electric field in the planned 

dilute nitride absorber layer to be lower than the electric field required to initiate the 

multiplication which is about 250 kV/cm, as determined in Chapter 6. Consequently, 

in the future, the structure for sample 2 should be utilised as the nominal design when 

reintroducing a GaInNAsSb absorber layer. Multiple growths are still recommended, 

allowing for some spread in charge sheet thickness/doping as a contingency.  During 

this work, it was observed that sample 1 APDs did not consistently exhibit punch 

through, despite the design of sample 1 being nearly equivalent to sample 2, in terms 

of total charge sheet doping.   

Due to the errors in modelling with old coefficients, samples 3, 4 and 5 failed to punch 

through, and hence, they are not appropriate for SAM APD applications. As sample 3 

is expected to punch through very shortly after breakdown with a minimum field in 

the absorber, hence it may be suitable for SPAD applications that operate above 

breakdown voltage. Also, as the breakdown voltage is consistent without the effect of 
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edge breakdown seen in sample 2, the over-bias voltage can be defined correctly. All 

the current work has been carried out at room temperature. In the future, different 

degrees of temperature can be considered. For example, by increasing the 

temperature, the scattering will increase, and the carriers will lose a larger fraction of 

their energy, which shifts the equilibrium between the loss of energy by scattering 

and the gain of energy from the electric field. Hence, in order to have a sufficient 

electric field for the avalanche process, the breakdown voltage becomes higher, which 

may allow an obvious punch-through voltage to be identified in sample 3. 

Samples 2 and 5 can be studied as examples of a device functioning as a SAM and 

a device functioning as an AlGaAs simple p-i-n, respectively. Since the AlGaAs 

multiplication widths in both samples are extremely small, comparing the 

experimental and simulated multiplication of both samples confirmed the validity of 

the non-local coefficients of AlGaAs with the RPL model, which were obtained in 

Chapter 5. These coefficients successfully simulated multiplication and accurately 

predicted the break-down voltage. 

In the future, the RPL model with the accurate non-local coefficients of AlGaAs, can be 

used to simulate and redesign the structure of AlGaAs/GaAs samples to accurately 

control the charge sheet and achieve successfully the aimed punch-through voltage. 

As a result, this useful knowledge of the SAM structure and a sufficient understanding 

of the ionisation characteristics of AlGaAs and GaInNAsSb materials can be used as 

a fundamental base to investigate AlGAs/ GaInNAsSb APDs and SPADs. This should 

significantly improve the chances of future researchers successfully fabricating this 

interesting SAM APD structure and hopefully realising its potential. 

The primary DCR of GaAs/AlGaAs SPADs, which have an extremely small 

multiplication layer, is lower than that of other common SPADs with thicker 

multiplication layers, such as InGaAs/InP, InGaAs/InAlAs, and Ge/Si SPADs. Therefore, 

taking advantage of the small multiplication width can improve the performance of 

future SPADs. On the other hand, at the moment, these SPADs provide a higher 

afterpulsing probability than other SPADs. The main source of afterpulsing appears 
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to be defects on the surface, especially deep defects. Consequently, optimizing the 

surface can decrease the afterpulsing probability and improve the SPAD's 

performance. Also, using a smaller gate-on time would reduce the probability of 

afterpulsing by limiting the flow of carriers through the avalanche. 

Compared to other SPADs, an extremely thinner multiplication layer (50 nm) was 

used. This can take advantage of minimising the temperature-dependent current GR 

at room temperature by reducing the volume of material. So, it can be considered the 

start of optimising the high-temperature SPADs using a very thin multiplication 

region, which is different from optimising low-temperature SPAD with a thick 

multiplication region. In addition, temperature dependence should be studied in the 

future.  Reduction in primary DCR is expected to fall with reduced thermal generation 

rate.  However as discussed in the literature review, afterpulsing probability can have 

a complex dependence on temperature and frequency/gate-off time, especially at 

very short gate-off times.  This is suggested as an interesting area for further study. 

Characterising temperature dependence will also help explore the origin of the 

relatively high afterpulsing in AlGaAs and the slow-release time constants.  

In order to optimise SPAD's performance, its associated DCR and SPDE need to be 

measured and evaluated. All the earlier SPAD’s measurements were undertaken in 

dark conditions to study DCR and prepare for photon detection. In the future, further 

investigation can be carried out under illumination to assess more characteristics 

including SPDE and photon timing jitter. 
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Chapter 8 

Conclusions and future work 

The work in this thesis attempts to form the basis for developing a SAM APD by using 

Al0.8Ga0.2As as the multiplication layer and GaInNAsSb as an absorber layer. The wider 

indirect bandgap in Al0.8Ga0.2As enables the use of very thin multiplication regions 

with negligible tunnelling effects and extremely low noise. As a result, the desirable 

advantages of employing thin-multiplication APDs can be exploited. In order to design 

and simulate the characteristics of thin Al0.8Ga0.2As APDs, non-local ionization 

coefficients were extracted in Chapter 5. These coefficients were compared with the 

local coefficients reported by Ng et al. and the non-local coefficients of other materials. 

Although very high dead space to ionization path length ratios have previously been 

reported in GaAs, this new work shows that that they can also be achieved in AlGaAs. 

Importantly the required electric fields do not lead to excessive tunnelling in AlGaAs, 

unlike in GaAs, opening up the potential for practical APDs exploiting this near 

optimum condition.   

The incorporation of nitrogen in the GaInNAsSb absorber layer provides an effective 

bandgap matching In0.53Ga0.47As with an acceptable dark current, enabling operation 

at long wavelengths up to 1.5 µm. The lattice matching condition between GaInNAsSb 

and GaAs introduces the basis of cheap GaAs-based telecommunication APDs. When 

designing SAM APDs, it is crucial to determine the impact ionization coefficients of 

the material used for the absorber layer. These coefficients can offer important 

knowledge on the electric field at which multiplication would start in the absorber. 

Therefore, an optimal charge sheet condition that keeps a low field in the absorber 

can be determined. In addition, to design SAM APDs, it is essential to figure out if the 

electron/hole ionization coefficient ratios of the absorber and multiplication 

materials are comparable. When the coefficient ratios of the absorber and 
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multiplication layer are opposite, the APDs will experience the worst case with high 

noise and a long response time.  

In chapter 6, the multiplication measurements of GaInNAsSb have been carried out, 

and the ionization coefficients and threshold energies have been reported using an 

evolutionary fitting algorithm with the RPL model. These coefficients cannot be 

considered the final and most precise coefficients for GaInNAsSb. This is in part due 

to the difficulty of fitting unique parameter-sets when using a non-uniform electric 

field profile. Other potential reasons include the impossibility of getting pure electron 

and pure hole multiplication from the same diode, with existing samples, and the 

challenge of achieving pure injection and accurate mixed injection without the 

detrimental effect of re-emission. Moreover, the accuracy of the coefficients depends 

on the absorption profile, which is not known to a high degree of precision. However, 

these coefficients provide the estimated field where multiplication begins and breaks 

down and they also offer significant indications suggesting that beta is much larger 

than alpha. These are important pieces of information, determined for the first time 

in this work. Already it is clear that, when the dilute nitride absorber is combined with 

an AlGaAs multiplication region, where alpha is larger than beta, any ionization in the 

absorber will be extremely detrimental and must be avoided. 

A significant proposed area for future work is determining the ionization coefficients 

and threshold energies of GaInNAsSb more precisely. To do this new p-i-n and n-i-p 

diodes with more uniform electric fields can be designed and fabricated. Including 

diodes with a range of multiplication widths will cover a wide range of electric fields 

without the detrimental effect of re-emission. Also, the accuracy of the coefficients 

can be improved by using a precise absorption profile, which would require optical 

characterisation of the specific alloy.  Furthermore, it would be highly desirable to 

achieve pure electron and hole-initiated multiplication from the same diode by top 

and back illumination, would made be possible by designing etch stops into the 

epistructure.  
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In order to further prepare for AlGaAs/GaInNAsSb SAM APDs, Chapter 7 initially 

introduced a simple structure using GaAs as the absorber layer in the SAM structure 

instead of GaInNAsSb. In this way, the complications associated with the 

five- component dilute nitride material can be avoided. One year before this study, 

a recent PhD student (X. Collins) attempted to determine the optimum charge sheet 

conditions for AlGaAs/GaAs SAM APDs. He designed and fabricated multiple 

campaigns targeting this structure, the third of which comprised five samples studied 

in this work. It is now understood that Collins’ use of the RPL model with Ng’s 

coefficients lead to many of the designs not exhibiting punch through, something 

which can be avoided in the future by using the new coefficients. 

Fortunately, one sample, sample 2, can be considered an example of a device 

functioning as a SAM APD that has acceptable doping and thickness conditions for the 

charge sheet. Importantly, in sample 2, the electric field in the planned dilute nitride 

absorber layer was controlled to be below 250 kV/cm, which is now known to be 

required to avoid multiplication in the absorber and increased noise. Therefore, in the 

future, it is recommended to use the structure from sample 2 as the nominal design 

for development, when reintroducing a GaInNAsSb absorber layer. Several growth 

variants should be planned, allowing for some variation in doping and thickness of 

the charge sheet to ensure punch through occurs at the desired field and as already 

emphasised, multiplication in the absorber is supressed. 

Since Collins designed using old and incorrect coefficients, samples 3, 4, and 5 did not 

show punch-through. However, CV fitting predicts that sample 3 will punch through 

very shortly after breakdown with a low field in the absorber. This is an interesting 

case which is worthy of further investigation since it may be optimal for SPAD 

applications that function above the breakdown voltage. In the future, by operating at 

a higher temperature, the punch-through voltage of sample 3 could be determined 

experimentally to check this. Furthermore, unlike sample 2, sample 3 exhibits 

a consistent breakdown voltage that is unaffected by edge breakdown, allowing for 

the over-bias voltage to be identified accurately. It is hoped that some of the surface 

effects could be avoided in sample 3. 
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Samples 2 and 5 were investigated as examples of devices operating as SAM and 

a simple AlGaAs p-i-n diodes, respectively. Due to the extremely thin AlGaAs 

multiplication thickness of these samples, they were used to verify the new non-local 

coefficients of AlGaAs with the RPL model, which were obtained in Chapter 5. It was 

found that these coefficients adequately modelled multiplication and predicted the 

break-down voltage, further confirming that in the future they can be used for 

optimising the design of ultra-thin AlGaAs APDs.  

The last section in Chapter 7 made a preliminary investigation into the DCR 

characteristics of GaAs/AlGaAs SPADS. These SPADs show a primary DCR lower than 

that of other common SPADs, despite having a much thinner multiplication layer 

which would usually be associated with higher tunnelling related DCRs. This supports 

the theory that AlGaAs SPADs could offer enhanced timing performance due to a thin 

multiplication width, without inherent detrimental effects to DCR. On the other hand, 

a higher afterpulsing probability was seen in these SPADs, compared to other more 

mature SPADs. It was found that the afterpulsing is mostly due to carriers originating 

from the surface, with time constants indicating a high level of deep traps. As a result, 

it is proposed that the afterpulsing probability can be minimised through surface 

optimization or the use of a planar architecture. Also, a smaller gate-on time, which 

limits the flow of carriers through the avalanche, can be expected to reduce the 

afterpulsing probability. These areas related to how the device is made and operated, 

have significant potential to reduce the DCR in future generations. 

This thesis has set out some important foundational understanding regarding the 

materials and device structures required for AlGaAs/GaInNAsSb APDs and SPADs.  In 

some areas further work is necessary to expand or improve on what is initial research 

into a challenging novel area. However, it is clear that AlGaAs/GaInNAsSb APDs and 

SPADs have significant potential for unique performance characteristics and further 

research and development is highly recommended.  
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