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Abstract—Multi-agent, decentralised, and collective self-
adaptive systems have been studied in a range of domains
from smart-cities to the social dynamics of organisations. We
present a novel application for research in this area, with the
emerging distributed systems field of object-based media. Unlike
traditional media, which is delivered over the Internet as pre-
encoded compressed video segments, object-based media divides
a media experience into its constituent parts, such as presenters,
actors, backgrounds, and information overlays. These elements
are then rendered and composited on-demand for each user,
to support highly customisable experiences. We analyse the
distributed systems challenges of delivering object-based media in
terms of self-adaptive systems, and present work on the prototype
technology we are using to explore potential solutions.

I. INTRODUCTION

Multi-agent, decentralised, and collective self-adaptive sys-
tems have been studied in a range of domains, for example in
autonomous drone coordination [1], resource sharing [2], vehi-
cle traffic routing [3], or social dynamics of organisations [4].
We present a novel distributed systems challenge of object-
based media delivery as an application domain for these
research fields. This kind of system requires both collective
and multi-level decision making at large scales.

Traditional media experiences are delivered as single-video
streams via HTTP-carried segments (e.g. using MPEG DASH
or HLS). Clients request a given video and it is delivered from
server-side storage, either from disk or from a memory cache,
in fixed-size segments. While DASH has a degree of adap-
tation (changing bitrate/quality depending on bandwidth and
latency between the server and client), this works essentially
in a point-to-point client/server model where decision-making
is trivially negotiated between those two single points and is
typically based on network metrics alone.

In contrast to the above, object-based media is a novel
media production and delivery approach being explored across
the media industry [5]. In this approach, each element of a
media experience is captured and stored as an independent
object. In a weather forecast, for example, the presenter will
be captured and stored separately, as will the weather map,
subtitles, overlays like meteorological data, and alternative
presenters such as signers for hearing-impaired viewers. These
different media objects are then rendered into frames in
real-time for each user depending on how they configure
the experience. An example object-based weather forecast is

shown below, with some of its individual media objects and
one of the composed render permutations. This example is
formed from one video stream (presenter), two dynamically-
drawn animation streams (map and time-of-day), and subtitles.

Producing, storing, and delivering media in this way sup-
ports an unprecedented level of user-customisation of a media
experience. Extending our weather example, we might imagine
small configuration changes like turning sign-language pre-
senters or subtitles on and off, or more dramatic changes
such as swapping the presenter to a children’s TV character,
changing the map and meteorological data to a more child-
friendly representation, or using real-time rendered digital hu-
man presenters [6]. We could also consider blending a weather
presentation with augmented reality, allowing a user to point
their smartphone camera outside to see how it will look in
the weather for the week ahead alongside the general weather
presentation. Considering other kinds of media experience, we
might imagine drama productions with branching narratives,
virtual-reality blended experiences placing viewers and their
friends into scenes, or highly configurable sports programming
with custom overlays and interpolated camera positions.

While this approach to media production and delivery offers
a broad range of new media experience possibilities, it also
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requires a fundamentally different approach to the network and
compute needed to realise it. Because each media frame in a
highly-customisable experience requires real-time rendering,
for example, in a simple implementation client devices must
be powerful enough to render and present media frames from
their constituent parts – potentially including complex 3D
rendering. In cases where clients do not have this capability,
compute must be offloaded to cloud or edge devices. Offload-
ing is expensive for the media provider, however, and must
be made cost-effective and sustainable by sharing rendered
outputs across clients where possible. This must be achieved
at scales of millions of users watching a wide range of media
experiences (and their permutations) at the same time.

We are exploring this challenge in collaboration with the
BBC, which operates the iPlayer platform providing between
100,000 and 800,000 simultaneous media streams over any
given 5-minute window, depending on the time of day. These
streams are delivered to a wide range of end-user devices with
highly varying hardware capabilities, including mobile phones,
traditional computers, games consoles, and smart TVs.

In this paper we introduce this domain as a novel challenge
in self-adaptive systems, particularly for collective decision
making and multi-level decision making at large scales and
with potentially high system dynamics. The contributions are:

1) To provide a definition of the problem domain, and how
this definition might suggest initial solution directions

2) To present our prototype platform, which supports con-
tinuous adaptation of the placement of compute, and
multiple locales of decision-making control

3) To present a research roadmap towards real-time collab-
orative decision-making at scale in this domain

In the remainder of this paper we present a problem defi-
nition, our current prototype with its decision control points,
and our future work plan.

II. NETWORK DELIVERY OF OBM

In this section we define the compute and network delivery
challenge of object-based media (OBM), in the context of
self-adaptive systems. We begin with a general introduction
to OBM, then present our system model, and lastly define the
problem space in the context of this model.

A. Object-Based Media and Customisation

We assume media is captured as a set of distinct media
objects. These objects could, for example, be a presenter, sub-
titles, animated map, a camera angle, a 3D mesh with lighting
information, or a narrative branch. These media objects may
be stored across a range of different media servers, and may
include meta-data about how to compose them with other
kinds of media objects in a natural-looking way.

Drawing on this set of media objects, there are two broad
dimensions of media customisation: temporal and spatial.
Temporal customisation includes actions such as the dynamic
editing of a programme to a given duration, such as reducing
a documentary to half of its total length while retaining the
narrative essence, or could include dynamic ordering of a show
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Fig. 1. Compute resources and their interactions. Content distribution servers
stream individual media objects to where they are needed (either clients or
resource-offload sites). Resource offload sites host rendering tasks for clients.

such as focusing on particular parts of a sports highlights
presentation. Spatial customisation occurs when changing the
composition of a scene, for example to change the presenter,
enable information overlays, change the camera angle to either
a physical or interpolated one, or otherwise change objects in
the scene that are visible. Both kinds of customisation require
a degree of dynamic rendering of each frame of a media
experience to match the viewer’s preferences.

B. System model

We next present our system model, from the physical re-
source landscape to user behaviour and degrees of uncertainty.

1) Network and compute infrastructure: We assume we
have a number of (i) media source servers, (ii) compute
resource servers, and (iii) client devices. Media sources simply
allow individual media objects to be streamed by time index,
and would typically be realised as a content distribution
network; compute resource servers allow rendering compute
tasks to be migrated onto/off of them; and client devices are
where a media experience is actually shown to a viewer.

The computation power of each resource server and client
device may be highly variable, and may include CPU-only or
CPU+GPU rendering support, varying amounts of memory,
and varying levels of network bandwidth and latency. The
geographical distribution of compute resource servers may not
be harmonious with the set of client devices, such that network
latencies between a subset of clients and available compute
resources may be prohibitive to allow their use. The network
characteristics of individual client devices may vary widely,
from mobile devices on 4G connections to high-performance
desktop computers with fibre-optic broadband.

We assume that users will only allow any client-device-
resident computation to be used for their own media viewing,
avoiding sharing their own device’s compute with other view-
ers. This resource architecture is illustrated in Fig. 1.

2) User behaviour: Although OBM is not yet in wide
distribution, we can approximate user behaviour models from
how the traditional media-consuming population behaves.

The BBC’s iPlayer streaming platform has an average of
3,200 programmes (36,000 episodes) available to choose from,
with an average run-length of 81.96 minutes (ranging from
5 to 239 minutes). Overall, in any given 5-minute window,
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between 2.5TB and 155TB of data is being streamed from
BBC content distribution servers, at low and peak times
respectively, with a total of between 152,000 and 840,000
streams being active. Most of the content is delivered via
DASH-based adaptive bit rate (ABR) streaming, where each
client climbs up/down the ABR ladder to suit their bandwidth
constraints. On average, bitrates to individual clients vary
between 1.3 Mbps and 5.7 Mbps. The infrastructure to support
this delivery involves multiple different CDNs with a wide
range of locations throughout the UK.

Traditional media delivery is almost entirely network-
bound, rather than the additional compute-bound nature of
OBM, but we can draw at least some inferences from this data
around the volume of content access and potential compute
load for OBM. Beyond the above statistics, the additional
OBM factors are (1) the compute power of each user/client
device is relevant to how much infrastructure support each
user needs to access a given experience; and (2) users will
have a set of different personalisation preferences for each
media experience, which specialise each programme per-view
in a large number of different ways.

3) Types of Compute: The types of compute task involved
in rendering a media experience are highly variable, from
lightweight tasks to far more resource-intensive ones.

Lightweight tasks include compositing partial frame ele-
ments into a full frame (where each element is an RGBA
texture), or showing simple overlays such as sports statistics.

More intensive tasks include rendering a synthetic human
presenter, dynamically relighting an object to appear natural in
a scene, or depth-mapping a user’s current physical environ-
ment for augmented reality experiences. These compute types
may be able to render outputs at multiple different quality
levels, where lower-quality renders are cheaper to produce and
may also be faster to transport to a requesting user.

4) Degrees of Uncertainty: The use of a self-adaptive
solution implies that an application domain has one or more
degrees of uncertainty. Those present in media delivery are:

• The user set viewing the same experience (set UE).
• How many of those users have selected the same cus-

tomisation options (set UEC)?
• How many of those users are watching the same time

index of the media experience, within a threshold of +/-
t seconds (set UECt)?

• How many of those users have insufficient local com-
pute power to render some aspect of an experience
(UECt.offload)?

• The current network latency & bandwidth between each
user and each theoretically viable compute-offload site in
the set OSv of offload sites which could be latency-viable
for that user in the absence of any network contention/

• What is the likely cache-hit-ratio for cached rendered out-
puts at each of OSv relative to a given client within UEC
(i.e., which sites have cache frames that are relevant to a
given client’s intended playback)?

• What is the current compute resource availability at each
of OSv to render the desired aspect of the experience?

The membership of set UECt.offload is dynamic over
the course of a day for each media experience, while the
membership of set OSv and their likely cache hit ratios is
dynamic per-experience and per-user as a factor of both a
single user’s behaviour and that of all other users of the same
streaming system (where users with the same requirements
may be able to re-use rendered outputs via caching).

C. Problem Definition

Drawing on the above system model elements, we can
derive an abstract problem description as follows.

1) User Perspective: User devices, based on a user’s spe-
cific customisation of a media experience, may decide whether
or not to attempt to offload associated compute per-experience-
element to available offload sites. The rendering of a given
media experience is composed of various compute types, some
of which may gain a higher offload benefit to others (reducing
cost to the user’s own device to a greater or lesser extent).

Some kinds of offload may present trade-offs where the
pressure on one hardware aspect of a user’s device is decreased
at the cost of increasing pressure on another aspect of that
device; for example rendering a 3D mesh on the user’s device
will use relatively little network to deliver the vertices of the
mesh but will require significant compute to render and light
the mesh; rendering a 3D mesh into on another device into a
pixel stream, by comparison, uses very little local compute but
requires far more network transport to encode and deliver the
rendered artefact as a set of pixels. Balancing these resource
consumption trade-offs is a key challenge.

2) Infrastructure Perspective: The infrastructure provider
has a set of users who want to watch a set of experiences. The
provider has a set of potential offload locations that they can
pay for, but only a subset of these will be active at any time.
Because network latency is a factor in quality of experience,
it may be that only end-user devices are able to make quality
measurements and so may need agency over which offload
site(s) they actually use from a set of potential options.

For those users who have a preference to offload compute,
the provider will wish to co-locate as many such users as
possible on the same offload sites to reduce overall operating
cost. To make this viable, the provider will want to be able to
share compute results between those users as much as possible.
For example, if 100 users are watching a weather presentation
with the same synthetic presenter, each sequential rendered
frame of that presenter may be the same for each user. It would
then be beneficial to have the presenter-rendering task for all
of those users placed on the same offload site; this gives a 1:99
render:re-use ratio and uses the smallest amount of compute.
This only works, however, if that offload site is in the viable
set for all users in terms of latency and bandwidth. It also only
works if those users are watching a similar-enough time index
of the stream (otherwise cached frames will likely have been
evicted/replaced by other more-recent cached elements).

The delivery provider’s task is therefore to matchmake users
and offload sites, while network characteristics are changing,
the user cardinality per media experience is changing, and the
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local decisions made on each user device may be changing in
terms of which render tasks are worth offloading.

3) Centralised to decentralised solutions: A wide range of
solutions can be envisaged to tackle the compute-placement
problem at scale, on a spectrum ranging from entirely cen-
tralised to hierarchical and entirely decentralised.

With perfect knowledge and infinite decision-making time,
for example, a single centralised agent could solve the above
matchmaking problem. Each time a new media request arrives
from a user, the centralised agent would consider all in-
progress streams, re-compute the ideal distribution of offloaded
compute across available resources, considering latency be-
tween clients and each offload site, and apply the new ideal
compute landscape across the set of available resources. Such
a centralised agent has two problems in practice: knowledge of
the system will be partial, and takes time to collect / refresh;
and decision-making time must be low to keep users engaged
(i.e., on the order of seconds rather than minutes).

A decentralised solution may involve the infrastructure
provider offering a set of possible offload sites to each user,
and allowing client devices to decide independently which
offload site(s) to use at which times. This allows clients to
use their own measurements of experience quality, and allows
fast decision-making by each individual client considering
its own requirements. Such an entirely decentralised solution
invites hysteresis and oscillation, however, as each client tries
offloading different aspects of rendering to different possible
locations, without knowledge of how other clients’ similar
tests may be impacting the observed effects.

Hybrid solutions, meanwhile, such as hierarchical organisa-
tions, may offer a desirable mixture of both of these extremes.

III. PROTOTYPE

We have built a prototype OBM delivery platform using
the Dana component-oriented language [7] which allows us
to hot-swap components seamlessly at runtime. Many of the
components of our delivery platform wrap low-level hardware-
accelerated rendering libraries developed by BBC R&D.

In this section we describe the core architecture of our proto-
type, including how adaptation for compute offload is realised,
and also discuss the points at which decision-controllers can
be introduced, from centralised to decentralised.

A. Core architecture

Our system is divided into its application logic and distribu-
tion / adaptation logic. The application element is written as an
entirely local system without any knowledge of networking or
offload sites. Using component-based adaptation, a meta-level
composer system then governs the wiring of this application-
level system, dynamically injecting network proxies into the
application to offload compute. The composer also interacts
with wider distributed infrastructure to gain data on available
resources and participate in offload decision-making.

A simplified view of our application architecture is shown
in Fig. 2. Within the shaded box this contains a media
player, which includes a render loop and a GUI, and a set

App

MediaPlayer

MediaTrack:map

Track

MediaTrack:time

Net.Proxy

MediaTrack:presenter

Track

App

Composer MediaServer

OffloadSite

OffloadSite

OffloadSite

Load & manage

Track

Fig. 2. Our system under the control of a composer, which communicates
with remote MediaServer and OffloadSite instances, and determines when to
inject network proxies to local media tracks to move their rendering to a
remote server. Dashed lines delineate different host machines over a network,
and dashed arrows indicate network communication.

of media track implementations such as map and presenter.
Each track implementation uses a common MediaTrack
interface which different track types can implement to render
their associated element of a media experience. The presenter
track is realised as a DASH video stream, while the map is
composed in real-time from a set of individual map tiles which
are stitched together and zoomed or panned throughout the
presentation according to an animation instruction file, and are
overlaid with weather icons at appropriate timings. The time-
of-day image is also drawn dynamically as a timed animation
using appropriate image assets.

Our media player instantiates a set of media tracks, the
details of which are configured by an experience definition
file, and uses a rendering loop which iterates through each
track. The render loop runs at a fixed framerate (e.g. 60fps),
and simply requests the current frame to render from each
media track for the current playback time. A media track
returns a render command list, which contains primitive render
instructions, such as draw text at a given X/Y position, or
draw an image at an X/Y position with suitable transforms.
This approach is sufficiently flexible that we can seamlessly
substitute a track that delivers mesh-style rendering commands
with one that delivers pre-rendered frames of pixels.

Outside our core application business logic, our platform
uses a set of management and distributed systems components
to support compute offloading, shown outside the shaded
area in Fig. 2. A composer program wraps the media player
application, loading and wiring its components, and can dy-
namically inject network-proxy versions of each media track.

For network proxying we have an implementation of the
MediaTrack interface which makes network calls to a
remote server, acquiring rendered frames remotely rather than
generating them on the local device. These remote frames
can either be delivered as primitive render commands (so the
offload site is only computing positioning information), or
can be delivered as rendered pixels which are encapsulated as
render commands. We use our component-based platform to
then seamlessly swap a local-host media track implementation,
which renders locally using the playback device’s hardware,
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for an offloaded remote instance of that media track.
We use these building blocks to layer an abstraction of

switchable software compositions, similar to the emergent
software systems concept [8], [9]. In this abstraction, the fully-
local version of the media player is one possible software
composition. If we have one available offload site, we then
generate a proxy for each track with that site as its remote
endpoint; each permutation of local and remote proxies then
forms another distinct composition of the media player. We
can then select one of these labelled options, and the client-
side composer will perform the set of adaptations needed to
reach that option (including communicating with offload sites
to set up appropriate instances and data streams). Each time
a new offload site becomes available, or becomes unavailable,
this permutation set grows or shrinks accordingly.

When a user wants to watch a given program, the client
program requests a new stream from the media server. The
media server replies to the client with the experience definition
file (indicating which track implementations to instantiate and
layer, in which order), and content distribution locations for
the case where the client is rendering locally. The composer
program separately contacts the media server to acquire a set
of offload sites that the client is permitted to use. The composer
may occasionally poll the media server during the stream to
update its list of available offload sites.

B. Decision control points

Our platform offers a range of decision control logic ar-
chitectures to decide where to place render-compute logic for
each track of each client, from centralised to decentralised.

To implement an entirely centralised approach, the media
server would maintain a global view of all active clients and
all available offload sites. For a newly-connecting client, the
media server would perform a calculation to determine the
ideal (or a good enough) placement of every track instance
of every client including the new one, akin to a bin-packing
algorithm. The media server would then inform both the new
and existing clients of changes to available offload sites (where
each client is given exactly one offload site for each track, or
potentially no offload sites for some tracks). Clients may either
still choose to use or not use the single available offload site
for each track, or may be actively required to use the available
offload site for each track, depending on the policy.

To implement an almost entirely decentralised approach, the
media server would maintain only a list of resource offload
sites, potentially with an estimate of the compute load of each
one. When a new client connects, the media server would
offer that client a list of (e.g.) 3-5 possible offload sites for
each media track, potentially based on a simple calculation of
geographic network proximity by IP address. The client would
then be responsible for trialling the offload of each media
track’s rendering at each provided offload site to determine
what works best for that client.

Hybrid approaches may use a mixture of the above decision
control points, potentially sharing different granularities of
monitoring data between clients, offload sites, and controllers.

In future work we intend to examine a wide range of differ-
ent control alternatives, at various scales, to understand which
approaches offer the best solutions towards objectives such as
operational cost minimisation for infrastructure providers or
user experience maximisation for audiences.

IV. RELATED WORK

We have presented a novel application domain in which to
explore adaptive decision-making, from centralised to decen-
tralised, and have examined two initial points in this spectrum.
To our knowledge there are three main sub-fields of the self-
adaptive systems research community which may apply to this
domain: multi-agent systems; collective adaptive systems; and
decentralised or hierarchical control theory.

In multi-agent systems, such as the multi-agent reinforce-
ment learning approach [10], researchers examine how co-
operative behaviours can be realised via a set of individual
algorithm instances operating on each agent. There are both
formal methods branches of this research, in which aspects
such as convergence time on an objective are proven under
certain assumptions, and applied methods which may use
fewer assumptions and show probabilistic or best-effort results.
Examples in this space include P-MARL [11], which uses
prediction of environment trajectories to limit the impact of
non-stationary environments on learning rate; and the DPOP
algorithm [12] which uses a dynamic programming approach
to solve the distributed constraint optimisation problem [13].

In collective adaptive systems, or collective learning [14],
decentralised decision logic is designed as an emergent prop-
erty of interactions between humans and software agents.
These approaches are designed to scale well to many partici-
pants, and to yield a global policy that is fair to its participants
while presenting meaningful individual choices over time to
each agent [15]. The objective of balancing a global trait of
fairness while offering individual choices may be mappable to
our application domain, for example where fairness may be
the fair use of available resources, and individual per-agent
choices may be potential offload locations or quality of a
stream (e.g. measured in bitrate).

In decentralised or hierarchical self-adaptation theory, of
which there is a recent survey by Quin et al. [16], agents
attempt to optimise towards an objective function by sharing
selected information using a range of communication overlays
which align with the direction of information travel. This
can involve decentralizing the monitoring, planning, and/or
executing controllers of the system (common design patterns
are captured in [17]), and includes a range of approaches to
knowledge- and control-sharing such as multi-scale feedback
systems [18] and collective management [19].

The above works suggest potential directions to explore,
and while there is a good existing coverage of the higher-
level design space, specific algorithms for our application
domain appear more challenging to identify. In contrast to
many of the above works, the particular features of our
domain are that (i) the quality of an experience is ultimately
measurable only at the client device, though some inference
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of likely experience may be possible in the cloud; (ii) we have
high scalability requirements, at around a million concurrent
users; (iii) decision-time for initial placement decisions should
be low (on the order of seconds). In addition to this, our
application domain is required to operate over the real-world
Internet in which delivering messages (such as measurements
or control signals) takes unpredictable amounts of time, the
network is lossy, and the overall deployment environment is
non-stationary. In future work we aim to explore how some of
the above approaches may fit into this problem domain, and
how they compare with our initial results.

V. SUMMARY AND FUTURE WORK

We have introduced object-based media as a novel applica-
tion domain and set of challenges for distributed self-adaptive
systems. We have also presented our prototype technology to
deliver object-based media, which supports dynamic offload-
ing of pluggable track render implementations.

In future work we intend to examine the applicability of
existing theory from the self-* community to solve some of
the challenges we have identified, as well as developing novel
theory for those areas which present new problems.

We will particularly focus on the distributed multi-agent
adaptation problem, in which rapid ‘good enough’ solutions
are found to compute placement, considering large numbers
of geographically dispersed users who are watching related
or partially-related media experiences lending themselves to
compute re-use for resource reduction. This challenge is com-
pounded by the fact that experience quality is measurable only
at the viewing client device, and that we may have compet-
ing objective functions, from resource minimisation in cloud
hosting to experience-quality maximisation for audiences.

The server-side approach to this problem faces issues of
rapid yet high-quality decision-making at scale, and non-
observability of actual client quality-of-experience. The client-
side approach, meanwhile, is open to oscillation effects as
many clients trial the same offload site, causing interference
with each others’ measurements of those sites’ performance.

Placement decision-making is also affected by cache avail-
ability, particularly as producing cached frames comes at
varying cost levels depending on the type of compute needed
– from rendering simple 2D animation frames, to rendering
suitable lit 3D synthetic presenters. This creates a further
constraint set, such that placing client compute at offload
sites that have usable cached frames may offer significant
performance gains, even if those sites have less desirable
network latency. We aim to examine cache-aware placement as
a further step once the core placement challenge is addressed.

We will also examine how research in this domain may
apply to related areas, particularly to other large-scale decision
making challenges in distributed systems with uncertainty
(especially those with temporally-connected streaming data).
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