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Mackey functors over fusion systems

Marco Praderio Bova

Abstract

In this thesis we study the properties of Mackey functors over fusion systems as opposed

to Mackey functors over groups. Given a fusion system F we start by de�ning the

Mackey algebra of F . We then use it in order to provide de�nitions for Mackey functors

over F and F -centric Mackey functors (also known as F c-restricted Mackey functors)

which coincide with those in the literature. We go on to proving that several results

such as Higman's criterion and the Green correspondence can be translated from Mackey

functors over groups to F -centric Mackey functors. We also show that the methods used

to perform this translation cannot be used to prove similar results for Mackey functors

over fusion systems in general.

In the second part of this thesis we focus our e�orts on the sharpness conjecture for

fusion systems. We do so by using spectral sequences in order to provide su�cient

conditions (in terms of fusion subsystems of F) for the conjecture to be satis�ed for

F . We then use the developed tools in order to prove that the sharpness conjecture is

satis�ed for all Benson-Solomon fusion systems thus completing previous work of Henke,

Libman and Lynd.
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Chapter 1

Introduction

This PhD thesis explores the properties that Mackey functors preserve when translated

from the context of �nite groups to the context of fusion systems.

The main results of the research conducted during the duration of the author's PhD are

contained in the two articles that form Chapters 2 and 3. Chapter 4 brie�y summarizes

the results obtained during these articles and outlines a research project that could

be pursued building on such results. Finally the present chapter serves to outline the

mathematical context surrounding this thesis (see Section 1.1) and introduce the results

obtained in Chapters 2 and 3 (see Section 1.2).

1.1 Fusion systems and Mackey functors

Fusion systems were introduced by Puig in [Pu06] as a common framework between

fusion of p-subgroups in �nite groups and p-blocks of �nite groups. The most recurrent

example of (saturated) fusion system is the following.

Example 1.1.1. Let p be a prime, let G be a �nite group and let S ∈ Sylp (G). The

(saturated) fusion system F = FS (G) over S is the category with:

objects all the subgroups of S,

morphisms between any two subgroups P,Q ≤ S de�ned by

HomF (P,Q) :=
{
cx : x ∈ G s.t. xP := xPx−1 ≤ Q

}
2



where cx (y) :=
xy := xyx−1 for every y ∈ P , and

composition rule given by the standard composition of group morphisms. That is

cycx = cyx.

A precise de�nition of fusion system is provided in Sections 2.2.1 and 3.2.1 and the

interested reader is referred to [Li07] for introductory notes on them. For the purpose

of this chapter it su�ces to say that any fusion system over a �nite p-group S is a

category F with objects the subgroups of S and morphisms injective group morphisms.

Additionally F must contain FS (S) as a subcategory and its morphisms must satisfy

two saturation axioms (see De�nitions 2.2.6 and 3.2.6 for details).

Since their appearance fusion systems have received much interest in both algebra

and topology (see [AKO11; Cr11]). Of particular relevance to this thesis is the work

conducted by Broto, Levi and Oliver in [BLO03] where centric linking systems where

introduced. These categories lead to topological spaces that �behave like� the �classifying

space� of the underlying fusion system and it was proven by Chermak in [Ch13] that

every fusion system has a unique associated centric linking system. These results are at

the base of the homotopy theory for fusion systems.

Mackey functors are algebraic structures possessing operations which �behave like�

the induction, restriction and conjugation mappings in group representation theory.

These same operations seem to appear in a variety of di�erent contexts such as group

cohomology, algebraic K-theory of group rings and algebraic number theory amongst

others. As a result the theory of Mackey functors can be applied to multiple branches

of mathematics.

There are multiple equivalent methods for de�ning Mackey functors but the ones most

relevant to this thesis are due to Dress (see [Dr71]) and to Thénevaz and Webb (see

[TW95]). The former allows us to view Mackey functors as a pair of a covariant and

a contravariant functors while the latter describes them as modules over a certain ring

called the Mackey algebra. We provide precise de�nitions of Mackey functors in Sections

2.2.2 and 3.2.2 and refer the interested reader to [We00] for an introductory guide to

Mackey functors. Such de�nitions however fall outside of the scope of this chapter. We

instead provide here a list of examples of Mackey functors to aid in building an intuition.
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Example 1.1.2.

� The contravariant functor B (−) sending every �nite group to its Burnside ring

(seen as a Z-module) is the contravariant part of a Mackey functor.

� For every integer n ≥ 0 and every commutative ring R the contravariant functor

Hn (−,R) sending every �nite group to its nth cohomology group with coe�cients

in R is the contravariant part of a Mackey functor.

� With notation as before the covariant functor Hn (−,R) sending every �nite group

to its nth homology group with coe�cients in R is the covariant part of a Mackey

functor.

We know from Example 1.1.1 that fusion systems can convey the p-local structure of a

�nite group while, from Example 1.1.2, we know that Mackey functors can be used in

order to study �nite groups. With this in mind it is natural to ponder if Mackey functors

can be used in order to study the p-local structure of a �nite group by relating them with

fusion systems. This thesis is born from this idea and explores some of the di�erences

between Mackey functors over groups and Mackey functors over fusion systems (see

Chapter 2) and makes some progress towards solving an open problem concerning the

latter (see Chapter 3).

1.2 The articles

The core of this thesis resides in the two articles that form Chapters 2 and 3. In this

subsection we brie�y describe their content, with special emphasis on the results they

prove.

1.2.1 Overview of �Green correspondence on centric Mackey

functors over fusion systems�

Let p be a prime, let G be a �nite group of order divisible by p, let P be a p

subgroup of G and let R be a p-local ring. In [Gr64, Theorem 2] Green proves that
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there exists a one to one correspondence (later named Green correspondence) between

�nitely generated indecomposable RG-modules with vertex P and �nitely generated

indecomposable RNG (P )-modules with vertex P . Here NG (P ) denotes the normalizer

of P in G. In [Gr71] Green is able to translate this result to Green functors, in [Sa82]

Sasaki proves that a similar result applies to Mackey functors over groups and in [AK94]

Auslander and Kleiner prove what, to our best knowledge, is the most general version of

the Green correspondence.

Let F be a fusion system. In Chapter 2 we de�ne Mackey functors over F and F -centric

Mackey functors (also known as F c-restricted Mackey functors). These de�nitions are

in fact equivalent to those given in [DP15]. We then explore the di�erences between

Mackey functors over fusion systems and Mackey functors over groups by translating the

methods used in [Sa82] to fusion systems in order to obtain the following.

Theorem (Green correspondence). LetR be a complete local and p-local (see De�nition

2.2.40) PID , let P be a fully F -normalized object in F , let M ∈ MackR (F c) (see

De�nition 2.2.29) be indecomposable with vertex P (see De�nition 2.3.7 and Notation

2.4.9) and let N ∈ MackF
c

R (NF (P )) (see Example 2.2.8) be indecomposable with vertex

P . There exist unique (up to isomorphism) decompositions of M ↓FNF (P ) and N ↑FNF (P )

(see De�nition 2.2.28) into direct sums of indecomposable Mackey functors. Moreover,

writing these decompositions as

M ↓FNF (P ) :=
n⊕
i=0

Mi, N ↑FNF (P ) :=
m⊕
j=0

Nj,

there exist unique i ∈ {0, . . . , n} and j ∈ {0, . . . ,m} such that both Mi and Nj have

vertex P . We call these summands the Green correspondents ofM and N and denote

them as MNF (P ) and NF respectively. Every indecomposable summand of M ↓FNF (P )

other than MNF (P ) has vertex in Y (see Notation 2.4.9) while every indecomposable

summand of N ↑FNF (P ) other than N
F has vertex F -isomorphic to an element in X (see

Notation 2.4.9). Finally, using the above notation for Green correspondents, we have

the isomorphisms (MNF )
F ∼= M and

(
NF)

NF
∼= N .

Since we necessarily have P ∈ F c (see De�nition 2.2.11), it follows from [Br05, Section

4] that the fusion system NF (P ) is in fact realizable (i.e. there exists a �nite group G
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such that NS (P ) ∈ Sylp (G) and NF (P ) = FNS(P ) (G)). Therefore, given any centric

indecomposable Mackey functor over F , the above theorem provides us with a unique

Mackey functor over a realizable fusion system which, moreover, characterizes it.

Since the induction (↑FNF
) and restriction (↓FNF

) functors form an adjoint pair (see Remark

2.2.35) the above theorem is in fact a particular case of [AK94, Theorem 1.10] although

the methods used for proving it di�er and we believe they could be of some use on their

own. Due to the, previously explained, relative simplicity of the fusion system NF (P )

respect to the fusion system F we believe Theorem 2.4.27 to be of particular interest

since it allows to decompose products in O (F c)⊔ (see De�nition 2.2.12) in terms of

products in O ((NF)
c)⊔.

1.2.2 Overview of �Sharpness for the Benson-Solomon fusion

systems�

Due to the work of Broto, Levi and Oliver (see [BLO03]) and of Chermak (see [Ch13])

we know that for every fusion system F there exists a unique (up to mod p homology

isomorphism) topological space BF that �acts like� the classifying space of F . That is

BF is a topological space satisfying

BF ≃ hocolimO(Fc) (B (−)) and lim
O(Fc)

(Hn (−,Fp)) ∼= Hn (BF ,Fp)

where O (F c) is as in De�nition 3.2.12. These results mimic the homotopy equivalence

and isomorphism (see [Dw98]) that, for any �nite group G, are given by

BG ≃ hocolimOcp(G) (B (−)) mod p and lim
Ocp(G)

(Hn (−,Fp)) ∼= Hn (G,Fp) .

Motivated by the above parallelism, the identities limn
Ocp(G) (H

n (−,Fp)) = 0 for every

n ≥ 1, similar vanishings of higher limits (see [JM92]) and the fact that the cohomology

functor is the contravariant part of a Mackey functor (see Example 1.1.2), Díaz and Park

formulate in [DP15] the following

Conjecture (sharpness for fusion system). Let p be a prime, let S be a �nite p-group,

let F be a fusion system over S and let M = (M∗,M
∗) be a Mackey functor over F
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on Fp (see De�nition 2.2.26). Then limn
O(Fc)

(
M∗ ↓O(F)

O(Fc)

)
= 0 for every n ≥ 1.

This conjecture has seen a lot of recent activity (see [GL23; GM22; HLL23; Pr23; Ya22])

and, following this trend, we prove the following

Theorem. Let F be a fusion system over S, let I be a �nite set, let F = {Fi}i∈I be a

collection of fusion subsystems of F and for each i ∈ I let Si ≤ S be the �nite p-group

such that Fi is a fusion system over Si. If the following 4 conditions are satis�ed then

the sharpness conjecture is satis�ed for F :

(1) θF (see De�nition 3.4.2) is an epimorphism.

(2) For every i ∈ I all Fi-centric-radical subgroups of Si are F -centric (see De�nitions

3.2.11 (1) and (3)).

(3) For every with i ∈ I the sharpness conjecture is satis�ed for Fi.

(4) The family F satis�es the lifting property (see De�nition 3.4.3).

Despite the seemingly large number of conditions needed to apply the above we prove

in Section 3.4 that Conditions (1)-(3) are satis�ed in numerous situations.

By studying the case where I = {1, 2} we prove that if both F1 and F2 are fusion

systems over S and they generate F then Condition 4 of the above is satis�ed (see

Theorem 3.C). Using this fact we are able to complete the work started in [HLL23,

Theorems 1.1 and 1.4] by proving the following

Theorem. The sharpness conjecture is satis�ed for all Benson-Solomon fusion systems

(see [LO05, De�nition 1.6]).

Since the Benson-Solomon fusion systems are the only known family of exotic fusions

systems over 2 groups (see [AKO11, Section III.7]) then the above result together with

[DP15, Theorem B] prove that sharpness is satis�ed for all known fusion systems over

2-groups.
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Chapter 2

Green correspondence on centric

Mackey functors over fusion

systems

Abstract

In this paper we give a de�nition of (centric) Mackey functor over a fusion system

(De�nitions 2.2.26 and 2.2.29) which generalizes the notion of Mackey functor over

a group. In this context we prove that, given some conditions on a related ring, the

centric Burnside ring over a fusion system (as de�ned in [DL09]) acts on any centric

Mackey functor (Proposition 2.2.43). We also prove that the Green correspondence

holds for centric Mackey functors over fusion systems (Theorem 2.4.38). As a means to

prove this we introduce a notion of relative projectivity for centric Mackey functors over

fusion systems (De�nition 2.3.1) and provide a decomposition of a particular product in

O (F c)⊔ (De�nition 2.2.12) in terms of the product in O ((NF)
c)⊔ (Theorem 2.4.27).
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2.1 Introduction

A Mackey functor is an algebraic structure possessing operations which behave like the

induction, restriction and conjugation maps in group representation theory. The concept

of Mackey functor has been generalized to algebraic structures other than groups (see

for example [We93]). We are particularly interested on their generalization to fusion

systems.

Fusion systems, as de�ned by Puig in [Pu06] (where he calls them Frobenius Categories),

are categories intended to convey the p-local structure of a �nite group G. Not all fusion

systems can however be derived from �nite groups. This gives them an interest of their

own.

When generalizing to fusion systems, Mackey functors inevitably lose some properties.

One of these is the existence of a Green correspondence.

The Green correspondence �rst appeared in [Gr64] under the following form.

Theorem. ([Gr64, Theorem 2]) Let p be a prime, let R be a complete local PID with

residue �eld of characteristic p, let G be a �nite group and let P be a p-subgroup of

G. There exists a one to one correspondence between �nitely generated indecomposable

RG-modules with vertex P and �nitely generated RNG (P )-modules with vertex P .

This result was later generalized in [Gr71] and [Sa82] to Green functors and Mackey

functors over groups respectively.

In this paper we prove that a Green correspondence like result can be found for centric

Mackey functors over a fusion system (see De�nition 2.2.29 and Theorem 2.4.38)

although the same methods fail to provide such result for Mackey functors over fusion

systems in general. This result can be used in order to study centric Mackey functors

over a fusion system F in terms of Mackey functors over fusion systems of the form

NF (P ) (see Example 2.2.8) with P ∈ F c (see De�nition 2.2.11) and fully F -normalized

(see De�nition 2.2.4). It is known (see [Br05, Section 4]) that fusion systems of this

form derive from �nite groups. This makes them easier to work with than other fusion

systems and, therefore, motivates the interest in proving that the Green correspondence

holds for centric Mackey functors over fusion systems.

The paper is organized as follows.
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In Section 2.2 we brie�y recall the de�nitions of (saturated) fusion system (De�nitions

2.2.1 and 2.2.6), of (centric) Mackey functor over a fusion system (De�nitions 2.2.26

and 2.2.29) and of centric Burnside ring of a fusion system (De�nition 2.2.38). In this

section we also recall some well known properties regarding these concepts and prove 3

further results. The �rst one (Proposition 2.2.33) describes a decomposition of certain

induced Mackey functors (see De�nition 2.2.28). The second result (Lemma 2.2.36)

allows us to rewrite the composition of certain induction and restriction functors (see

De�nition 2.2.28). The third one (Proposition 2.2.43) describes, under certain conditions

concerning a related ring, an action of the centric Burnside ring over a fusion system on

any centric Mackey functor over that fusion system.

In Section 2.3 we introduce the concept of relative projectivity of a Mackey functor

over a fusion system (De�nition 2.3.1) and prove that Higman's criterion holds for

Mackey functors over fusion systems (Theorem 2.3.17). To do this we de�ne the

trace and restriction maps (De�nition 2.3.8) and list some of the properties they satisfy

(Proposition 2.3.9). These properties are needed in Subsections 2.4.3 and 2.4.4.

We conclude with Section 2.4 where we prove our two main results (Theorems 2.4.27

and 2.4.38). In Subsection 2.4.1 we state and prove Proposition 2.4.7 which generalizes

[Gr71, Proposition 4.34] (see Example 2.4.8) and is key too proving that the Green

correspondence holds for centric Mackey functors over fusion systems. Subsections

2.4.2-2.4.5 are dedicated to developing the tools necessary to prove that Proposition

2.4.7 can be applied in the context of centric Mackey functors over fusion systems.

More precisely, during these subsections, we study di�erent compositions of the induction

and restriction functors (see De�nition 2.2.28) and of trace and restriction maps (see

De�nition 2.3.8) and prove Theorem 2.4.27 which allows us to write certain products

in O (F c)⊔ (De�nition 2.2.12) in terms of products in O (NF (P ))⊔ for some fully F -

normalized (see De�nition 2.2.4), F -centric (see De�nition 2.2.11) group P . Finally,

we conclude in Subsection 2.4.6 where we use the developed tools in order to apply

Proposition 2.4.7 in the context of centric Mackey functors over fusion systems and

deduce from it Theorem 2.4.38 which shows that the Green correspondence holds in the

context of centric Mackey functors over fusion systems.

We conclude this introduction with a brief summary of some common notation that we

use throughout the paper
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Notation 2.1.1.

� Given a unital ring R we denote by 1R its multiplicative identity element.

� Given a group G we denote by 1G the neutral element of G.

� Given groups G,H such that H ≤ G we denote by ιGH (or simply by ι if H and G

are clear) the natural inclusion map from H to G.

� All modules over rings are understood to be left modules unless otherwise speci�ed.

� Given rings R and S such that R ⊆ S and modules M and N over R and

S respectively we write M ∼=R N to denote that M and N are equivalent as

R-modules.

� Given �nite groups H and K and an (H,K)-biset X (e.g. we can take X := G

for some group G satisfying H,K ≤ G) we denote by [H\X/K] any choice of

representatives of (H,K)-orbits of X.

� Let D ⊆ C be categories, unless otherwise speci�ed, we write X ∈ C to denote

that X is an object of C and X ∈ C\D to denote that X ∈ C and X ̸∈ D.

� Given a fusion system F , objects A,B ∈ F and a morphism φ ∈ HomF (A,B),

we denote by φ ∈ HomO(F) (A,B) the morphism in O (F) with representative φ

(see De�nition 2.2.10).

� Given a category C, objects X, Y, Z ∈ C and a morphism φ ∈ HomC (X, Y ) we

denote by φ∗ and φ∗ the following induced maps between hom sets

φ∗ := HomC (Z,−) (φ) :HomC (Z,X)
ψ

→
→

HomC (Z, Y )
φψ

,

φ∗ := HomC (−, Z) (φ) :HomC (Y, Z)
θ

→
→

HomC (X,Z)
θφ

.
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2.2 Background and �rst results

In this section we review the concepts of fusion systems, of Mackey functors over a fusion

system and of centric Burnside ring of a fusion system. The main results shown in this

section are:

� Proposition 2.2.18: which provides us with ways of rewriting the sets [P ×Q] (see

De�nition 2.2.17). These are very useful for future calculations.

� Propositions 2.2.24 and 2.2.33 and Lemma 2.2.36: which translate [TW95,

Propositions 3.2 and 5.3] to the context of Mackey functors over fusion systems

thus providing us with some insight concerning the Mackey algebra (see De�nition

2.2.20) and the induction and restriction functors (see De�nition 2.2.28).

� Proposition 2.2.43: which translates [TW95, Proposition 9.2] to the context of

centric Mackey functors over fusion systems by �rst describing an action of the

centric Burnside ring of a fusion system (see De�nition 2.2.38) on any centric

Mackey functor over a fusion system and then rewriting it in terms of the

morphisms θP and θP (see De�nition 2.2.37).

The reader already familiar with fusion systems, Mackey functors over fusion systems

and centric Burnside ring of a fusion system may safely skip this section keeping in mind

the results mentioned above.

2.2.1 Fusion systems

What follows is a brief introduction to fusion systems which mostly aims to establish some

notation. For a more thorough introduction please refer to [Li07]. In this subsection we

also report the main results of [Pu06, Section 4] which, given a saturated fusion system

F , prove constructively the existence of products and pullbacks in the category O (F c)⊔
(see De�nition 2.2.12 and Propositions 2.2.15 and 2.2.16). We conclude this subsection

with Proposition 2.2.18 which allows us to write products in O (F c)⊔ in terms of other

products in the same category.
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De�nition 2.2.1. Let p be a prime and let S be a �nite p-group. A fusion system

over S is a category F having as objects subgroups of S and satisfying the following

properties for every P,Q ≤ S:

(1) Every morphism φ ∈ HomF (P,Q) is an injective group homomorphism and the

composition of morphisms in F is the same as the composition of morphisms in

the category of groups.

(2) HomS (P,Q) ⊆ HomF (P,Q). That is, every group homomorphism from P to Q

that can be described as conjugation by an element of S followed by inclusion is

a morphism in F .

(3) For every φ ∈ HomF (P,Q) let φ̃ : P → φ (P ) be the isomorphism obtained by

looking at φ as an isomorphism onto its image. Both φ̃ and φ̃−1 are isomorphisms

in F .

Example 2.2.2. The most common example of fusion system is obtained by taking a

�nite group G containing a p-group S and de�ning FS (G) as the fusion system over

S whose morphisms are given by conjugation with elements of G followed by inclusion.

When S = G we often write FS instead of FS (S) although the latter is the more

common notation in the literature.

De�nition 2.2.1 and Example 2.2.2 motivate the introduction of the following notation.

Notation 2.2.3. From now on, unless otherwise speci�ed, all introduced groups are

understood to be �nite, p denotes a prime integer, S denotes a �nite p-group

and F denotes a fusion system over S. Moreover, given subgroups P,Q ≤ S we

write P =F Q if P and Q are isomorphic in F , P ≤F Q if there exists J ≤ Q such that

P =F J and either P ⪇F Q or P <F Q if P ≤F Q but P ̸=F Q.

When the term fusion system appears in the literature it is usually in reference to a

particular type of fusion system called saturated fusion system. These are fusion systems

that are built to generalize Example 2.2.2 in the case where S is a Sylow p-subgroup of

G.

De�nition 2.2.4. Let P ≤ S. We say that P is fully F-normalized if for every

Q ≤ S such that Q =F P we have that |NS (Q)| ≤ |NS (P )|.
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De�nition 2.2.5. Let P,Q ≤ S and let φ : P → Q be a morphism in F . We de�ne

the φ-normalizer as the following subgroup of NS (P )

Nφ := {x ∈ NS (P ) : ∃z ∈ NS (φ (P )) such that φ (xy) = zφ (y) ∀y ∈ P} .

De�nition 2.2.6. A fusion system F is said to be saturated if the following 2

conditions are satis�ed:

(1) AutS (S) is a Sylow p-subgroup of AutF (S).

(2) For every P ≤ S and every φ ∈ HomF (P, S) such that φ (P ) is fully F -normalized

there exists φ̂ ∈ HomF (Nφ, S) such that φ̂ι
Nφ
P = φ.

Example 2.2.7. The fusion system FS (G) of Example 2.2.2 is saturated if S is a Sylow

p subgroup of G.

Example 2.2.8. Given a saturated fusion system F and a fully F -normalized subgroup

P ≤ S, we de�ne the saturated fusion system NF (P ) over NS (P ) by setting for every

A,B ≤ NS (P )

HomNF (P ) (A,B) :=
{
φ ∈ HomF (A,B) | ∃φ̂ ∈ HomF (AP,BP ) s.t. ιBPB φ = φ̂ιAPA

}
.

De�nition 2.2.6 motivates the introduction of the following notation.

Notation 2.2.9. From now on, unless otherwise speci�ed, all introduced fusion

systems are understood to be saturated. In particular F denotes a saturated

fusion system over a �nite p-group S.

When dealing with Mackey functors over fusion systems (as we do throughout this

paper) it is convenient not to work with the fusion system directly but rather with its

orbit category.

De�nition 2.2.10. We de�ne the orbit category of a fusion system F as the

category O (F) having as objects the same objects as F and as morphisms

HomO(F) (P,Q) := AutQ (Q) \HomF (P,Q) ,

for every P,Q ≤ S. Here AutQ (Q) is acting on HomF (P,Q) by composing on the left.
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An important subcategory of O (F) which we often work with is the centric subcategory.

De�nition 2.2.11. Let P ≤ S. We say that P is F-centric if CS (Q) ≤ Q for every

Q ≤ S such that Q =F P . The centric subcategory of F (denoted by F c) is de�ned

as the full subcategory of F having as objects F -centric subgroups of S. Likewise, the

centric subcategory of O (F c) (denoted by O (F c)) is the full subcategory of O (F)

having as objects the F -centric subgroups of S.

We are in fact particularly interested in the additive extension of O (F c).

De�nition 2.2.12. (see [JM92, Section 4]) Let F be a fusion system. We denote

by O (F c)⊔ the additive extension of O (F c). That is O (F c)⊔ is the category

having as objects formal �nite (possibly empty) coproducts of the form
⊔n
i=1 Pi, where

each Pi is an object in O (F c), and as morphisms f :
⊔n
i=1 Pi →

⊔m
j=1Qj tuples of

the form f :=
(
σ, {fi}i=1,...,n

)
where σ : {1, . . . , n} → {1, . . . ,m} is any map and

fi ∈ HomO(Fc)
(
Pi, Qσ(i)

)
for every i = 1, . . . , n. Composition is given by

(
τ, {gj}i=j,...,m

)(
σ, {fi}i=1,...,n

)
=
(
τσ,
{
gσ(i)fi

}
i=1,...,n

)
.

Whenever σ is clear (for example when m = 1), we simply write

n⊔
i=1

fi :=
(
σ, {fi}i=1,...,n

)
.

We often abuse notation and consider objects in O (F c) as objects in O (F c)⊔ via the

natural inclusion of categories O (F c) ↪→ O (F c)⊔.

Remark 2.2.13. The additive extension can in fact be de�ned for any small category C.

In this situation we can de�ne the additive extension C⊔of C can be de�ned as the full

subcategory of the category of diagrams SetC
op

having as objects the constant functor to

the empty set and �nite coproducts of contravariant functors of the form HomC (−, X)

with X an object in C. Yoneda's Lemma assures us that the category obtained in this

way is equivalent to the one described in De�nition 2.2.12 in the case C = O (F c).

Remark 2.2.14. Despite what the name might suggest the additive extension of a

category is not necessarily an additive category but rather a category in which all �nite

coproducts exist.
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In [Pu06] Puig proves constructively that the category O (F c)⊔ admits both products

and pullbacks. We report these results below.

Proposition 2.2.15 ([Pu06, Proposition 4.8]). The category O (F c)⊔ admits pullbacks

which are distributive with respect to its coproducts. Moreover, given P,Q, J ∈ F c such

that P,Q ≤ J the pullback of the diagram P
ιJP→ J

ιJQ← Q is given by

P ×J Q :=
⊔

x∈[P\J/Q]
Px∩Q∈Fc

P x ∩Q, πP×JQ
P :=

⊔
x∈[P\J/Q]
Px∩Q∈Fc

ιcx, πP×JQ
Q :=

⊔
x∈[P\J/Q]
Px∩Q∈Fc

ι.

Proposition 2.2.16 ([Pu06, Proposition 4.7]). The category O (F c)⊔ admits products

which are distributive with respect to its coproducts.

In [Pu06], Puig explicitly describes the product of Proposition 2.2.16. Since products

are distributive with respect to coproducts, in order to de�ne the products in O (F c)⊔,

it su�ces to describe the product of any two objects P,Q ∈ O (F c).

This product, denoted by P ×F Q, can be built as follows:

First take all pairs (A,φ) with A ∈ O (F c) satisfying A ≤ P and φ ∈ HomO(Fc) (A,Q).

Then de�ne the preorder ≾P on the set of all such pairs by setting (A,φ) ≾P

(
B,ψ

)
if

and only if there exists x ∈ P such that Ax ≤ B and φcx = ψιBAx .

Then take all pairs that are maximal under such preorder and de�ne among them the

equivalence relation

(A,φ) ∼
(
B,ψ

) def⇐⇒ (A,φ) ≾P

(
B,ψ

)
and

(
B,ψ

)
≾P (A,φ) (2.1)

Finally �x any set [P ×F Q] containing exactly one representative for each equivalence

class of maximal elements under this relation and de�ne

P ×F Q :=
⊔
(A,φ)

A, πP×FQ
P :=

⊔
(A,φ)

ιPA, πP×FQ
Q :=

⊔
(A,φ)

φ, (2.2)

where the tuples (A,φ) run over the set [P ×F Q] and π
P×FQ
P : P ×F Q → P and

πP×FQ
Q : P ×F Q → Q denote the natural projections associated to the product. The

de�nition of the equivalence ∼ ensures us that any choice of the set [P ×F Q] leads to
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isomorphic constructions of P ×F Q. Whenever the fusion system F is clear we simply

write P ×Q and [P ×Q].

In order to reference the previous construction, it is worth introducing the following.

De�nition 2.2.17. For every P,Q ∈ F c we denote by [P ×F Q] (or simply [P ×Q]

if F is clear) any choice of the set of representatives built as above. In other words

[P ×F Q] is any set of tuples (A,φ) such that A ∈ F c, φ ∈ HomO(Fc) (A,Q) and

Equation (2.2) is satis�ed.

We conclude this subsection with a series of identities that allow us to write P × Q in

terms of other products in O (F c)⊔.

Proposition 2.2.18. For every P,Q ∈ F c

(1) We can take

[Q× P ] =
{(
φ (A) , ιφ−1

)
: (A,φ) ∈ [P ×Q]

}
.

Where we are viewing the representative φ of φ as an isomorphism onto its image.

(2) If F = FS we can take

[P ×FS Q] =
⊔

x∈[Q\S/P ]
Qx∩P∈FcS

{(Qx ∩ P, ιcx)} .

(3) For every isomorphism ψ : Q→ ψ (Q) we can take

[P × ψ (Q)] =
{(
A,ψφ

)
: (A,φ) ∈ [P ×Q]

}
.

(4) For every isomorphism ψ : P → ψ (P ) we can take

[ψ (P )×Q] =
{(
ψ (A) , φψ−1

)
: (A,φ) ∈ [P ×Q]

}
.

Where we are viewing ψ as an isomorphism between the appropriate restrictions.

(5) For every J ∈ F c such that J ≤ Q we can take

[P × J ] =
⊔

(A,φ)∈[P×Q]

⊔
x∈[J\Q/φ(A)]
Jx∩φ(A)∈Fc

{(
φ−1 (Jx ∩ φ (A)) , ιcxφ

)}
.
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Where we are �xing a representative φ of φ and viewing it as an isomorphism

between the appropriate restrictions.

(6) For every J ∈ F c such that J ≤ P we can take

[J ×Q] =
⊔

(A,φ)∈[P×Q]

⊔
x∈[A\P/J ]
Ax∩J∈Fc

{(Ax ∩ J, φιcx)} .

(7) For every J ∈ F c we can take

⊔
(A,φ)∈[P×Q]

⊔
(B,ψ)∈[J×A]

{(
B, ιψ

)}
=

⊔
(C,θ)∈[J×P ]

(D,γ)∈[J×Q]

⊔
x∈[D\J/C]
Dx∩C∈Fc

{(
Dx ∩ C, θι

)}
.

Proof.

(1) With the notation of Item (1) we have that φ (A) ≤ Q and, since A ≤ P , we can

conclude that ιφ−1 ∈ HomO(F) (φ (A) , P ). We can now de�ne

f :=
⊔

(A,φ)∈[P×Q]

φ−1 :
⊔

(A,φ)∈[P×Q]

φ (A)→ P ×Q :=
⊔

(A,φ)∈[P×Q]

A.

With this setup we have that

πP×Q
P f =

⊔
(A,φ)∈[P×Q]

ιPAf =
⊔

(A,φ)∈[P×Q]

ιφ−1,

and

πP×Q
Q f =

⊔
(A,φ)∈[P×Q]

φf =
⊔

(A,φ)∈[P×Q]

ιQφ(A).

Since Q × P ∼= P × Q and f is an isomorphism then the above identities prove

Item (1).

(2) All morphisms in FS are, by de�nition, of the form cx for some x ∈ S. Thus,

for any element (A,φ) ∈ [P ×FS Q], there exists x ∈ S such that xA ≤ Q

and φ = ιcx. In particular we have that A ≤ Qx. Since, by construction,

A ≤ P we can conclude that A ≤ Qx ∩ P . Therefore we can take ιQ
x∩P

A ∈

HomO(FcS)
(A,Qx ∩ P ) and, viewing cx as an isomorphism from Qx∩P to Q∩xP ,
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we have that φ = ιQQ∩xP cx ι
Qx∩P
A . From maximality of the pair (A,φ) we can

conclude that A = Qx ∩ P . In other words, all elements in [P ×FS Q] are of the

form (Qx ∩ P, ιcx) for some x ∈ S. Notice now that, for every y ∈ Q, we have

Qyx ∩ P = Qx ∩ P and ιcyx = ιcx. Moreover, we know that [P ×FS Q] contains

exactly one representative for each of the equivalence classes given by the relation

of Equation (2.1). It is therefore possible to choose [P ×FS Q] and [Q\S/P ] so

that

[P ×FS Q] =
⋃

x∈[Q\S/P ]
Qx∩P∈FcS

{(Qxzx ∩ P, ιcxzx)} . (2.3)

For some appropriate zx ∈ P . Assume now that there exist x, y ∈ S and z ∈ P

such that Qx ∩ P = Qyz ∩ P ∈ F cS and that ιcx = ιcyz. From this last identity

we can deduce that there exist u ∈ Q and v ∈ CS (Qx ∩ P ) such that x = uyzv.

Since Qx ∩ P ∈ F cS then we have that CS (Q
x ∩ P ) ≤ Qx ∩ P and, in particular,

v ∈ P . We can therefore conclude that y ∈ QxP and, therefore, that the union

in Equation (2.3) is disjoint. Item (2) then follows by taking an appropriate choice

of the representatives [Q\S/P ] (i.e. taking xzx instead of x).

(3) Let C be a category, let X, Y, Z ∈ C be objects and let α : Y → Z be an

isomorphism in C. We know from category theory that, if the product X × Y

exists in C, then the product X × Z also exists in C and satis�es

X × Z = X × Y, πX×Z
Z = απX×Y

Y , πX×Z
X = πX×Y

X .

where πA×BA denote the natural projections. With the notation of Item (3) we

have that ψ ∈ HomO(Fc) (K,ψ (K)) is an isomorphism in O (F c)⊔ and for every

(A,φ) ∈ [P ×Q] we have that A ≤ P and that ψφ ∈ HomO(F) (A,ψ (Q)). We

can therefore apply the previous result taking C := O (F c)⊔, X := P , Y := Q,

Z := ψ (Q) and α = ψ thus proving Item (3).

(4) The same arguments used to prove Item (3) can be used to prove Item (4).

(5) Let C be a category admitting products and pullbacks, let X, Y, Z ∈ C be objects,

let α : Z → Y be a morphism in C and let (X × Y )×Y Z be the pullback of the
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diagram X × Y
πX×Y
Y−→ Y

α←− Z. We know from category theory that

(X × Y )×Y Z = X × Z, πX×Z
Z = π

(X×Y )×Y Z
Z , πX×Z

X = πX×Y
X π

(X×Y )×Y Z
X×Y .

Where πA×BA and πA×CBA denote the natural projections. With the notation of Item

(5) we have that for every (A,φ) ∈ [P ×Q] and every x ∈ [J\Q/φ (A)] then

φ−1 (Jx ∩ φ (A)) ≤ A ≤ P and ιcxφ ∈ HomO(F) (φ
−1 (Jx ∩ φ (A)) , J). Using

Proposition 2.2.15 we can now apply the previous result taking Y := Q, X := P ,

Z := J and α := ιQJ thus proving Item (5).

(6) The same arguments used to prove Item (5) can be used to prove Item (6).

(7) Let C be a category admitting products and pullbacks, let X, Y, Z ∈ C be objects

and let (X × Y )×Y (Y × Z) be the pullback of the diagram Y ×X
πY×X
Y−→ Y

πY×Z
Y←−

Y × Z. We know from category theory that

(Y ×X)×Y (Y × Z) = Y × (X × Z) , πY×X
Y π

(Y×X)×Y (Y×Z)
Y×X = π

Y×(X×Z)
Y ,

πY×X
X π

(Y×X)×Y (Y×Z)
Y×X = πX×Z

X π
Y×(X×Z)
X×Z .

Where πA×BA and πA×CBA denote the natural projections. For every (A,φ) ∈

[P ×Q], every
(
B,ψ

)
∈ [J × A], every

(
C, θ

)
∈ [J × P ], every (D, γ) ∈ [J ×Q]

and every x ∈ [D\J/C] we have that B,Dx∩C ≤ J , that ιψ ∈ HomO(Fc) (B,P )

and that θι ∈ HomO(Fc) (D
x ∩ C,P ). Using Propositions 2.2.15 and 2.2.16 we

can now apply the previous result taking C := O (F c)⊔, X := P , Z := Q and

Y := J thus proving Item (7).

2.2.2 Mackey functors over fusion systems

In this subsection we de�ne (centric) Mackey functor over a fusion system (De�nitions

2.2.26 and 2.2.29) and the (centric) induction, restriction and conjugation functors

(De�nition 2.2.28 and Proposition 2.2.30). Moreover we provide some tools for studying

certain induced Mackey functors (Proposition 2.2.33) and certain compositions of the

induction and restriction functors (Lemma 2.2.36).
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Through this subsection we will be using Notations 2.1.1, 2.2.3 and 2.2.9.

Let us start by de�ning the Mackey algebra of a fusion system. In order to do that we

use methods similar to those used in [Bo15; HTW10].

De�nition 2.2.19. Throughout this de�nition we denote with an overline X the

isomorphism class of a biset X. Let P,Q be subgroups of S such that P ≤ Q and denote

by PQQ and QQP the group Q seen as a (P,Q)-biset and a (Q,P )-biset respectively.

We de�ne the restriction from Q to P and the induction from P to Q as the

following isomorphism class of (P,Q)-bisets and (Q,P )-bisets respectively

RQ
P := PQQ, IQP := QQP .

On the other hand, given an isomorphism φ : P → φ (P ), we can view P as a (φ (P ) , P )-

biset by setting for every x, y ∈ P and every z ∈ φ (P ) the actions z ·x = φ−1 (z)x and

x ·y = xy. Let φ(P )PP be the group P viewed as a (φ (P ) , P )-biset biset in this manner.

We de�ne the conjugation by φ as the isomorphism class of (φ (P ) , P )-bisets given

by

cφ,P := φ(P )PP .

If the group P is clear we simply write cφ instead of cφ,P .

We want the Mackey algebra to be an algebra over a commutative ring R that is

generated by elements of the form RQ
P , I

Q
P and cφ with P ≤ Q ≤ S and φ an isomorphism

in F . To do this we will follow ideas similar to those used by Bouc in [Bo10; Bo15;

HTW10].

De�ne C to be the category whose objects are subgroups of S and whose morphism

sets are de�ned inductively via the following rules:

� For every P ≤ Q ≤ S and every isomorphism φ : P → φ (P ) in F then

RQ
P ∈ HomC (Q,P ) , IQP ∈ HomC (P,Q) , cφ,P ∈ HomC (P, φ (P )) .

� With notation as in De�nition 2.2.19, for every P,Q ≤ S and every (Q,P )-bisets

X and X ′ if X,X ′ ∈ HomC (P,Q) then X ⊔X ′ ∈ HomC (P,Q). That is the
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isomorphism class of the disjoint union of X and X ′ is also a morphism from P

to Q in C.

� With notation as in De�nition 2.2.19, for every P, J,Q ≤ S, every (J, P )-biset X

such that X ∈ HomC (P, J) and every (Q, J)-biset Y such that Y ∈ Hom (J,Q)

then Y ×J X ∈ HomC (P,Q). Here Y ×J X is the (Q,P )-biset obtained as a

quotient of the (Q,P )-biset Y ×X modulo the equivalence relation

(y · j)× x ∼ y × (j · x) ,

where x ∈ X, y ∈ Y and j ∈ J .

We can now use the category C in order to de�ne the Mackey algebra.

De�nition 2.2.20. Let R be a commutative ring with unit, let C be the category

de�ned above and, using the notation of De�nition 2.2.19 de�ne I as the two sided ideal

of the category algebra RC generated by elements of the form X+X ′−X ⊔X ′ where

X and X ′ are (Q,P )-bisets (for some P,Q ≤ S) such that X,X ′ ∈ HomC (P,Q). The

Mackey algebra of F on R is the quotient algebra µR (F) := RC/I.

The previous de�nitions motivate the introduction of the following notation.

Notation 2.2.21. From now, unless otherwise speci�ed, R denotes a commutative

ring with unit.

The following relations on the elements of the Mackey algebra are useful in what follows.

Lemma 2.2.22. The elements IQP , R
Q
P and cφ of the Mackey algebra µR (F) satisfy

relations analogous to the similarly denoted elements in the Mackey algebra of a group

(see [TW95, Section 3]). More precisely, the following are satis�ed:

(1) Let P be a subgroup of S, and let x ∈ P . We have that IPP = RP
P = ccx,P .

Moreover IPP is an idempotent in µR (F).

(2) Let P,Q and J be subgroups of S such that P ≤ Q ≤ J and let φ : P → φ (P )

and ψ : φ (P )→ ψ (φ (P )) be isomorphisms in F . We have that

RQ
PR

J
Q = RJ

P , IJQI
Q
P = IJP , cψ,φ(P )cφ,P = cψφ,P .
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(3) Let P and Q be subgroups of S such that P ≤ Q and let θ : Q → θ (Q) be an

isomorphism in F . We have that

cθ,QI
Q
P = I

θ(Q)
θ(P ) cθ|P ,P , cθ|P ,PR

Q
P = R

θ(Q)
θ(P )cθ,Q.

Where θ|P : P → θ (P ) is the restriction of θ to P .

(4) Let P,Q and J be subgroups of S such that P,Q ≤ J . We have that

RJ
QI

J
P =

∑
x∈[Q\J/P ]

IQ(Q∩xP )ccx,(Qx∩P )R
P
(Qx∩P ).

(5) All other combinations of induction restriction and conjugation are 0.

Proof. See [Bo10, Section 2.3]. Alternatively notice that the elements IQP , R
Q
P and cφ

of the Mackey algebra are, by de�nition, isomorphism classes of the bisets Indx, Resx

and Lx of [HTW10, De�nition 6.8]. With this in mind the above relations follow from

[HTW10, Proposition 6.9 and Theorem 5.3].

As an immediate consequence of Lemma 2.2.22 we have the following.

Corollary 2.2.23. Let P and Q be subgroups of S, let x ∈ Q and let φ : P →

φ (P ) be an isomorphism in F such that φ (P ) ≤ Q. Then IQxφ(P )ccxφ = IQφ(P )cφ

and cφ−1cx−1
RQ
xφ(P ) = cφ−1RQ

φ(P ). In particular, given φ ∈ HomO(F) (P,Q) and

representatives φ1, φ2 ∈ φ then, seeing φ1 and φ2 as isomorphisms onto their images,

we can de�ne

IQφ(P )cφ := IQφ1(P )cφ1 = IQφ2(H)cφ2 , cφ−1R
Q
φ(P ) := cφ−1

1
RQ
φ1(P ) = cφ−1

2
RQ
φ2(P ).

Moreover, given J ≤ S and ψ ∈ HomO(F) (Q, J), we have that

IJ
ψφ(P )

cψφ = IJ
ψ(Q)

cψI
Q
φ(P )cφ, c

(ψφ)−1R
J
ψφ(P )

= cφ−1I
Q
φ(P )cψ−1R

J
ψ(Q)

.

Proof. We only prove the statement for the case involving induction. The proof for

the case involving restriction is analogous. The �rst part of the statement follows from

Lemma 2.2.22 (1)-(3) via the identities below

IQxφ(P )ccxφ = IQxφ(P )ccxcφ = cckI
Q
φ(P )cφ = IQQI

Q
φ(P )cφ = IQφ(P )cφ.

The second part of the statement follows from Items (2) and (3) of Lemma 2.2.22 via

the identities below

IJ
ψφ(P )

cψφ = IJψ(Q)I
ψ(Q)
ψ(φ(P ))cψ|φ(P )

cφ = IJψ(Q)cψI
Q
φ(P )cφ = IJ

ψ(Q)
cψI

Q
φ(P )cφ.
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Another important consequence of Lemma 2.2.22 is the following result which translates

[TW95, Proposition 3.2] to the context of Mackey functors over fusion systems.

Proposition 2.2.24. The Mackey algebra µR (F) admits an R-basis of the form B :=⊔
A,B≤S B(A,B), where

B(A,B) :=
⊔
C≤A

up to A-conj

⊔
φ∈[AutB(B)\HomF (C,B)/AutA(C)]

{
IBφ(C)cφR

A
C

}
.

In particular, µR (F) is �nitely generated as an R-module.

Proof. From Items (1), (2) and (5) of Lemma 2.2.22 we know that 1µR(F) =
∑

P≤S I
P
P

and that the IPP are mutually orthogonal idempotents. With this in mind we can obtain

the following R-module decomposition of µR (F)

µR (F) ∼=R
⊕
A,B≤S

IAAµR (F) IBB .

Fix now A,B ≤ S. From the above it su�ces to prove that B(A,B) is an R-basis of

IAAµR (F) IBB . Using Lemma 2.2.22 we can write any element in IAAµR (F) IBB as an R-

linear combination of elements of the form IBφ(C)cφ,CR
A
C with C ≤ A and φ : C → φ (C)

an isomorphism in F satisfying φ (C) ≤ B. For i = 1, 2 let Ci be a subgroup of A, let

φi ∈ HomF (Ci, φi (Ci)) be an isomorphism in F such that φi (Ci) ≤ B, view ∆(Ci, φi)

as a subgroup of B × A and de�ne the representative Xi := (B × A) /∆(Ci, φi) of

IBφi(Ci)cφiR
A
Ci
. We know (see [Bo10, Lemma 2.3.4 (1)]) that each Xi is a transitive

biset. Therefore we can use [Bo10, Lemma 2.1.9 and De�nition 2.3.1] in order to

deduce that IBφ1(C1)
cφ1,C1R

A
C1

= IBφ2(C2)
cφ2,C2R

A
C2

if and only if there exist a ∈ A and

b ∈ B such that C2 = Ca
1 and φ2 = cbφ1ca. We also know (see [Bo10, Lemmas

2.1.9 and 2.2.2]) that any �nite (A,B)-biset can be written in a unique way (up to

isomorphism) as a disjoint union of �nite transitive (A,B)-bisets. Let now M(A,B) be

the commutative monoid generated by isomorphism classes of (A,B)-bisets of the form

IBφ(C)cφ,CR
A
C with addition given by X + Y = X ⊔ Y (see the notation of De�nition

2.2.19). We can deduce from the above that B(A,B) (viewed as a subset of M(A,B)) is
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an N-basis of M(A,B). Recall now that IAAµZ (F) IBB is, by de�nition, the Grothendieck

group of M(A,B). Thus, we can deduce that B(A,B) (viewed as a subset of IAAµZ (F) IBB )

is a Z-basis of IAAµZ (F) IBB . Since tensor product preserves direct sum decomposition

andR⊗ZZ ∼= R for any commutative ringR, then we can deduce that B(A,B) (viewed as

a subset of IAAµR (F) IBB ) is an R-basis of IAAµR (F) IBB thus concluding the proof.

Corollary 2.2.25. Let P ≤ S and let F ′ be a fusion system over P satisfying F ′ ⊆ F .

There exists a natural inclusion of Mackey algebras µR (F ′) ⊆ µR (F) and this inclusion

preserves unit if and only if P = S.

Proof. From Proposition 2.2.24 we know that µR (F ′) is generated, as an R-module,

by elements of the form IBφ(C)cφR
A
C such that A,B,C ≤ P and φ is an isomorphism in

F ′. Since F ′ ⊆ F we know that any isomorphism in F ′ is also an isomorphism in F and

since P ≤ S we know that every subgroup of P is also a subgroup of S. Therefore, with

A,B,C and φ as before, we have that IAφ(C)cφR
B
C ∈ µR (F). This gives us the natural

inclusion µR (F ′) ⊆ µR (F). For this inclusion to preserve the unit we need to have

1µR(F) =
∑

Q≤S I
Q
Q =

∑
Q′≤P I

Q′

Q′ = 1µR(F ′) which happens if and only if P = S.

We are now ready to de�ne what a Mackey functor over a fusion system is.

De�nition 2.2.26. AMackey functor over F on R (or simplyMackey functor if F

and R are clear) is a �nitely generated left µR (F)-module. The category of Mackey

functors over F on R (denoted by MackR (F)) is the category µR (F) -mod.

Example 2.2.27. Any globally de�ned Mackey functor (see [We93, Section 1]) inherits

a structure of Mackey functor over any fusion system. Any conjugation invariant Mackey

functor over a �nite groupG with Sylow p subgroup S leads naturally to a Mackey functor

over FS (G) (see [Bo15]). The Mackey algebra µR (F) is itself a Mackey functor over

F .

This de�nition of Mackey functor over a fusion system allows us to use some well known

results of ring theory in order to de�ne the induction, restriction and conjugation functors.

De�nition 2.2.28. Let P ≤ S and let F ′ ⊆ F be a fusion system over P . From

Corollary 2.2.25 we have that µR (F ′) ⊆ µR (F). This allows us to de�ne the
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restriction from F to F ′ functor as the functor ↓FF ′ : µR (F) -mod→ µR (F ′) -mod,

that sends any µR (F)-module M to the µR (F ′)-module

M ↓FF ′ :=↓FF ′ (M) := 1µR(F ′)M.

Here 1µR(F ′) =
∑

Q≤P I
Q
Q denotes the identity of µR (F ′) seen as an element of µR (F)

via the natural inclusion of Corollary 2.2.25.

Analogously, we can de�ne the induction from F ′ to F functor as the functor

↑FF ′ : µR (F ′) -mod → µR (F) -mod, that sends any µR (F ′)-module N to the µR (F)-

module

N ↑FF ′ :=↑FF ′ (N) := µR (F) 1µR(F ′) ⊗µR(F ′) N.

Finally, let Q ≤ S and let φ : P ↪→→ Q be a group isomorphism (not necessarily in F).

φ induces an isomorphism of R-algebras φ̂ : µR (FP ) ↪→→ µR (FQ) obtained by setting

φ̂
(
IBxCccxR

A
C

)
:= I

φ(B)
φ(x)φ(C)

ccφ(x)R
φ(A)
φ(C),

for every A,B,C ≤ P and x ∈ P such that C ≤ A and xC ≤ B. This allows us to

de�ne the conjugation by φ−1 functor as the invertible functor

φ−1· := φ̂∗ : µR (FQ) -mod→ µR (FP ) -mod,

that sends any Mackey functor L over FQ to the Mackey functor φ
−1

L over FP which

equals L as an R-module and such that for every IBxCccxR
A
C ∈ µR (FP ) as before and

every y ∈ φ−1

L

IBxCccxR
A
C · y := I

φ(B)
φ(x)φ(C)

ccφ(x)R
φ(A)
φ(C)y.

Where, on the right hand side, we are viewing y as an element of L in order to apply

the action of µR (FQ) on it but we are viewing the result of this action as an element

of φ
−1

L.

Let's now take a moment to notice a key di�erence between Mackey functors over groups

and Mackey functors over fusion systems. Let G be a �nite group, let H,K ≤ G and

let M be a Mackey functor over G on R. It is a well known result (see [We00, Section
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3]) that

M ↓GH↑GH (K) ∼=R
⊕

x∈[K\G/H]

M (Kx ∩H) . (2.4)

It is also well known (see [TW95, Proposition 5.3]) that for every Mackey functor N

over H the following equivalence of Mackey functors over K holds

N ↑GH↓GK∼=
⊕

x∈[K\G/H]

(x(
N ↓HKx∩H

))
↑HK∩xH . (2.5)

Equations (2.4) and (2.5) play a key role in the arguments used in [Sa82] in order to

obtain a Green correspondence for Mackey functors over groups. However, when trying

to obtain similar results in the context of Mackey functors over fusion systems, the

author was met with many complications. All of them can be traced back to the fact

that the category O (F)⊔ does not in general admit products. In order to avoid such

complications, Proposition 2.2.16 suggests that we should introduce the following.

De�nition 2.2.29. Let P ≤ S, let F ′ ⊆ F be a fusion system over P and let M

be a Mackey functor over F ′ on R. We say that M is F-centric if IQQ ·M = 0 for

every Q ∈ F ′\ (F c ∩ F ′). The category of F-centric Mackey functors over F ′

on R (denoted by MackF
c

R (F ′)) is the full subcategory of MackR (F ′) whose objects

are F -centric Mackey functors over F ′.

If P = S and F ′ = F we simply say that M is centric and denote by MackR (F c) the

category of centric Mackey functors over F on R.

Let F ′ be a fusion subsystem of F and let M be an F ′-centric Mackey functor over

F ′. The induced Mackey functor M ↑FF ′ over F might not be F -centric since we don't

necessarily have F ′c ⊆ F c. However, we have the following result.

Proposition 2.2.30. Let P and Q be subgroups of S such that P ≤ Q and let F ′ and

F ′′ be fusion systems over P and Q respectively such that F ′ ⊆ F ′′ ⊆ F . Then we

have that:

(1) The functor ↓F ′′

F ′ maps MackF
c

R (F ′′) to MackF
c

R (F ′). In particular ↓FF ′ maps

MackR (F c) to MackF
c

R (F ′).

(2) The functor ↑F ′′

F ′ maps MackF
c

R (F ′) to MackF
c

R (F ′′). In particular ↑FF ′ maps

MackF
c

R (F ′) to MackR (F c).
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(3) For every isomorphism φ : P → φ (P ) in F the functor φ· maps MackF
c

R (FP ) to

MackF
c

R
(
Fφ(P )

)
.

Proof.

(1) Let M ∈ MackF
c

R (F ′′). For every J ∈ F ′\ (F ′ ∩ F c) we have that J ̸∈ F c and,

therefore, IJJ
(
M ↓F ′′

F ′

)
= IJJM = 0. This proves that M ↓F ′′

F ′ ∈ MackF
c

R (F ′).

(2) Let M ∈ MackF
c

R (F ′) and let J ∈ F ′′\ (F ′′ ∩ F c). From Proposition 2.2.24

and De�nition 2.2.28 we know that any element in M ↑F”
F ′ can be written as an

R-linear combination of elements of the form

y := IBφ(C)cφR
A
C1µR(F ′) ⊗ x.

Where x ∈M and IBφ(C)cφR
A
C ∈ µR (F ′′). Thus, it su�ces to prove that IJJ y = 0

for every such y ∈ M ↑F ′′

F ′ . From Lemma 2.2.22 (5) we can assume without loss

of generality that A ≤ P and B = J . With this setup we have that

IJJ y = IJJ I
J
φ(C)cφR

A
C1µR(F ′) ⊗ x,

= IJφ(C)cφR
A
C ⊗ x,

= IJφ(C)cφ ⊗RA
Cx.

Where, in the last identity, we are using the fact that the tensor product is over

µR (FP ) and RA
C ∈ µR (FP ) (see Corollary 2.2.25). Since J ̸∈ F c and φ (C) ≤ J

then we can deduce from [Li07, Proposition 4.4] that φ (C) ̸∈ F c. From de�nition

of F -centric subgroup we can deduce that C ̸∈ F c. Since C ≤ P then we can

conclude that C ∈ F ′\ (F ′ ∩ F c). Since M ∈ MackF
c

R (F ′) and x ∈ M this

implies that RA
Cx ∈ ICCM = 0. Therefore we can conclude once again that

IJJ y = 0 thus proving that M ↑F ′′

F ′ ∈ MackF
c

R (F ′′).

(3) Let M ∈ MackF
c

R (FP ) and let J ∈ Fφ(P )\
(
Fφ(P ) ∩ F c

)
with φ as in the

statement. By de�nition of F -centric subgroup we know that φ−1 (J) ∈

FP\ (FP ∩ F c). Then, by de�nition of the functor φ· (see De�nition 2.2.28),

we have that IJJ
φM = I

φ−1(J)

φ−1(J)M = 0 thus proving that φM ∈ MackF
c

R
(
Fφ(P )

)
.
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Proposition 2.2.30 motivates the introduction of the following.

Notation 2.2.31. Let F ′,F ′′,F and φ : P → φ (P ) be as in Proposition 2.2.30. We use

the same notation to refer to the functors ↑F ′′

F ′ , ↓F ′′

F ′ and φ· of De�nition 2.2.28 and their

restrictions given by Proposition 2.2.30.

With this setup we are now just one Lemma away from providing a result analogue to

Equation (2.4) in the context of centric Mackey functors over fusion systems.

Lemma 2.2.32. Let P,Q ∈ F c, let M ∈ MackF
c

R (FP ), let (A,φ) ∈ [P ×F Q], let

y ∈ IAAµR (FP ) IAA , let I be the two sided ideal of µR (F) generated by elements of

the form IJJ with J ∈ FP\ (FP ∩ F c) and let π : µR (F) → µR (F) /I be the natural

projection. If π
(
IQφ(A)cφy

)
= π

(
IQφ(A)cφ

)
(see Corollary 2.2.25) then π (y) = π

(
IAA
)
.

In particular, viewing the subset IQφ(A)cφµR (FP ) of µR (F) as a right µR (FP )-module,

and de�ning

IQφ(A)cφ ⊗µR(FP ) M := IQφ(A)cφµR (FP )⊗µR(FP ) M,

we have an isomorphism of R-modules from IAAM to IQφ(A)cφ ⊗µR(FP ) M that sends x

to IQφ(A)cφ ⊗ x.

Proof. From Lemma 2.2.22, Proposition 2.2.24 and [Li07, Proposition 4.4] we know

that the ideal I is spanned as an R-module by elements of the form ICψ(J)cψR
B
J such

that exists J ′ ∈ FP\ (FP ∩ F c) satisfying J =F J ′. De�ne now J := I ∩ µR (FP ).

From the above we can conclude that J is spanned as an R-module by elements of

the form ICxJccxR
B
J with J ∈ FP\ (FP ∩ F c) and x ∈ P . Since M is F -centric, we

have that JM = 0 (by de�nition). On the other hand, from the above description of

I and J , we know that π
(
IJφ(A)cφµR (FP )

)
is equivalent, as a right µR (FP ) module,

to
(
IJφ(A)cφµR (FP )

)
/
(
IJφ(A)cφJ

)
. We can therefore conclude that

π
(
IJφ(A)cφ

)
⊗µR(FP ) M := π

(
IJφ(A)cφµR (FP )

)
⊗µR(FP ) M

∼= IJφ(A)cφ ⊗µR(FP ) M.

With this setup we obtain a surjective morphism of R-modules Γ from IAAM to

π
(
IJφ(A)cφ

)
⊗µR(FP ) M that sends any x ∈ IAAM to π

(
IJφ(A)cφ

)
⊗ x. Assume that

π
(
IJφ(A)cφ

)
⊗ x = 0. Then there exists y ∈ IAAµR (FP ) IAA such that π

(
IJφ(A)cφy

)
=
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π
(
IJφ(A)cφ

)
and yx = 0. Since JM = 0, if the �rst part of the statement were true,

we would have that yx = IAAx = x. This would prove that x = 0 and, therefore, that

Γ is an isomorphism of R-modules. In other words the second part of the statement

follows from the �rst.

Let's now prove the �rst part of the statement. For i = 1, 2 let xi ∈ P and Bi ≤ Axi∩A

such that Bi ∈ FP ∩ F c and that

π
(
IQφιcx1 (B1)

cφιcx1R
A
B1

)
= π

(
IQφιcx2 (B2)

cφιcx2R
A
B2

)
.

Since Bi ̸∈ F c then we can deduce from the description of I given at the start of the

proof, the above identity and Proposition 2.2.24 that

IQφιcx1 (B1)
cφιcx1R

A
B1

= IQφιcx2 (B2)
cφιcx2R

A
B2
.

From Items (1) and (3) of Lemma 2.2.22 and Proposition 2.2.24 we can conclude that

there exists a ∈ A such that B := B1 = Ba
2 and φ ιcx1a = φ ιcx2 . Since x1a, x2 ∈ P we

also have that ιPA ιcx1a = ιPA = ιPA ιcx2 . From the universal properties of product we can

therefore conclude that ιAx1Bcx1a = ιAx2Bcx2 . From de�nition of O (F c) this implies that

there exists b ∈ A such that cbx1a = cx2 as an isomorphism from B to x2B. Therefore,

there exists z ∈ CP (B) such that bx1az = x2. Since B ∈ F c we can conclude that

z ∈ B ≤ A and, therefore, x2 ∈ Ax1A. Now let y be as in the statement. From

Proposition 2.2.24 we can write

y :=
∑

x∈[A\P/A]

∑
B≤Ax∩A

up to A-conj.

λx,BI
A
xBccxR

A
B,

for some λx,B ∈ R. Since we are only interested in the projection π (y) then we can

assume without loss of generality that λx,B = 0 whenever B ∈ FP\ (FP ∩ F c). From

the above and Proposition 2.2.24 we can conclude that if y satis�es π
(
IJφ(A)cφy

)
=

π
(
IJφ(A)cφ

)
then λx,B = 0 unless B = A and x ∈ A in which case λx,B = 1R. In other

words we have that π (y) = π
(
IAA
)
just as we wanted to prove.

We can now prove an analogue to Equation (2.4) in the context of centric Mackey

functors over fusion systems.
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Proposition 2.2.33. Let P ∈ F c, let I be the two sided ideal of µR (F) generated by

elements of the form IQQ with Q ∈ F\F c and let π : µR (F)→ µR (F) /I be the natural

projection map. Then the set π
(
µR (F) 1µR(FP )

)
inherits from µR (F) 1µR(FP ) a right

µR (FP )-module structure and the following is a µR (FP ) basis of π
(
µR (F) 1µR(FP )

)
B :=

⊔
Q∈Fc

⊔
(A,φ)∈[P×FQ]

{
π
(
IQφ(A)cφ

)}
.

In particular, for anyM ∈ MackF
c

R (FP ), we have the following equivalence ofR-modules

M ↑FFP∼=R
⊕
Q∈Fc

⊕
(A,φ)∈[P×FQ]

IQφ(A)cφ ⊗M ∼=R
⊕
Q∈Fc

⊕
(A,φ)∈[P×FQ]

IAAM.

Where each IKφ(A)cφ ⊗M is seen as an R-submodule of M ↑FFP .

Proof. Throughout this proof we denote the right µR (FP )-module π
(
µR (F) 1µR(FP )

)
simply by µR (F)P .

From Lemma 2.2.22, Proposition 2.2.24 and [Li07, Proposition 4.4] we know that the

ideal I is spanned as an R-module by elements of the form IBφ(C)cφR
A
C with C ∈ F\F c.

If A ̸≤ P we have that RA
C1µR(FP ) ⊗µR(FP ) M = 0. On the other hand, if A ≤ P ,

we have that C ≤ P and, therefore, C ∈ FP\ (FP ∩ F c). Since M ∈ MackF
c

R (FP )

this implies that RA
C1µR(FP ) ⊗µR(FP ) M = ICC ⊗µR(FP ) R

A
CM = 0. In either case we

have that I1µR(FP )⊗µR(FP )M = 0. Using right exactness of the tensor product functor

we can conclude from the above and de�nition of ↑FFP (see De�nition 2.2.28) that the

following isomorphism of µR (F)-modules holds

M ↑FFP ∼= µR (F)P ⊗µR(FP ) M.

Assume now that B is a µR (FP ) basis of the right µR (FP )-module µR (F)P . Since

tensor product preserves direct sums, we obtain from the previous equivalence the

following equivalences of R-modules

M ↑FFP ∼=R
⊕
Q∈Fc

⊕
(A,φ)∈[P×FQ]

π
(
IQφ(A)cφµR (FP )

)
⊗µR(FP ) M,

∼=R
⊕
Q∈Fc

⊕
(A,φ)∈[P×FQ]

IQφ(A)cφµR (FP )⊗µR(FP ) M.
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Where, for the second identity, we are using that I1µR(FP ) ⊗µR(FP ) M = 0 and right

exactness of tensor product. The second part of the statement follows from Lemma

2.2.32 and the above by viewing each IQφ(A)cφµR (FP )⊗µR(FP ) M as the R-submodule

IQφ(A)cφ⊗µR(FP )M ofM ↑FFP . This proves that the second part of the statement follows

from the �rst.

Let's now prove the �rst part of the statement. From Proposition 2.2.24 and the previous

description of I we obtain the following equivalence of right µR (FP )-modules

µR (F)P ∼=
⊕
Q∈Fc

π
(
IQQ

)
µR (F)P .

For every Q ∈ F c we can now de�ne

BQ :=
⊔

(A,φ)∈[P×FQ]

{
π
(
IQφ(A)cφ

)}
.

In order to prove the statement it su�ces to prove that BQ is a right µR (FP )-basis of

π
(
IQQ

)
µR (F)P . In other words we need to prove that for every Q ∈ F c there exists a

direct sum decomposition of right µR (FP )-modules of the form

π
(
IQQ

)
µR (F)P =

⊕
(A,φ)∈[P×FQ]

π
(
IQφ(A)cφ

)
µR (F)P , (2.6)

Where the summands on the right hand side are seen as right µR (FP )-submodules of

π
(
IQQ

)
µR (F)P .

Fix Q ∈ F c. From Proposition 2.2.24 and the above description of I we know that

π
(
IQQ

)
µR (F)P has an R-basis of the form

BQR :=
⊔

J∈FP∩Fc

⊔
B∈FJ∩Fc
up to J-conj.

⊔
ψ∈[AutQ(Q)\HomFP (B,Q)/AutJ (B)]

{
π
(
IQ
ψ(B)

cψR
J
B

)}
,

For each π
(
IQ
ψ(B)

cψR
J
B

)
∈ BQR we get a map ψ : B → Q and a map ιPB : B →

P . From the universal properties of product we can then conclude that there exists a

unique
(
BP,Q, ψP,Q

)
∈ [P ×F Q] and a unique γP,Q

(B,ψ)
∈ HomO(Fc)

(
B,BP,Q

)
such that

ιP
BP,Q

γP,Q
(B,ψ)

= ιPB and that ψP,QγP,Q
(B,ψ)

= ψ. From the �rst identity and de�nition of
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O (F) we can conclude that γP,Q
(B,ψ)

∈ O (FP ). From the second identity and Corollary

2.2.23 we can deduce that

IQ
ψ(B)

cψ = IQ
ψP,Q(BP,Q)

c
ψP,Q

IB
P,Q

γP,Q
(B,ψ)

(B)
c
γP,Q
(B,ψ)

. (2.7)

This allows us to write BQR =
⊔

(A,φ)∈[P×FQ] B
Q,(A,φ)
R where

BQ,(A,φ)R :=
⊔

J∈FP∩Fc

⊔
B∈FJ∩Fc
up to J-conj.

⊔
ψ∈[AutQ(Q)\HomFP (B,Q)/AutJ (B)]

(BP,Q,ψP,Q)=(A,φ)

{
π
(
IQ
ψ(B)

cψR
J
B

)}
.

Fix (A,φ) ∈ [P ×F Q]. From Equation (2.7) we know that BQ,(A,φ)R is contained in

π
(
IQφ(A)cφ

)
µR (F)P . If we now prove that BQ,(A,φ)R is in fact a generating set of

π
(
IQφ(A)cφ

)
µR (F)P (seen as an R-module) then, since π

(
IQφ(A)cφ

)
µR (F)P is a right

µR (FP )-submodule of π
(
IQQ

)
µR (F)P and BQR is an R-basis of π

(
IQQ

)
µR (F)P ,

we would obtain Equation (2.6) and the result would follow. From Proposition 2.2.24

and the above description of I it su�ces to prove that for every J ∈ FP ∩ F c, every

C ∈ FJ ∩ F c and every θ ∈ HomO(FP ) (C,A) there exists π
(
IQ
ψ(B)

cψR
J
B

)
∈ BQ,(A,φ)R

such that π
(
IQ
ψ(B)

cψR
J
B

)
= π

(
IQφ(A)cφI

A
θ(C)

cθR
J
C

)
. From the description of BQR there

exist j ∈ J and π
(
IQ
ψ(B)

cψR
J
B

)
∈ BQR such that jB = C and ψ = φθcj. Here we

are viewing cj as an isomorphism from B to C. Therefore, by de�nition, we have that

γP,Q
(B,ψ)

= θcj and
(
BP,Q, ψP,Q

)
= (A,φ). In other words π

(
IQ
ψ(B)

cψR
J
B

)
∈ BQ,(A,φ)R .

From Lemma 2.2.22 (3) we know that cjR
J
B = RJ

C and, therefore, from the identities

above and Corollary 2.2.23 we can conclude that IQ
ψ(B)

cψR
J
B = IQφ(A)cφI

A
θ(C)

cθR
J
C thus

completing the proof.

Before proceeding it is worth introducing the following result motivated by the notation

of Proposition 2.2.33.

Lemma 2.2.34. Let P,Q ∈ F c. Then we have that:

(1) For every (A,φ) ∈ [P ×F Q], every J ∈ F c and every θ ∈ HomFc (Q, J) there

exist a unique
(
Aθ, φθ

)
∈ [P ×F J ] and a unique γθ(A,φ) ∈ HomO(Fc)

(
A,Aθ

)
such

that φθγθ(A,φ) = θφ and ιP
Aθ
γθ(A,φ) = ιPA. Moreover γθ(A,φ) ∈ O (FP ) and, given

J ′ ∈ F c and δ ∈ HomFc (J, J
′) we have that Aδθ =

(
Aθ
)δ
, that φδθ = (φθ)δ
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and that γδθ(A,φ) = γδ
(Aθ,φθ)

γθ(A,φ). If θ = ιJQ we write
(
AJ , φJ

)
:=
(
Aθ, φθ

)
and

γJ(A,φ) := γθ(A,φ).

(2) Let J ∈ F c such that J ≥ Q and let (A,φ) ∈ [P ×F Q]. The following identities

are satis�ed

IJQI
Q
φ(A)cφ = IJ

φJ (AJ )
c
φJ
IA

J

γJ
(A,φ)

(A)
c
γJ
(A,φ)

,

cφ−1R
Q
φ(A)R

J
Q = c(

γJ
(A,φ)

)−1R
AJ

γJ
(A,φ)

(A)
c
(φJ )−1R

J

φJ (AJ )
.

(3) Let J ∈ F c such that J ≥ Q and let I be the two sided ideal of µR (F) generated

by elements of the form ICC such that C ∈ F\F c. The following equivalences are

satis�ed∑
(B,ψ)∈[P×FJ ]

RJ
QI

J
ψ(B)

cψ ≡
∑

(A,φ)∈[P×FQ]

IQφ(A)cφc(
γJ
(A,φ)

)−1R
AJ

γJ
(A,φ)

(A)
, mod I

∑
(B,ψ)∈[P×FJ ]

cψ−1R
J
ψ(B)

IJQ ≡
∑

(A,φ)∈[P×FQ]

IA
J

γJ
(A,φ)

(A)
c
γJ
(A,φ)

cφ−1R
Q
φ(A). mod I

More precisely, for every
(
B,ψ

)
∈ [P ×F J ] we have that

RJ
QI

J
ψ(B)

cψ ≡
∑

(A,φ)∈[P×FQ]

(AJ ,φJ)=(B,ψ)

IQφ(A)cφc(
γJ
(A,φ)

)−1R
AJ

γJ
(A,φ)

(A)
, mod I

cψ−1R
J
ψ(B)

IJQ ≡
∑

(A,φ)∈[P×FQ]

(AJ ,φJ)=(B,ψ)

IA
J

γJ
(A,φ)

(A)
c
γJ
(A,φ)

cφ−1R
Q
φ(A). mod I

(4) Let ρ : Q → ρ (Q) be an isomorphism in F , for every (A,φ) ∈ [P ×F Q], the

morphism γρ(A,φ) is an isomorphism and we have

cρI
Q
φ(A)cφ = I

ρ(Q)

φρ(Aρ)
cφρcγρ

(A,φ)
, cφ−1R

Q
φ(A)cρ−1 = c(

γρ
(A,φ)

)−1c
(φρ)−1R

ρ(Q)

φρ(Aρ)
.

For any representative γρ(A,φ) ∈ γ
ρ
(A,φ). In particular, from Proposition 2.2.18 (3)∑

(A,φ)∈[P×FQ]

cρI
Q
φ(A)cφ =

∑
(B,ψ)∈[P×Fρ(Q)]

I
ρ(Q)

ψ(B)
cψcγρ−1

(B,ψ)

,

∑
(A,φ)∈[P×FQ]

cφ−1R
Q
φ(A)cρ−1 =

∑
(B,ψ)∈[P×Fρ(Q)]

cγρ
(B,ψ)

cψ−1R
ρ(Q)

ψ(B)
.

Proof. We only prove the �rst equation of each item since the proof of the second one
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is analogous.

(1) Item (1) is an immediate consequence of the universal properties of products.

The fact that γθ(A,φ) ∈ O (FP ) follows from de�nition of O (F) and the identity

ιP
Aθ
γθ(A,φ) = ιPA.

(2) Item (2) follows from the identity φJ γJ(A,φ) = ιJQφ and Corollary 2.2.23.

(3) Let
(
B,ψ

)
∈ [P ×F J ], �x a representative ψ ∈ ψ and view it as an isomorphism

between the appropriate restrictions. Item (3) now follows from the identities

below

RJ
QI

J
ψ(B)

cψ =
∑

x∈[Q\J/ψ(B)]

IQQ∩x(ψ(B))ccxψR
B
ψ−1(Qx∩ψ(B)), Lemma 2.2.22 (3) and (4)

≡
∑

x∈[Q\J/ψ(B)]
Qx∩ψ(B)∈Fc

IQQ∩x(ψ(B))ccxψR
B
ψ−1(Qx∩ψ(B)), mod I

=
∑

(A,φ)∈[P×FQ]

(AJ ,φJ)=(B,ψ)

IQφ(A)cφc(
γJ
(A,φ)

)−1R
AJ

γJ
(A,φ)

(A)
. Proposition 2.2.18 (5)

Where, in the last identity, we are using the fact that the bijection of Proposition

2.2.18 (5), which sends every
(
B,ψ

)
∈ [P ×F J ] and every x ∈ [Q\J/ψ (B)] to

(A,φ) =
(
(ψ−1 (Qx ∩ ψ (B)))

y
, ιcxψcy

)
for some y ∈ P (which from Proposition

2.2.18 (5) we can assume to be 1S), satis�es
(
AJ , φJ

)
=
(
B,ψ

)
and γJ(A,φ) =

ιByAcy.

(4) From uniqueness of the map γ
IdQ
(A,φ) we know that γ

IdQ
(A,φ) = IdA. From Item (1),

we can therefore deduce that γρ(A,φ) is an isomorphism with inverse γρ
−1

(Aρ,φρ)
. Item

(4) now follows from the identity φργρ(A,φ) = ρφ and Corollary 2.2.23.

As a consequence of Proposition 2.2.33 we can recover a result that appears in Mackey

functors over groups and which is, in general, not true for Mackey functors over fusion

systems. We do not prove it in detail since it falls outside the scope of this paper but

it's worth sketching a proof.
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Remark 2.2.35. Let P ∈ F c and view the functors ↑FFP and ↓FFP as functors between the

categories MackF
c

R (FP ) and MackR (F c) (see Proposition 2.2.30). Then ↑FFP is both

right and left adjoint to ↓FFP .

To prove this start by de�ning the coinduction Mackey functor ⇑FFP as the functor that

sends any M ∈ MackR (FP ) to

M ⇑FFP := HomµR(FP )
(
µR (F) ↓FFP ,M

)
∈ µR (F) -mod .

Here we are viewing M ⇑FFP as a µR (F)-module by setting for every f ∈ M ⇑FFP ,

every y ∈ µR (F) and every x ∈ µR (F) ↓FFP the image (y · f) (x) := f (xy). It is well

known that ⇑FFP is the right adjoint of the restriction functor ↓FFP while ↑FFP is its left

adjoint. Therefore, proving that ↑FFP and ⇑FFP coincide on MackF
c

R (FP ) would prove the

statement. The broad steps to prove this are as follows. First use the fact that M is

F -centric in order to obtain the isomorphism

HomµR(FP )
(
µR (F) ↓FFP ,M

) ∼= HomµR(FP )
(
µR (F) ↓FFP /I ↓

F
FP ,M

)
.

With I as in Proposition 2.2.33. Using again Proposition 2.2.33 and the anti involution

·∗ of µR (F) which sends every IBφ(C)cφR
A
C ∈ µR (F) to

(
IBφ(C)cφR

A
C

)∗
:= IAC cφ−1RB

φ(C)

it can now be proven, using arguments dual to those of Proposition 2.2.33, that the

following is a µR (FP ) basis of µR (F) ↓FFP /I ↓
F
FP

B :=
⊔
Q∈Fc

⊔
(A,φ)∈[P×FQ]

{
π
(
cφ−1R

Q
φ(A)

)}
.

Where π : µR (F) ↓FFP→ µR (F) ↓FFP /I ↓
F
FP denotes the natural projection. Using this

we can now de�ne for every Q ∈ F c, every (A,φ) ∈ [P ×F Q] and every x ∈ IAAM

the µR (FP )-module morphism fx(A,φ) ∈ M ⇑FFP that sends every element in B to 0

except for π
(
cφ−1R

Q
φ(A)

)
which is sent to x. With this notation it can be proven that

the fx(A,φ) form an R-basis of M ⇑FFP . Finally an isomorphism from M ⇑FFP to M ↑FFP
can be obtained from Proposition 2.2.33 by sending any morphism of the form fx(A,φ) to

IQφ(A)cφ⊗x ∈M ↑FFP . Some care is needed in this last step to prove that this morphism

is in fact a morphism of µR (F)-modules but Proposition 2.2.18 and Lemma 2.2.34 can

be used to this end.
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As we show in Subsection 2.4.2 there are at least 2 ways of translating Equation (2.5)

to the context of Mackey functors over fusion systems. We are now ready to give the

�rst one.

Lemma 2.2.36. Let P,Q ∈ F c, let G be a fusion system containing F and let M ∈

MackG
c

R (FP ), for every (A,φ) ∈ [P ×F Q] �x a representative φ of φ viewed as an

isomorphism onto its image and de�ne M(A,φ) :=
φ(
M ↓FPFA

)
. Each M(A,φ) is G-centric

and there exists an isomorphism

⊕
(A,φ)∈[P×FQ]

M(A,φ)↑
FQ
Fφ(A)

Γ
↪→→ M ↑FFP ↓

F
FQ ,

IJ
θ(C)

cθ⊗µR(Fφ(A))
x → IJ

θ(C)
cθφ⊗µR(FP )

x

(2.8)

where we are viewing φ as an isomorphism between the appropriate restrictions and

we are using Proposition 2.2.33 and the fact that M(A,φ) ∈ MackG
c

R
(
Fφ(A)

)
to de�ne

Γ via R linearity by setting its image on elements of the form IJ
θ(C)

cθ ⊗µR(Fφ(A)) x ∈

M(A,φ)↑
FQ
Fφ(A)

with J ∈ FQ ∩ F c,
(
C, θ

)
∈
[
φ (A)×FQ J

]
such that C ∈ FQ ∩ F c and

x ∈ Iφ
−1(C)

φ−1(C)M = ICCM(A,φ).

Proof. The fact that each M(A,φ) is G-centric follows from their de�nition and

Proposition 2.2.30.

From Propositions 2.2.18 and 2.2.33 we have the following isomorphism of R-modules

M ↑FFP ↓
F
FQ
∼=R

⊕
J∈FQ∩Fc

⊕
(B,ψ)∈[P×FJ ]

IJ
ψ(B)

cψ ⊗µR(FP ) M, Proposition 2.2.33

∼=R
⊕

J∈FQ∩Fc
(A,φ)∈[P×FQ]

⊕
x∈[J\Q/φ(A)]
Jx∩φ(A)∈Fc

IJJ∩x(φ(A))ccxφ ⊗µR(FP ) M, Proposition 2.2.18 (5)

∼=R
⊕

J∈FQ∩Fc
(A,φ)∈[P×FQ]

⊕
(C,θ)∈[φ(A)×FQJ]

C∈FQ∩Fc

IJ
θ(C)

cθφ ⊗µR(FP ) M. Proposition 2.2.18 (2)

Where each φ is as in the statement. From Proposition 2.2.30 we know that

M(A,φ) ↑FFφ(A)
is F -centric and, therefore, IJJM(A,φ) ↑

FQ
Fφ(A)

= 0 for every J ∈

FQ\ (FQ ∩ F c). The same argument also tells us that ICCM(A,φ) = 0 for every

C ∈ Fφ(A)\
(
Fφ(A) ∩ F c

)
. We can therefore use Proposition 2.2.33 in order to conclude
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that

M(A,φ)↑
FQ
Fφ(A)

∼=R
⊕

J∈FQ∩Fc

⊕
(C,θ)∈[φ(A)×FQJ]

C∈FQ∩Fc

IJ
θ(C)

cθ ⊗µR(Fφ(A))M(A,φ).

By de�nition of the functor φ· (see De�nition 2.2.28) we now have that for every

J ∈ FQ ∩ F c and every
(
C, θ

)
∈
[
φ (A)×FQ J

]
such that C ∈ FQ ∩ F c there

is an equivalence of R-modules ICCM(A,φ)
∼=R I

φ−1(C)

φ−1(C)M realized by sending every

x ∈ ICCM(A,φ) to x seen as an element in I
φ−1(C)

φ−1(C)M . This leads in turn to an

equivalence of R-modules IJ
θ(C)

cθ ⊗µR(Fφ(A)) M(A,φ)
∼=R IJ

θ(C)
cθφ ⊗µR(FP ) M realized

by sending every IJ
θ(C)

cθ ⊗µR(Fφ(A)) x ∈ I
J
θ(C)

cθ ⊗µR(Fφ(A)) M(A,φ) to I
J
θ(C)

cθφ ⊗µR(FP )

x ∈ IJ
θ(C)

cθφ ⊗µR(FP ) M . Therefore, viewing each IJ
θ(C)

cθ ⊗µR(Fφ(A)) M(A,φ) as an

R-submodule of M(A,φ)↑
FQ
Fφ(A)

and each IJ
θ(C)

cθφ ⊗µR(FP ) M as an R-submodule of

M ↑FFP ↓
F
FQ , we can conclude that the morphism Γ of the statement is a bijective R-

module morphism. We are now just left with proving that Γ is a morphism of µR (FQ)-

modules. Take (A,φ) , J,
(
C, θ

)
and x as in the statement and let J ′ ∈ FQ ∩ F c such

that J ′ ≤ J . Then we have that

RJ
J ′Γ
(
IJ
θ(C)

cθ ⊗µR(Fφ(A)) x
)
=
∑
(B,ψ)

IJ
ψ(B)

cψc(
γJ
(B,ψ)

)−1R
C

γJ
(B,ψ)

(B)
cφ ⊗µR(FP ) x,

=
∑
(B,ψ)

IJ
ψ(B)

cψc(
γJ
(B,ψ)

)−1R
C

γJ
(B,ψ)

(B)
cφ ⊗µR(FP ) x,

=
∑
(B,ψ)

IJ
ψ(B)

cψcφ ⊗µR(FP ) cφ−1c(
γJ
(B,ψ)

)−1R
C

γJ
(B,ψ)

(B)
cφ · x,

=
∑
(B,ψ)

Γ

IJ
ψ(B)

cψ ⊗µR(Fφ(A)) c
(
γJ
(B,ψ)

)−1R
C

γJ
(B,ψ)

(B)
· x

 ,

= Γ
(
RJ
J ′IJθ(C)

cθ ⊗µR(Fφ(A)) x
)
.

Where the
(
B,ψ

)
are iterating over the elements in

[
P ×FQ J

]
such that

(
BJ , ψJ

)
=(

C, θ
)
, we are taking φ as in the statement, in the �rst and second identities we are

using Items (3) and (1) of Lemma 2.2.34 respectively, in the third identity we are using

the de�nition of M(A,φ) and in the last identity we are repeating the same operations

backwards.
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Let now J ′ ∈ FQ ∩ F c such that J ′ ≥ J and let ρ : J → ρ (J) be an isomorphism in

FQ. The same arguments used above but now replacing Item (3) of Lemma 2.2.34 with

Items (2) and (4) (which remove the sum thus making the operations simpler to carry)

we obtain the identities below

IJ
′

J Γ
(
IJ
θ(C)

cθ ⊗µR(Fφ(A)) x
)
= Γ

(
IJ

′

J I
J
θ(C)

cθ ⊗µR(Fφ(A)) x
)
,

cρΓ
(
IJ
θ(C)

cθ ⊗µR(Fφ(A)) x
)
= Γ

(
cρI

J
θ(C)

cθ ⊗µR(Fφ(A)) x
)
.

This proves that Γ is indeed an µR (FQ)-module morphism thus concluding the proof.

Using Proposition 2.2.33 we can now de�ne a morphism θP from a centric Mackey

functorM over F to the centric Mackey functorM ↓FFP ↑
F
FP by setting for every Q ∈ F c

and every x ∈ IQQM

θPM (x) :=
∑

(A,φ)∈[P×FQ]

IQφ(A)cφ ⊗ cφ−1R
Q
φ(A)x.

Since the tensor product is over µR (FP ) we know that θP does not depend on the

choice of [P ×F Q]. Thus we can conclude that it is well de�ned and an R-module

morphism. Let Q ∈ F c, let x ∈ IQQM and let ρ : Q → ρ (Q) be an isomorphism in F .

Applying Items (1) and (4) of Lemma 2.2.34 we have that

cρθ
P
M (x) =

∑
(B,ψ)∈[P×FQ]

IQ
ψρ(B)

cψρcγρ(B,ψ)
⊗ cψ−1R

Q

ψ(B)
x,

=
∑

(B,ψ)∈[P×FQ]

IQ
ψρ(B)

cψρ ⊗ c(
γρ

−1

(B,ψ)

)−1cψ−1R
Q

ψ(B)
x,

=
∑

(A,φ)∈[P×Fρ(Q)]

I
ρ(Q)
φ(A)cφ ⊗ cφ−1R

Q
φ(A)cρx = θPM (cρx) .

With the same notation as above let J ∈ F c such that J ≥ Q then we have that

θPM
(
IJQx

)
=

∑
(A,φ)∈[P×FQ]

IJ
φJ (AJ )

c
φJ
⊗ IAJ

γJ
(A,φ)

(A)
c
γJ
(A,φ)

cφ−1R
K
φ(A)x,

=
∑

(A,φ)∈[P×FQ]

IJQI
Q
φ(A)cφ ⊗ cφ−1R

Q
φ(A)x = IJQθ

P
M (x) .
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Where, in the �rst identity, we are using Lemma 2.2.34 (3) together with the fact that

M is G-centric and, therefore, annihilated by the ideal I of Lemma 2.2.34 and, in the

second identity, we are using Lemma 2.2.34 (1) to move things from one side of the

tensor product to the other and Lemma 2.2.34 (2) to simplify the equation. If J ∈ F c is

such that J ≤ Q then the exact same arguments (but starting with RQ
J θ

P
M (x) instead of

θPM

(
RQ
J x
)
) prove that θPM also commutes with restriction. We can therefore conclude

that θPM is a morphism of µR (F)-modules for every M ∈ MackR (F c). This allows us

to give the following de�nition with which we conclude this subsection.

De�nition 2.2.37. Let G be a fusion system (not necessarily over S) containing F , let

M ∈ MackG
c

R (F) and let P ∈ F c. From Proposition 2.2.30 we know that the following

is a G-centric Mackey functor over F

MP :=M ↓FFP ↑
F
FP .

Thus the above discussion allows us to de�ne the Mackey functor morphisms

θMP :MP →M, θPM :M →MP ,

by setting for every y ⊗ x ∈MP , every Q ∈ F c and every z ∈ IQQM

θMP (y ⊗ x) := y · x, θPM (z) :=
∑

(A,φ)∈[P×FQ]

IQφ(A)cφ ⊗ cφ−1R
Q
φ(A)z.

If there is no possible confusion regarding M we write θP := θMP and θP := θPM .

2.2.3 The centric Burnside ring over a fusion system

Through this subsection we will be using Notations 2.1.1, 2.2.3, 2.2.9, 2.2.21 and 2.2.31.

Let G be a �nite group. It is known (see [TW95, Proposition 9.2]) that the Burnside

ring of G can be embedded in the center of the Mackey algebra of G. In this subsection

we prove that there exists a similar embedding of the centric Burnside ring of F into

the center of a certain quotient of µR (F) (see Proposition 2.2.43).

Let us start by recalling the de�nition of centric Burnside ring of a fusion system.
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De�nition 2.2.38 ([DL09, De�nition 2.11]). The centric Burnside ring of F

(denoted by BFc) is the Grothendieck group of the semigroup whose elements are

isomorphism classes of O (F c)⊔ and addition is given by taking the isomorphism class

of the coproduct of two representatives. This is doted with a ring structure by taking

multiplication of two isomorphism classes to be the isomorphism class of the product of

two of their representatives and extending by linearity. Given a commutative ring R we

also de�ne the centric Burnside ring of F on R as

BFc
R := R⊗Z B

Fc .

An important distinction between the ring BFc
R and the Burnside ring of a group is that,

in general, the isomorphism class S of S is not the identity in BFc
R . However, we have

the following result due to Sune Reeh.

Proposition 2.2.39. If every integer prime other than p is invertible in R then the

isomorphism class S of S is invertible in BFc
R .

Proof. See [Pr16, Proposition 4.13].

This result motivates the following de�nition.

De�nition 2.2.40. We say that a ring R is p-local if all integer primes other than p

are invertible in R.

Remark 2.2.41. The de�nition of p-local ring does not specify if p is invertible or not.

This distinction is not relevant towards the results shown in this paper. It is however

worth noting that, if R is a �eld of characteristic 0, then arguments analogous to those

of [TW90, Theorem 9.1] can be used in order to prove that µR (F) is a semisimple R-

algebra. The exact condition is in fact for R to be a �eld where |AutF (P )| is invertible

for every P ≤ S.

Before proceeding let us recall precisely how the Burnside ring of a �nite group G

embeds into the center of the Mackey algebra. Let G be a �nite group and let R be a

commutative ring, [TW95, Proposition 9.2] describes the above mentioned embedding

as the map that, for every H ≤ G, sends the isomorphism class G/H of the transitive

G-set G/H to
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G/H →
∑
K≤G

∑
x∈[K\G/H]

IKK∩xHR
K
K∩xH ∈ Z (µR (G)) .

This embedding leads to an action of the Burnside ring of G on any Mackey functor

over G. When trying to obtain a similar result for the case of Mackey functors over

fusion systems many di�culties arise. These can, once again, be traced back to the fact

that the category O (F)⊔ does not in general admit products. However, we have the

following results with which we conclude this section.

Lemma 2.2.42. Let I be the two sided ideal of µR (F) de�ned in Proposition 2.2.33,

de�ne µR (F c) := µR (F) /I and denote by π : µR (F) ↠ µR (F c) the natural

projection. TheR-algebra µR (F c) is naturally equipped with a µR (F)-module structure

given by setting y · π (x) = π (y) π (x) for every x, y ∈ µR (F). Moreover, for every

P ∈ F\F c we have that IPP ∈ I and, therefore, IPP µR (F c) = 0. Thus we can view

µR (F c) as a centric Mackey functor over F and, using De�nition 2.2.37, we can de�ne

Γ (P ) := θ
µR(Fc)
P

(
θPµR(Fc)

(
1µR(Fc)

))
∈ µR (F c)

for every P ∈ F c. With this setup we have that:

(1) Γ (P ) is in the center of the R-algebra µR (F c) and

Γ (P ) =
∑
J∈Fc

∑
(A,φ)∈[J×P ]

π
(
IJAR

J
A

)
.

(2) For every P ′ =F P (see Notation 2.2.3) we have that Γ (P ′) = Γ (P ).

(3) For every Q ∈ F c we have that

Γ (Q) Γ (P ) =
∑

(A,φ)∈[Q×P ]

Γ (A) .

Proof.

(1) For every P ∈ F c, we have that

Γ (P ) =
∑
Q∈Fc

∑
(A,φ)∈[P×Q]

π
(
IQφ(A)cφcφ−1RQ

φ(A)

)
=
∑
Q∈Fc

∑
(B,ψ)∈[Q×P ]

π
(
IQBR

Q
B

)
.

Where, for the �rst identity, we are using the fact that 1µR(Fc) =
∑

Q∈Fc π
(
IQQ

)
and Corollary 2.2.23 in order to take φ to be any representative of φ and view it
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as an isomorphism onto its image. For the second identity we are using Items (1)

and (2) of Lemma 2.2.22 in order to remove cφcφ−1 and Proposition 2.2.18 (1) in

order to rewrite the sum. This proves the second part of Item (1). For the �rst

part recall from De�nition 2.2.37 that both θPµR(Fc) and θ
µR(Fc)
P are morphisms

of Mackey functors and, since the projection π is an R-algebra morphism, we

also know that π
(
1µR(F)

)
= 1µR(Fc). We can therefore conclude that, for every

x ∈ µR (F), we have

π (x) Γ (P ) = x · θµR(Fc)
P

(
θPµR(Fc)

(
π
(
1µR(F)

)))
= θ

µR(Fc)
P

(
θPµR(Fc) (π (x))

)
.

The fact that Γ (P ) is in the center of µR (F c) now follows from de�nition of

θPµR(Fc) and θ
µR(Fc)
P via the identities below

Γ (P ) π (x) =

∑
Q∈Fc

∑
(A,φ)∈[P×Q]

IQφ(A)cφcφ−1RQ
φ(A) · π

(
IQQ

) π (x) ,

=

∑
Q∈Fc

∑
(A,φ)∈[P×Q]

IQφ(A)cφcφ−1RQ
φ(A) · π

(
IQQx

) ,

= θ
µR(Fc)
P

(
θHµR(Fc) (π (x))

)
= π (x) Γ (P ) .

(2) Let ψ : P ↪→→ HP be an isomorphism in F . Item (2) follows from Item (1) and

Proposition 2.2.18 (5) via the identities below

Γ (P ) =
∑
Q∈Fc

∑
(A,φ)∈[Q×P ]

π
(
IQAR

Q
A

)
=
∑
Q∈Fc

∑
(A,ψφ)∈[Q×P ′]

π
(
IQAR

Q
A

)
= Γ (P ′) .

(3) Item (3) follows from the identities below

Γ (Q) Γ (P ) =
∑
J∈Fc

∑
(A,φ)∈[J×P ]

(B,ψ)∈[J×Q]

π
(
IJBR

J
BI

J
AR

J
A

)
,

=
∑
J∈Fc

∑
(A,φ)∈[J×P ]

(B,ψ)∈[J×Q]

∑
x∈[B\J/A]
Bx∩A∈Fc

π
(
IJBx∩AR

J
Bx∩A

)
,

=
∑

(C,θ)∈[P×Q]

∑
J∈Fc

∑
(D,γ)∈[J×C]

π
(
IJDR

J
D

)
=

∑
(C,θ)∈[P×Q]

Γ (C) .
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Where, for the �rst identity, we are using the fact that π is a morphism of R-

algebras and Lemma 2.2.22 (5), for the second identity, we are using Lemma 2.2.22

(4) and de�nition of I and, for the third identity, we are using Proposition 2.2.18

(7).

Proposition 2.2.43. Let p be a prime, let S be a �nite p-group, let F be a saturated

fusion system over S, let R be a commutative ring with unit and let I, µR (F c) and

Γ be as in Lemma 2.2.42. For every X ∈ O (F c)⊔ (see De�nition 2.2.12) denote by

X ∈ BFc
R (see De�nition 2.2.38) its isomorphism class and de�ne the (non necessarily

unit preserving) R-algebra morphism Γ : BFc
R → µR (F c) by setting Γ

(
P
)
:= Γ (P )

for every P ∈ F c and extending by R-linearity. If BFc
R contains a non-zero divisor then

Γ is injective and, if R is p-local (see De�nition 2.2.40), then BFc
R contains a unit (see

Proposition 2.2.39) and Γ
(
1BFc

R

)
= 1µR(Fc). Moreover, if R is p-local, then, for every

fusion system G containing F and everyM ∈ MackG
c

R (F) ⊆ MackR (F c) (see De�nition

2.2.29), the ring BFc
R acts on M by de�ning for every P ∈ F c

P · := θMP θ
P
M ∈ End (M) .

Where we are using the notation of De�nition 2.2.37.

Proof. From Items (2) and (3) of Lemma 2.2.42 we know that Γ is a well de�ned (non

necessarily unit preserving) R-algebra morphism.

Viewing µR (FS) as a subset of µR (F) (see Corollary 2.2.25) we can de�ne the

R-algebra morphism Υ from π
(
ISSµR (FS) ISS

)
to End

(
BFc

R
)

by setting for every

π
(
ISQR

S
Q

)
∈ π

(
ISSµR (FS) ISS

)
and every P ∈ F c

Υ
(
π
(
ISQR

S
Q

)) (
P
)
:=

∑
x∈[Q\S/P ]
Qx∩P∈Fc

Qx ∩ P ,

From Proposition 2.2.24 and Items (1) and (3) of Lemma 2.2.22 we know that this is

su�cient to de�ne Υ via R-linearity. From Lemma 2.2.42 (1) and de�nition of Γ we also

know that Γ
(
BFc

R
)
⊆ π (µR (FS)). Therefore we can de�ne Υ ′ : Γ

(
BFc

R
)
→ End

(
BFc

R
)

by setting Υ ′ (x) = Υ
(
π
(
ISS
)
xπ
(
ISS
))

for every x ∈ BFc
R . With this setup we can
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conclude from Proposition 2.2.18 (5) and Lemma 2.2.42 (1) that Υ ′ (Γ (P)) (Q) =

P ×Q for every P,Q ∈ F c.

Assume now that BFc
R admits a non zero divisor Ω. Then, for every Ψ,Φ ∈ BFc

R , we

have that

Υ ′ (Γ (Ψ)) (Ω) = Υ ′ (Γ (Φ)) (Ω)⇒ Ψ× Ω = Φ× Ω⇒ Ψ = Φ.

This proves that the composition Υ ′Γ is injective and, in particular, that Γ is injective.

Assume now that R is p-local. By Proposition 2.2.39 we know that BFc
R admits a unit.

Let us denote by 1BFc
R

:=
∑

Q∈Fc λQQ this unit. From Lemma 2.2.42 (1) and de�nition

of product in BFc
R we have that

Γ
(
1BFc

R

)
=

∑
P,Q∈Fc

∑
(A,φ)∈[P×Q]

λQπ
(
IPAR

P
A

)
=
∑
P∈Fc

π
(
IPP
)
= 1µR(Fc).

Finally, for every M ∈ MackG
c

R (F), we have that M ∈ MackR (F c). Therefore, by

de�nition of I, we have that IM = 0. In particular M acquires a µR (F c)-module

structure by setting π (y) · x = y · x for every y ∈ µR (F) and every x ∈M . This leads

us to the equivalence of R-algebras End (M) := EndµR(F) (M) ∼= EndµR(Fc) (M).

Notice now that there exists a natural map Θ: Z (µR (F c)) → End (M) de�ned by

setting Θ(y) (x) = y · x for every y ∈ Z (µR (F c)) and every x ∈ M . With this

notation we can de�ne Ω· := Θ
(
Γ
(
Ω
))
∈ End (M) for every Ω ∈ BFc

R . Then, for

every P ∈ F c and every x ∈M , we have that

P · x = θ
µR(Fc)
P

(
θPµR(Fc)

(
1µR(Fc)

))
· x,

=
∑
Q∈Fc

∑
(A,φ)∈[P×Q]

π
(
IQφ(A)cφcφ−1R

Q
φ(A)

)
· x,

=
∑
Q∈Fc

∑
(A,φ)∈[P×Q]

IQφ(A)cφcφ−1R
Q
φ(A) · x = θMP

(
θPM (x)

)
.

Where, in the last identity, we are using the fact that M ∈ MackG
c

R (F) ⊆ MackR (F c)

and, in particular
∑

Q∈Fc I
Q
Q · x = x. This concludes the proof.
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2.3 Relative projectivity and Higman's criterion

Through this section we will be using Notations 2.1.1, 2.2.3, 2.2.9, 2.2.21 and 2.2.31.

Let G be a �nite group and let M be a Mackey functor over G on R. It is known

(see [We00, Section 3]) that there exists a minimal family XM of subgroups of G closed

under G-subconjugacy such that M is a direct summand of
⊕

H∈XM M ↓
G
H↑GH . If R is

a complete local PID then the Krull-Schmidt-Azumaya theorem (see [CR81, Theorem

6.12 (ii)]) allows us to use this fact in order to obtain a decomposition of M of the form

M ∼=
⊕

H∈XM N
H where each NH is a (possibly 0) direct summand of M ↓GH↑GH . From

this decomposition and minimality of XM it follows that, wheneverM is indecomposable,

then XM is generated by a single element that we call vertex. This fact is essential in

order to describe the Green correspondence and, during this section, we prove that a

similar process can be applied to centric Mackey functors over fusion systems. Moreover

we prove that Higman's criterion (see [NT89, Theorem 2.2]) can be translated to the

context of centric Mackey functors over fusion systems (see Theorem 2.3.17). This

provides us with a link between the vertex of an indecomposable M ∈ MackR (F c) and

certain ideals of End (M). Such link turns out to be essential towards proving the Green

correspondence for centric Mackey functors.

2.3.1 The defect set

During this subsection we translate the notion of relative projectivity (see [We00, Section

3]) to the context of centric Mackey functors over a fusion system (see De�nition 2.3.1).

We also prove that, if R is p-local, the notions of defect set and vertex (see [We00,

Section 3]) can also be translated to the context of centric Mackey functors over fusion

systems (see De�nition 2.3.7).

De�nition 2.3.1. Let G be a fusion system containing F , let M ∈ MackG
c

R (F) and let

X be a family of F -centric subgroups of S. With notation as in De�nition 2.2.37 we

de�ne

MX :=
⊕
P∈X

MP , θMX :=
∑
P∈X

θMP :MX →M, θXM :=
∑
P∈X

θPM :M →MX .
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If there is no possible confusion regarding M we write θX := θMX and θX := θXM . We

say that M is projective relative to X (or X -projective) if θX is split surjective. If

X = {P} for some P ∈ F c we simply say that M is projective relative to P (or

P -projective).

There is a key di�erence between the above de�nition of relative projectivity and the

one given in the case of Mackey functors over �nite groups (see [We00, Section 3]). Let

G be a �nite group and let M be a Mackey functor over G. In this case we have that

MG := M ↓GG↑GG∼= M and that θG = IdM . In particular θG splits and, therefore, any

Mackey functor over G is projective relative to G. This result is however lost in the case

of Mackey functors over fusion systems since, given N ∈ MackR (F c), we do not, in

general, have NS
∼= N (unless F = FS). We do however have the following.

Lemma 2.3.2. Let G be a fusion system containing F , let R be p-local and let M ∈

MackG
c

R (F). Then M is S-projective.

Proof. Since F ⊆ G then all G-centric subgroups of S are also F -centric. In particular

we have that M ∈ MackR (F c). Since R is p-local, from Proposition 2.2.39, we know

that the centric Burnside ring BFc
R contains an inverse of S. Then, with notation as in

Proposition 2.2.43 we have that

θSθ
SS

−1· =
(
S·
) (
S
−1·
)
= 1BFc

R
· = IdM .

This proves that θS is split surjective or, equivalently, that M is S-projective thus

concluding the proof.

This last result tells us that, whenever R is p-local, any centric Mackey functor is

projective relative to some family of F -centric subgroups of S (namely {S}). We would

now like for this family to be unique under certain minimality conditions and use this

uniqueness to de�ne the defect set. In the case of Mackey functors over �nite groups this

uniqueness follows from [We00, Lemma 3.2 and Proposition 3.3]. In order to translate

these results to the context of centric Mackey functors over fusion systems we �rst need

the following.

Lemma 2.3.3. Let M ∈ MackR (F c), let X and Y be families of objects in F c, let

σ : X → Y be a map between sets and let Φ = {φP : P → σ (P )}P∈X be a family
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of morphisms in O (F c). There exists a (non necessarily unique) morphism of µR (F)-

modules θΦ :MX →MY such that θX = θYθΦ. In particular, if M is X -projective, then

it is also Y-projective.

Proof. Because of the direct sum decomposition of MX and MY given in De�nition

2.3.1 it su�ces to prove the claim in the case where X := {P}, Y := {Q} and

Φ := {φ : P → Q} for some P,Q ∈ F c and some φ ∈ HomO(Fc) (P,Q).

Fix a representative φ of φ and view it as an isomorphism onto its image. Then, for

every x ∈ P we have that φcx = cφ(x)φ as isomorphisms from P to φ (P ). With this

in mind Items (2) and (3) of Lemma 2.2.22 tell us that, for every IBXCccxR
A
C ∈ FP , we

have

cφ,BI
B
xCccxR

A
C = I

φ(B)
φ(x)(φ(C))

ccφ(x)R
φ(A)
φ(C)cφ,A ∈ Fφ(P )cφ,A.

Where we are viewing φ as an isomorphism between the appropriate restrictions and we

are viewing Fφ(P )cφ,A as a subset of µR (F). Because of Proposition 2.2.24 this allows us

to de�ne the µR (F)-module morphism θφ : MP ↪→→ Mφ(P ) that, for every y ∈ µR (F),

every J ∈ FP and every x ∈ IJJM ↓FFP , sends y⊗µR(FP )x to ycφ−1,φ(J)⊗µR(Fφ(P )) cφ,Jx.

Notice now that Fφ(P ) ⊆ FQ. Because of Corollary 2.2.25 this inclusion allows us to

de�ne θιQ
φ(P )

: Mφ(P ) ↠ MQ as the natural µR (F)-module morphism that, for every

y′ ∈ µR (F) 1µR(Fφ(P )) and every x′ ∈M ↓FFφ(P )
, sends y′⊗µR(Fφ(P ))x

′ to y′⊗µR(FQ)x
′.

With this setup we can �nally de�ne the µR (F)-module morphism θφ : MP ↠ MQ as

θφ := θιQ
φ(P )

θφ. Then, with x, y and J as above, we have that

θP
(
y ⊗µR(FP ) x

)
= yx = ycφ−1,φ(J)cφ,Jx = θQ

(
θφ
(
y ⊗µR(FP ) x

))
.

Where we are viewing φ as an isomorphism between the appropriate restrictions and, for

the second identity, we are using Items (1) and (2) of Lemma 2.2.22 in order to add the

terms cφ−1,φ(J)cφ,J . This proves that θP = θQθφ thus concluding the proof.

Using Lemma 2.3.3 we can now translate [We00, Lemma 3.2] to the context of centric

Mackey functors over fusion systems.

Corollary 2.3.4. LetM ∈ MackR (F c), let X and Y be families of F -centric subgroups

of S and denote by Xmax ⊆ X any family of maximal elements of X (under the preorder

≤F of Notation 2.2.3) taken up to F -isomorphism. We have that:
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(1) If M is X -projective and X ⊆ Y then M is Y-projective.

(2) If M is X -projective then it is Xmax-projective.

Proof. From de�nition of Xmax for every P ∈ X exists JP ∈ Xmax such that P ≤F JP

or, equivalently, such that HomO(Fc) (P, JP ) ̸= ∅. On the other hand, for every P ∈ X

we can take QP := P ∈ Y and we have IdP ∈ HomO(Fc) (P,QP ) ̸= ∅. The result now

follows from Lemma 2.3.3.

Finally we can translate [We00, Proposition 3.3] to the context of centric Mackey functors

over fusion systems.

Proposition 2.3.5. Let M ∈ MackR (F c) and let X and Y be families of F -centric

subgroups of S closed under F -subconjugacy (i.e. Q ∈ X and P ≤F Q imply P ∈ X

and analogously with Y). If M is both X -projective and Y-projective then:

(1) M is X × Y-projective where

X × Y := {A ∈ F c | ∃P ∈ X , Q ∈ Y and φ : A→ Q s.t. (A,φ) ∈ [P ×Q]} .

(2) M is X ∩ Y-projective.

Proof. For every A ∈ X × Y , there exist, by de�nition, P ∈ X and Q ∈ Y such that

A ≤F P,Q. Since both X and Y are closed under F -subconjugacy this implies that

A ∈ X ∩Y . In other words we have that X ×Y ⊆ X ∩Y . From Corollary 2.3.4 (1) we

can now deduce that Item (2) follows from Item (1).

Let's prove Item (1). For every P ∈ X , every Q ∈ Y and every (A,φ) ∈ [P ×F Q] let

us �x a representative φ of φ and view it as an isomorphism onto its image. Using the

notation of Lemma 2.2.36 we have that

M ′ :=
⊕

P∈X ,Q∈Y

⊕
(A,φ)∈[P×FQ]

M(A,φ) ↑FFφ(A)

∼= (MX )Y :=
⊕

P∈X ,Q∈Y

M ↓FFP ↑
F
FP ↓

F
FQ↑

F
FQ ,

We can now de�ne Γ−1 : (MX )Y ↪→→M ′ to be the inverse of the isomorphism described

in Lemma 2.2.36 and de�ne Υ : M ′ → MX×Y by setting for every P ∈ X , every
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Q ∈ Y , every (A,φ) ∈ [P ×Q], every J ≤ A, every x ∈ IJJM ↓FFA and every y ∈

µR (F) 1µR(Fφ(A))

Υ
(
y ⊗µR(Fφ(A)) x

)
:= ycφ,J ⊗µR(FA) x.

where we are viewing φ as an isomorphism between the appropriate restrictions and,

on the left hand side, we are viewing x as an element of M(A,φ) while, on the right

hand side, we are viewing x as an element of M ↓FFA . Notice that, for every x ∈ P ,

we have that cφ(P )φ = chφ is an isomorphisms from P to φ (P ). With this in mind

Proposition 2.2.24 and Items (2) and (3) of Lemma 2.2.22 ensure us that the de�nition

of Υ does not depend on the choice of representatives of y⊗µR(Fφ(A)) x. Moreover it is

immediate from de�nition that Υ commutes with the action of µR (F) and, therefore,

it's a µR (F)-module morphism.

Finally, since M is both X -projective and Y-projective, there exist Mackey functor

morphisms uX : M → MX and uY : M → MY such that θMX uX = θMY uY = IdM .

Applying restriction and induction functors to the morphisms uX and θX we can de�ne

uX ,Y :=
∑
Q∈Y

↑FFQ
(
↓FFQ (uX )

)
: MY → (MX )Y ,

θX ,Y :=
∑
Q∈Y

↑FFQ
(
↓FFQ

(
θMX
))

: (MX )Y →MY .

From functoriality of induction and restriction, we have that θX ,YuX ,Y = IdMY .

Let P ∈ X , let Q, J ∈ Y such that Q ≤ J , let (A,φ) ∈ [P ×F Q], let φ be the

previously �xed representative of φ viewed as an isomorphism onto its image, let
(
C, θ

)
∈[

φ (A)×FQ J
]
, let x ∈ ICCM and let y ∈ 1µR(FQ)µR (F) 1µR(FP ). Using the notation

of Corollary 2.2.23 we have that

θMY

(
θX ,Y

(
y ⊗µR(FQ) I

J
θ(C)

cθφ ⊗µR(FP ) x
))

= θMY

(
y ⊗µR(FQ) I

J
θ(C)

cθφx
)
= yIJ

θ(C)
cθφx.

and that

yIJ
θ(C)

cθφx = θMX×Y

(
yIJ

θ(C)
cθφ ⊗µR(FA) x

)
,

= θMX×Y

(
Υ
(
yIJ

θ(C)
cθ ⊗µR(Fφ(A)) x

))
,

= θMX×Y

(
Υ
(
Γ
(
y ⊗µR(FQ) I

J
θ(C)

cθφ ⊗µR(FP ) x
)))

.
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Where, in the second identity, we are viewing x as an element of M(A,φ). From Lemma

2.2.36 we know that every element in M ↓FFP ↑
F
FP ↓

F
FQ↑

F
FQ can be written as a �nite sum

of elements of the form y⊗µR(FQ) I
J
θ(C)

cθφ⊗µR(FP ) x. Therefore the previous identities

prove that θMX×YΥΓ
−1 = θMY θX ,Y . With this in mind we obtain

θMX×YΥΓ
−1uX ,YuY = θMY θX ,YuX ,YuY = θMY uY = IdM .

This proves that θMX×Y is split surjective or, equivalently, that M is X × Y-projective

thus concluding the proof.

We can now �nally de�ne the defect set of a centric Mackey functor over a fusion system.

Corollary 2.3.6. Let R be p-local and let M ∈ MackR (F c). There exists a unique

minimal family of F -centric subgroups of S that is closed under F -subconjugacy and

such that M is projective relative to it.

Proof. This is an immediate consequence of Lemma 2.3.2, Corollary 2.3.4 (1) and

Proposition 2.3.5 (2).

De�nition 2.3.7. Let R be p-local and let M ∈ MackR (F c). We call the minimal

family of elements in F c given in Corollary 2.3.6 the defect set of M (denoted as XM).

Using the notation of Corollary 2.3.4 we call defect group of M any element in Xmax
M

(for any choice of Xmax
M . If |Xmax

M | = 1 we say that M admits a vertex and we call

vertex of M (and denote it by VM) any fully F -normalized defect group of M .

2.3.2 Trace maps and Higman's criterion

The main goal of this subsection is translating Higman's criterion (see [NT89, Theorem

2.2]) to centric Mackey functors over fusion systems (see Theorem 2.3.17). This allows

us to relate the concept of relative projectivity of an indecomposable centric Mackey

functor M ∈ MackR (F c) to the images of certain trace maps (see De�nitions 2.3.8

and 2.3.12). In order to understand this relation we need to start by introducing some

notation.

De�nition 2.3.8. Let G be a fusion system containing F , let M ∈ MackG
c

R (F), let

P ∈ F c and let φ : P → φ (P ) be an isomorphism in F . We de�ne the conjugation
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map from FP to Fφ(P ) on M as the R-algebra morphism M,φ· : End
(
M ↓FFP

)
→

End
(
M ↓FFφ(P )

)
, obtained by setting for every f ∈ End

(
M ↓FFP

)
, every Q ∈ Fφ(P )∩F c

and every x ∈ IQQM ↓FFφ(P )

M,φf (x) := cφ,φ−1(Q) (f (cφ−1,Q x)) .

Where we are viewing φ as an isomorphism between the appropriate restrictions and we

are viewing M ↓FFP and M ↓FFφ(P )
as subsets of M .

We de�ne the trace map from FP to F on M as the R-module morphism

M
trFFP : End

(
M ↓FFP

)
f

−→
−→

End (M)
θMP f↑FFP θ

P
M

.

where f ↑FFP denotes the image of f via the induction functor ↑FFP : MackR (FP ) →

MackR (F) (see De�nition 2.2.28). More precisely, for every Q ∈ F c, every x ∈ IQQM

and every f ∈ End
(
M ↓FFP

)
we have that

M
trFFP (f) (x) =

∑
(A,φ)∈[P×FQ]

IQφ(A)cφf
(
cφ−1R

Q
φ(A)x

)
.

Finally, given any fusion subsystem H ⊆ F , we de�ne the restriction map from F

to H on M as the R-algebra morphism

M
rFH : End (M)

f

−→
−→

End
(
M ↓FH

)
f↓FH

.

where f ↓FH denotes the image of f via the restriction functor ↓FH: MackR (F) →

MackR (H) (see De�nition 2.2.28).

Whenever there is no doubt regarding M we simply write

trFFP :=
M
trFFP , rFH :=

M
rFH,

φ· := M,φ·.

Trace, restriction and conjugation maps satisfy the following properties which are

analogous to those satis�ed in the case of Mackey functors over groups (see [Sa82,

De�nition 2.7]).
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Proposition 2.3.9. Let M ∈ MackR (F c) then:

(1) For every P ∈ F c and every x ∈ P we have that trFPFP = rFPFP = cx· = Id
End

(
M↓FFP

).
(2) For every fusion subsystems H ⊆ K ⊆ F we have that rKH rFK = rFH.

(3) For every P ≤ Q ∈ F c we have that trFFQ tr
FQ
FP = trFFP .

(4) For every isomorphisms φ, ψ in F c such that φψ is de�ned we have that ψ· φ· = ψφ·.

(5) For every P ≤ Q ∈ F c and every isomorphism φ ∈ HomF (Q,φ (Q)) we have

that φ· trFQFP = tr
Fφ(Q)

Fφ(P )

φ·.

(6) For every P ≤ Q ∈ F c and every isomorphism φ ∈ HomF (Q,φ (Q)) we have

that φ· rFQFP = r
Fφ(Q)

Fφ(P )

φ·.

(7) For every P ∈ F c and every isomorphism φ ∈ HomF (P, φ (P )) we have that

trFFφ(P )

φ· = trFFP .

(8) For every P ∈ F c and every isomorphism φ ∈ HomF (P, φ (P )) we have that

φ· rFFP = rFFφ(P )
.

(9) For every P,Q ∈ F c we have

rFFQ trFFP =
∑

(A,φ)∈[P×FQ]

tr
FQ
Fφ(A)

φ· rFPFA .

Here φ is any representative of φ seen as an isomorphism onto its image.

(10) For every P ∈ F c, every f ∈ End (M) and every g ∈ End
(
M ↓FFP

)
we have that

f trFFP (g) = trFFP
(
rFFP (f) g

)
, and that trFFP (g) f = trFFP

(
g rFFP (f)

)
.

(11) Let P ∈ F c. Using Notation 2.1.1 and the notation of Proposition 2.2.43 we have

that trFFP r
F
FP =

(
P ·
)
∗.

Proof.

(1) Let Q ∈ FP ∩ F c, let y ∈ IQQM ↓FFP and let f ∈ End
(
M ↓FFP

)
. By de�nition

of restriction we have that rFFP (f) (y) = f (y). Since f is a µR (FP )-module

55



morphism we have that

cxf (y) = ccxf
(
ccx−1y

)
= ccxccx−1f (y) = f (y) .

Where we are viewing cx as an isomorhism from Qx to Q. Finally, from Proposition

2.2.18 (2), we have that [P ×FP Q] =
{(
Q, IdQ

)}
and, therefore, from Lemma

2.2.22 (1), we can conclude that

trFFP (f) (y) = IQQcIdQ

(
f
(
cIdQR

Q
Qy
))

= f (y) .

(2) Since the restriction functor satis�es ↓KH↓FK=↓FH, then Item (2) follows.

(3) Let J ∈ F c, let x ∈ IJJM and let f ∈ End
(
M ↓FFP

)
. From Proposition 2.2.18

(6) we have that

trFFP (f) (x) =
∑

(A,φ)∈[Q×FJ ]

∑
y∈[A\Q/P ]
Ay∩P∈Fc

IJφcy(Ay∩H)cφcy

(
f
(
c
(φcy)

−1R
J
φcy(Ay∩P )x

))
.

Since M ↓FFP∈ MackF
c

R (FP ) we know that c
(φcy)

−1RJ
φcy(Ay∩P ) · x = 0 for every

(A,φ) ∈ [Q×F J ] and every y ∈ [A\Q/P ] such that Ay ∩ P ∈ F cP\ (F cP ∩ F c).

Thus, we can replace the second sum of the above equation as a sum over y ∈

[A\Q/P ] such that Ay ∩ P ∈ F cP . Using Proposition 2.2.18 (2) we can now

rewrite.

trFFP (f) (x) =
∑

(A,φ)∈[Q×FJ ]

∑
(B,ψ)∈[P×FQA]

IJ
φψ(B)

cφψ

(
f
(
c
(φψ)−1R

J
φψ(B)

x
))

.

From Corollary 2.2.23 we know that the above is equal to trFFQ

(
tr

FQ
FP (f)

)
(x)

thus proving Item (3).

(4) Let P ∈ F c, let φ : P → φ (P ) and ψ : φ (P ) → ψφ (P ) be isomorphisms in F ,

let J ∈ Fψφ(P ) ∩ F c, let x ∈ IJJM ↓FFψφ(P )
and let f ∈ End

(
M ↓FFP

)
. Item (4).

follows from Lemma 2.2.22 (2) via the identities below

ψφf (x) = cψφ (f (cφ−1ψ−1x)) = cψ (cφf (cφ−1cψ−1x)) = ψ(φf) (x) .
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(5) Let J ∈ FQ ∩ F c. Viewing [φ (J) \φ (Q) /φ (P )] as a subset of φ (Q) we can

take [J\Q/P ] = φ−1 ([φ (J) \φ (Q) /φ (P )]). Moreover, for every φ (A) ≤ φ (Q)

we have that φ (A) ∈ F cφ(Q) if and only if A ∈ F cQ and, for every φ (y) ∈ φ (Q)

we have that φ−1
(
φ (J)φ(y) ∩ φ (P )

)
= Jy ∩P . From Proposition 2.2.18 (2) we

can therefore conclude that

[
P ×FQ J

]
=
⊔

y∈[J\Q/P ]
Jy∩P∈FcQ

{(Jy ∩ P, ιcy)} =
⊔

(B,ψ)∈
[
φ(P )×Fφ(Q)

φ(J)
]
{(
φ−1 (B) , ιφ−1ψφ

)}
.

Where, for the second identity, we are using that cy and φ−1cφ(y)φ are equal

as automorphisms of Q and viewing ψ as an isomorphism onto its image. Let

x ∈ Iφ(J)φ(J)M ↓FFφ(Q)
. Using the above identity we have that

tr
Fφ(Q)

Fφ(P )
(φf) (x) =

∑
(B,ψ)∈

[
φ(P )×Fφ(Q)

φ(J)
]I
φ(J)

ψ(B)
cψφ

(
f
(
c
(ψφ)−1R

φ(J)

ψ(B)
x
))

,

=
∑

(C,θ)∈[P×FQJ]

cφI
J
θ(C)

cθ

(
f
(
cθR

J
θ(C)

cφ−1x
))

=
φ(

tr
FQ
FP (f)

)
(x) .

Where, for the second identity, we are using Items (1) and (3) of Lemma 2.2.22 in

order to obtain the identities I
φ(J)
ψ(B) = cφI

J
φ−1ψ(B)cφ−1 and R

φ(J)
ψ(B) = cφR

J
φ−1ψ(B)cφ−1

for any representative ψ of ψ. This proves Item (5).

(6) Let J ∈ Fφ(P ) ∩ F c and let x ∈ IJJM . Item (6) follows from the identities below

φ(
r
FQ
FP (f)

)
(x) = cφ (f (cφ−1x)) = φf (x) = r

FQ
Fφ(P )

(φf) (x) .

(7) Let Q ∈ F c, let x ∈ IQQM and let f ∈ End
(
M ↓FFP

)
. Using Proposition 2.2.18

(4) we have that.

trFFφ(P )
(φf) (x) =

∑
(B,ψ)∈[φ(P )×FQ]

IQ
θφ(φ−1(B))

cθφ

(
f
(
c
(θφ)−1R

Q

θφ(φ−1(B))
x
))

,

=
∑

(C,θ)∈[P×FQ]

IQ
θ(C)

cθ

(
f
(
cθ−1R

Q

θ(C)
x
))

= trFFP (f) (x) .

Where we are viewing φ as an isomorphism between the appropriate restrictions.
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This proves Item (7).

(8) Let Q ∈ Fφ(P ) ∩ F c, let x ∈ IQQM and let f ∈ End (M). Since f is a morphism

of µR (F)-modules we have that
φ(
rFFP (f)

)
(x) = cφf (cφ−1x) = cφcφ−1f (x) = f (x) .

Where we are viewing φ as an isomorphism between the appropriate restrictions.

This proves Item (8).

(9) Let J ∈ FQ ∩ F c, let x ∈ IJJM and let f ∈ End
(
M ↓FFP

)
. From Proposition

2.2.18 (5) we have that

trFFP (f) (x) =
∑

(A,φ)∈[P×FQ]

∑
y∈[J\Q/φ(A)]
Jy∩φ(A)∈Fc

IJJ∩yφ(A)ccyφ

(
f
(
c(cyφ)−1RJ

J∩yφ(A)x
))

.

Where we are �xing a representative φ of φ and viewing it as an isomorphism onto

its image. The same arguments employed to prove Item (3) allow us to replace

the second sum of the previous equation with a sum over
[
φ (A)×FQ J

]
. This

leads us to the identities

trFFP (f) (x) =
∑

(A,φ)∈[P×FQ]

∑
(B,ψ)∈[J×FQφ(A)]

IJ
ψ(B)

cψφ

(
f
(
c
(ψφ)−1R

J
ψ(B)

x
))

,

=
∑

(A,φ)∈[P×FQ]

tr
FQ
Fφ(A)

(
φ(
rFPFA (f)

))
(x) .

Here we are viewing M ↓FFQ as a subset of M . With this inclusion in mind we also

have that trFFP (f) (x) = rFFQ
(
trFFP (f)

)
(x) and, therefore, the above identities

prove Item (9).

(10) We prove just the �rst identity since the second is proved similarly. Let Q ∈ F c.

Since f is a morphism of µR (F)-modules, for every y ∈ M ↓FFP⊂ M and every

(A,φ) ∈ [P ×F Q] we have that

f
(
IQφ(A)cφy

)
= IQφ(A)cφf (y) = IQφ(A)cφ r ↓

F
FP (f) (y) .

Let x ∈ IQQM . Item (10) follows from the above via the identities below

f
(
trFFP (g) (x)

)
=

∑
(A,φ)∈[P×FQ]

IQφ(A)cφ ·
((

r ↓FFP (f) g
) (
cφ−1R

Q
φ(A) · x

))
,

= trFFP
(
r ↓FFP (f) g

)
(x) .
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(11) Let Q ∈ F c, let x ∈ IKKM and let f ∈ End (M). Since f is a µR (F)-

module morphism, for every (A,φ) ∈ [P ×F Q], we have that f
(
cφ−1R

Q
φ(A)x

)
=

cφ−1R
Q
φ(A)f (x). Item (11) follows from this identity and Proposition 2.2.43 via

the identities below

trFFP
(
rFFP (f)

)
(x) =

∑
(A,φ)∈[P×FQ]

IQφ(A)cφcφ−1R
Q
φ(A) (f (x)) ,

= θMP
(
θPM (f (x))

)
=
(
P ·
)
∗ (f) (x) .

Remark 2.3.10. Given a fusion system K contained in F the trace trFK is in general not

de�ned. However, as we show in Subsection 2.4.5, something similar can be de�ned

when K = NF (P ) for some fully F -normalized P ∈ F c. In this situation we obtain

a result similar to Proposition 2.3.9 (3) but replacing FQ with NF (P ) (see Lemma

2.4.29).

Corollary 2.3.11. Let M ∈ MackR (F c), let P ∈ F c and let φ : P → φ (P ) be an

isomorphism in F then IdP · = Id
End

(
M↓FcFP

) and φ· is an isomorphism.

Proof. Let Q ∈ FP ∩ F c, let x ∈ IQQM and let f ∈ End
(
M ↓FcFP

)
. From de�nition of

conjugation map and Lemma 2.2.22 (1) we have that

IdP f (x) = cIdP f (cIdPx) = f (x) .

Thus we have that IdP · = Id
End

(
M↓FcFP

). Using Proposition 2.3.9 (4) we can now deduce

that

φ· φ−1· = φ−1· φ· = IdP · = Id
End

(
M↓FcFP

) .
This proves that φ· has an inverse and, therefore, is an isomorphism.

De�nition 2.3.12. Let M ∈ MackR (F c), let P ∈ F c and let X be a family of objects

in F c. We de�ne the trace image from P to F on M and the trace image from

X to F on M respectively as

M
TrFP := trFFP

(
End

(
M ↓FFP

))
, and

M
TrFX :=

∑
P∈X

M
TrFP .
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If there is no possible confusion we simply write TrFP :=
M
TrFP and TrFX :=

M
TrFX .

Lemma 2.3.13. With notation as in De�nition 2.3.12, both TrFP and TrFX are two sided

ideals of End (M).

Proof. This is an immediate consequence of Proposition 2.3.9 (10).

We now have the following result reminiscent of Lemma 2.3.3.

Lemma 2.3.14. Let X and Y be families of objects in F c, let σ : X → Y be a map

between sets and let Φ = {φP : P → σ (P )}P∈X be a family of morphisms in F c. Then,

we have that TrFX ⊆ TrFY regardless of the associated centric Mackey functor.

Proof. From de�nition of TrFX and TrFY it su�ces to prove the statement in the case

where X := {P}, Y := {Q} and Φ := {φ : P → Q} for some objects P,Q ∈ F c

and some morphism φ ∈ F . In what follows we view φ as an isomorphism onto its

image. From Proposition 2.3.9 (7) we have that TrFP = trFFφ(A)

(φ(
End

(
M ↓FFP

)))
.

From Corollary 2.3.11 we can conclude that TrFP = TrFφ(P ). Finally, using Proposition

2.3.9 (3) on the groups φ (P ) ≤ Q we can conclude that TrFP ⊆ TrFQ just as we wanted

to prove.

We can now provide the following de�nition which, as we show in Theorem 2.3.17, is

closely related to De�nition 2.3.1.

De�nition 2.3.15. Let M ∈ MackR (F c), let f ∈ End (M) and let X be a family

of objects in F c. We say that f is projective relative to X (or X -projective) if

f ∈ TrFX . If X = {P} for some P ∈ F c we simply say that f is projective relative

to P (or P -projective).

Let G be a �nite group, let H ≤ G and let M be a Mackey functor over G. Using

Equation (2.5) we can de�ne πM as the natural projection ofM ↑GH↓GH onto the summand(
1G
(
M ↓HH

))
↑HH∼= M . By composing it with the natural inclusion, the morphism πM

can be seen as an endomorphism of M ↓GH↑GH . In order to prove Higman's criterion for

Mackey functors over �nite groups (see [NT89, Theorem 2.2]) Hirosi and Tsushima use

the identity trGH (πM) = IdM↑GH
where trGH denotes the trace map for Mackey functors

over �nite groups (see [Sa82, De�nition 2.7]). In order to prove Higman's criterion
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for centric Mackey functors over fusion systems (and thus relate De�nitions 2.3.1 and

2.3.15) we need a similar result.

Lemma 2.3.16. Let P ∈ F c, let M ∈ MackF
c

R (FP ) and let πM ∈ End
(
M ↑FFP ↓

F
FP

)
be the composition of the projection onto the summand

(
IdP (

M ↓FPFP
))
↑FPFP ∼= M (see

Lemma 2.2.36) and the natural inclusion. Then we have that trFFP (πM) = IdM↑FFP
.

Proof. From De�nition 2.2.28 we know that every element in M ↑FFP is of the form

y⊗x for some y ∈ µR (F) and some x ∈M . Therefore, since trFFP (πM) is a morphism

of µR (F)-modules, it su�ces to prove that trFFP (πM)
(
IQQ ⊗ x

)
= IQQ ⊗ x for every

Q ∈ FP ∩ F c and every x ∈ IQQM . Fix x and Q as described. From de�nition of πM

we have that

trFFP (πM)
(
IQQ ⊗ x

)
=

∑
(A,φ)∈[P×FQ]

c
φ−1R

Q
φ(A)

∈µR(FP )

IQφ(A)cφcφ−1R
Q
φ(A) ⊗ x.

Since Q ≤ P by assumption, then we have that cφ−1R
Q
φ(A) ∈ µR (FP ) if and only if φ ∈

O (FP ). For every (A,φ) ∈ [P ×F Q] satisfying φ ∈ O (FP ) we can assume without

loss of generality that A ≤ Q and that φ = ιQA (see De�nition 2.2.17). From maximality

of the pair (A,φ) (see again De�nition 2.2.17) the previous description implies that

A = Q. We can therefore conclude that there exists a unique (A,φ) ∈ [P ×F Q]

such that cφ−1R
Q
φ(A) ∈ µR (FP ). Moreover [P ×F Q] can be taken so that this element

satis�es cφ−1R
Q
φ(A) = IQQ . The result now follows from the equation above.

We are now �nally ready to translate Higman's criterion to the context of centric Mackey

functors over fusion systems.

Theorem 2.3.17 (Higman's criterion). Let G be a fusion system containing F , let

M ∈ MackG
c

R (F) ⊆ MackR (F c) (see De�nition 2.2.29) be an indecomposable Mackey

functor and let P ∈ F c. The following are equivalent:

(1) There exists N ∈ MackG
c

R (FP ) such that M is a summand of N ↑FFP (see

De�nition 2.2.28).

(2) There exists N ∈ MackF
c

R (FP ) such that M is a summand of N ↑FFP .
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(3) IdM is P -projective (see De�nition 2.3.15).

(4) End (M) = TrFP (see De�nition 2.3.12).

(5) θP (see De�nition 2.2.37) is an epimorphism and, given N,L ∈ MackR (F c) and

Mackey functor morphisms φ : N ↠ L and ψ : M → L with φ surjective, if

there exists a Mackey functor morphism γ : M ↓FFP→ N ↓FFP such that φ ↓FFP
γ = ψ ↓FFP then there exists a Mackey functor morphism γ̂ : M → N such that

φγ̂ = ψ.

(6) θP (see De�nition 2.2.37) is a monomorphism and, given N,L ∈ MackR (F c) and

Mackey functor morphisms φ : L ↪→ N and ψ : L → M with φ injective, if there

exists a Mackey functor morphism γ : N ↓FFP→M ↓FFP such that γφ ↓FFP= ψ ↓FFP
then there exists a Mackey functor morphism γ̂ : N →M such that γ̂φ = ψ.

(7) θP is an epimorphism and, given N ∈ MackR (F c) and an epimorphism of Mackey

functors φ : N ↠M , if φ ↓FFP splits then φ splits.

(8) θP is a monomorphism and, given N ∈ MackR (F c) and a monomorphism of

Mackey functors φ : M ↪→ N , if φ ↓FFP splits then φ splits.

(9) θP is split surjective (equivalently M is P -projective see De�nition 2.3.1).

(10) θP is split injective.

(11) M is a direct summand of MP (see De�nition 2.2.37).

Proof. The proof is analogous to that of [NT89, Theorem 2.2] except for some details

in the proof of implications (2)⇒(3), (7)⇒(9) and (8)⇒(10) for which we need to use

Lemmas 2.2.36 and 2.3.16 in order to replace analogous results for Mackey functors over

�nite groups.

(1)⇒(2).

Since F ⊆ G, then FP ∩ Gc ⊆ FP ∩ F c and, therefore, MackG
c

R (FP ) ⊆ MackF
c

R (FP ).

The implication follows.

(2)⇒(3).

Let N ∈ MackF
c

R (FP ) such that there exists L ∈ MackR (F) satisfying N ↑FFP=M⊕L,

Let πM be the endomorphism of N ↑FFP given by the natural projection ontoM followed
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by the natural inclusion and let πN ∈ End
(
N ↑FFP ↓

F
FP

)
be the endomorphism of Lemma

2.3.16 satisfying
N
trFFP (πN) = IdN↑FFP

. Since restriction preserves direct sums then

we have that N ↑FFP ↓
F
FP= M ↓FFP ⊕L ↓

F
FP and that the endomorphism

N
rFFP (πM) of

N ↑FFP ↓
F
FP is the projection onto M ↓FFP followed by the natural inclusion. We can now

de�ne f ∈ End
(
M ↓FFP

)
by setting for every x ∈M ↓FFP

f (x) :=
N
rFFP (πM) (πN (x)) .

Here we are seeing M ↓FFP as a subset of N ↑FFP ↓
F
FP in order to apply πN . With this

setup, for every Q ∈ F c and every x ∈ IQQM ⊆ IQQN ↑FFP , we have that.

M
trFFP (f) (x) =

N
trFFP

(
N
rFFP (πM) πN

)
(x) = πM

N
trFFP (πN) (x) = πM (x) = x.

where the �rst identity follows from de�nition, for the second identity we are using

Proposition 2.3.9 (10), for the third we are using Lemma 2.3.16 and for the last we are

using the fact that x ∈M and de�nition of πM . From the above we can conclude that

M
trFFP (f) = IdM which implies that IdM is H-projective thus proving the implication.

(3)⇔(4).

By de�nition we have that IdM is P -projective if and only if IdM ∈ TrFP . From Lemma

2.3.13 we know that TrFP is an ideal of End (M). Therefore TrFP = End (M) if and only

if IdM ∈ TrFP . This proves that Items (3) and (4) are equivalent.

(3)⇒(5).

If Item (3) is satis�ed then there exists f ∈ End
(
M ↓FFP

)
such that trFFP (f) :=

θMP f ↑FFP θPM = IdM (see De�nition 2.3.8). Therefore θPM is a split injective and

θMP is split surjective. In particular θMP is surjective. Let N,L, φ, ψ and γ be as in the

statement of item (5) and de�ne γ̂ := θNP (γf) ↑FFP θPM . Then, for every x ∈ N and

every y ∈ µR (F), we have that

φ
(
θNP
(
γ ↑FFP (y ⊗ x)

))
= yφ ↓FFP (γ (x)) = yψ ↓FFP (x) = θMP

(
ψ ↓FFP ↑

F
FP (y ⊗ x)

)
.

Where, for the �rst identity, we are using the fact that φ is a µR (F)-module morphism

in order to get φ (yγ (x)) = yφ (γ (x)) = yφ ↓FFP (γ (x)). The above equation proves
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that φθNP γ ↑FFP= θMP ψ ↓FFP ↑
F
FP . The implication now follows from the identities below

φγ̂ = φθNP (γf) ↑FFP θ
P
M = θMP

(
ψ ↓FFP f

)
↑FFP θ

P
M = trFFP

(
rFFP (ψ) f

)
= ψ trFFP (f) = ψ.

Where, for the third identity, we are using De�nition 2.3.8 while, for the fourth identity,

we are using Proposition 2.3.9 (10).

(3)⇒(6).

Let f be as in the previous implication. As before we have that θPM is split injective and,

in particular, it is injective. Let N,L, φ, ψ and γ be as in the statement of Item (6) and

de�ne γ̂ := θMP (fγ) ↑FFP θPN . Then, for every Q ∈ F c and every x ∈ IQQM , we have

that

(
γ ↑FFP θ

P
Nφ
)
(x) =

∑
(A,α)∈[P×FQ]

IQα(A)cα⊗γφ ↓
F
FP

(
cα−1R

Q
α(A)x

)
=
(
ψ ↓FFP ↑

F
FP θ

P
M

)
(x) .

Where, for the second identity, we are using the identity γφ ↓FFP= ψ ↓FFP while, for

the �rst identity, we are using that φ is a morphism of µR (F)-modules in order to get

cα−1R
Q
α(A)φ (x) = φ

(
cα−1R

Q
α(A)x

)
and we are using that cα−1R

Q
α(A)x ∈M ↓FFP in order

to write φ ↓FFP instead of φ. The above equation proves that γ ↑FFP θ
P
Nφ = ψ ↓FFP ↑

F
FP

θPM . The implication now follows from the identities below

γ̂φ = θMP (fγ) ↑FFP θ
P
Nφ = θMP

(
fψ ↓FFP

)
↑FFP θ

P
M = trFFP

(
f rFFP (ψ)

)
= trFFP (f)ψ = ψ.

Where, for the third identity, we are using De�nition 2.3.8 while, for the fourth identity,

we are using Proposition 2.3.9 (10).

(5)⇒(7).

With the notation of Item (5) let L := M and ψ := IdM . Since φ ↓FFP splits then

there exists γ : M ↓FFP→ N ↓FFP such that φ ↓FFP γ = IdM↓FFP
= ψ ↓FFP . Therefore, by

hypothesis, there exists γ̂ :M → N such that φγ̂ = ψ = IdM . In other words φ splits.

(6)⇒(8).

With notation as in Item (6) let L := M , ψ := IdM and γ : N → M such that

γφ ↓FFP= IdM↓FFP
= ψ ↓FFP . Then, by hypothesis, there exists γ̂ : N → M such that

γ̂φ = IdM . In other words φ splits.
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(7)⇒(9).

Let f : M ↓FFP ↪→ MP ↓FFP be the µR (FP )-module morphism given by Lemma 2.2.36

and that sendsM ↓FFP isomorphically into the summand
(
IdP
(
M ↓FFP

))
↑FPFP ofMP ↓FFP .

With this setup we have that θP ↓FFP f = IdM ↓FFP . Item (9) now follows from Item (7)

by taking N :=MP and φ = θP .

(8)⇒(10).

From Lemma 2.2.36 we can take π : MP ↓FFP↠M ↓FFP to be the natural projection onto

the summand M ↓FFP∼=
(
IdP
(
M ↓FFP

))
↑FPFP . Dually to the previous implication we have

that πθP ↓FFP= IdM ↓FFP . Item (10) now follows from Item (8) by taking N :=MP and

φ = θP .

(9)⇒(11) and (10)⇒(11).

The fact that M is a summand of MP is an immediate consequence of either θP being

split surjective (Item (9)) or θP being split injective (Item (10)).

(11)⇒(1).

From Proposition 2.2.30 we know that N := M ↓FFP is G-centric and, from Item (11)

we have that M is a summand of N ↑FFP=MP .

Remark 2.3.18. The equivalence (2)⇔(1) of Theorem 2.3.17 can be proven indepen-

dently from the rest.

We conclude this section with the following result which allows us to always talk about

the vertex of an indecomposable centric Mackey functor over a fusion system.

Corollary 2.3.19. Let R be a complete local and p-local PID, let G be a fusion

system containing F and let M ∈ MackG
c

R (F) be an indecomposable Mackey functor.

Then M admits a vertex (see De�nition 2.3.7). Moreover VM ∈ F ∩ Gc and, for any

N ∈ MackR (F c) such that M is a summand of N , we have that VM ∈ XN .

Proof. By de�nition of defect set we know that the map θMXM :
⊕

P∈XM MP → M is

split surjective, in particular M is a summand of
⊕

P∈XM MP . Since R is a complete

local PID and M is indecomposable, then we can apply the Krull-Schmidt-Azumaya

theorem (see [CR81, Theorem 6.12 (ii)]) in order to deduce that there exists P ∈ XM
such that M is a summand of MP . Because of Theorem 2.3.17 this implies that M is
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P -projective. Since M is G-centric then MP = 0 for every P ∈ F\ (F ∩ Gc). Therefore

we necessarily have P ∈ F ∩ Gc. De�ne XP := {Q ∈ F c : Q ≤F P}. Since M is

P -projective we can deduce from Corollary 2.3.4 (1) thatM is also XP -projective. From

minimality of XM (see De�nition 2.3.7) this implies that XM ⊆ XP . Since XM is

closed under F -subconjugacy and P ∈ XM we also have that XP ⊆ XM and, therefore,

XP = XM . By construction of XP this is equivalent to saying that M admits a vertex

(namely any fully F -normalized Q =F P ).

Let N be as in the statement and let L ∈ MackR (F c) such that N = M ⊕ L. Since

induction and restriction preserve direct sum decomposition we have that NXN =MXN⊕

LXN . Immediately from the de�nition of θNXN we also have that θNXN (MXN ) ⊆ M and

that θNXN (LXN ) ⊆ L. Moreover, the restrictions of θNXN to MXN and LXN coincide with

θMXN and θLXN respectively. In other words we have that θNXN = θMXNπM + θLXNπL where

πM and πL denote the natural projections ontoMXN and LXN respectively. On the other

hand, from de�nition of defect set, we know that there exists a Mackey functor morphism

u : N → NXN such that θNXNu = IdN . Denote by u|M : M → NXN the restriction of u

toM followed by the natural inclusion into NXN . Since θ
L
XN maps to L and L∩M = {0}

then we can conclude that IdM =
(
θMXNπM + θLXNπL

)
u|M = θMXNπMu|M . In particular

θMXN is split surjective or, equivalently,M is XN -projective. From minimality of the defect

set we can then conclude that VM ∈ XN .

2.4 Green correspondence

Through this section we will be using Notations 2.1.1, 2.2.3, 2.2.9, 2.2.21 and 2.2.31.

In this section we prove the main result of this paper. More precisely we prove that

a Green correspondence holds for centric Mackey functors over fusion systems (see

Theorem 2.4.38).

We start in Subsection 2.4.1 by proving Proposition 2.4.7 which gives us a list of su�cient

conditions to prove a Green correspondence like result in the context of endomorphisms.

Subsections 2.4.2 to 2.4.5 are dedicated to building the tools needed in order to prove that

Proposition 2.4.7 can be applied to endomorphism rings of F -centric Mackey functors.

Finally we conclude with Subsection 2.4.6 where we use Proposition 2.4.7 together with
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Theorem 2.3.17 in order to translate Green correspondence to the context of centric

Mackey functors over fusion systems (see Theorem 2.4.38).

2.4.1 Correspondence of endomorphisms

The goal of this subsection is that of stating and proving Proposition 2.4.7. This result

is one of the cornerstones for proving Theorem 2.4.38.

Let's start with some notation.

De�nition 2.4.1. Let A and B be rings (not necessarily having a unit) and let f : A↠

B be a surjective ring morphism. We say that f is a near isomorphism if A ker (f) =

ker (f)A = 0.

The following Lemmas are useful in later sections and provide examples of near

isomorphisms.

Lemma 2.4.2. Let A and B be rings (not necessarily having a unit) and let f : A→ B

be a ring morphism. If f is an isomorphism then it is a near isomorphism and if f is a

near isomorphism and A has a unit then f is an isomorphism.

Proof. If f is an isomorphism it is surjective and ker (f) = 0. In particular A ker (f) =

ker (f)A = 0 and, therefore, f is a near isomorphism. Assume now that f is a near

isomorphism and A has a unit. Then, for every x ∈ ker (f), we have that x1A = 0 and,

therefore, ker (f) = 0. Thus f is injective. Since f is also surjective by de�nition of

near isomorphism then it is an isomorphism thus concluding the proof.

Lemma 2.4.3. Let A be a ring (not necessarily having a unit) and let I and J be two

sided ideals of A such that I ⊆ J and JA,AJ ⊆ I. Then the natural surjective ring

morphism f : A/I ↠ A/J is a near isomorphism.

Proof. For every C ⊆ A denote by C the image of C under the natural projection onto

A/I. Then, by construction, we have that ker (f) = J . Since AJ, JA ⊆ I we have that

AJ = J A = I = 0 thus concluding the proof.

Lemma 2.4.4. Let A,B and C be rings (not necessarily having a unit) and let f : A→

B and g : B → C be ring homomorphisms. If gf is a near isomorphism and f is

surjective then both f and g are near isomorphisms.
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Proof. First of all notice that ker (f) ⊆ ker (gf). Since gf is a near isomorphims then

we have that A ker (f) ⊆ A ker (gf) = 0 and that ker (f)A ⊆ ker (gf)A = 0. Since f

is surjective by hypothesis then we can conclude that f is a near isomorphism.

On the other hand, since gf is a near isomorphism, then it is surjective and, therefore,

g is also surjective. Since f is surjective, then we have that ker (g) = f (ker (gf)) and

B = f (A). Therefore we can conclude that B ker (g) = f (A ker (gf)) = 0 and that

ker (g)B = f (ker (gf)A) = 0 thus concluding the proof.

Lemma 2.4.5. Let A,B and C be rings (not necessarily having a unit), let f : A ↠

B be a near isomorphism and let g : B ↪→→ C be an isomorphism then gf is a near

isomorphism.

Proof. Since both f and g are surjective, then h := gf is also surjective. The result

follows from applying Lemma 2.4.4 to f = g−1h.

The importance of near isomorphisms comes from the following well known lemma due

to Green which we state without proving.

Lemma 2.4.6 ([Gr71, Lemma 4.22]). Let A and B be R-algebras and let f : A ↠ B

be a near isomorphism. Denote by E (A) and E (B) the sets of idempotents of A and

B respectively. Then the following are satis�ed

(1) f induces a bijection from E (A) to E (B).

(2) Let x ∈ E (A) be a local idempotent. Then f(x) ∈ E (B) is also a local

idempotent.

(3) Let x, y ∈ E (A) be idempotents. Then x and y are conjugate in A if and only if

f (x) and f (y) are conjugate in B.

With this in mind we can now prove the main result of this subsection.

Proposition 2.4.7. Let A and B be R-algebras, let C, J be two sided ideals of A, let

I and K be two sided ideals of C and B respectively (C seen as a ring with potentially

no unit) and let f : C → B and g : B → C + J be R-linear maps. Assume that the

following are satis�ed:
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(1) (C ∩ J)C,C (C ∩ J) ⊆ I ⊆ C ∩ J ,

(2) g (K) ⊆ J ,

(3) f (I) ⊆ K,

(4) f is surjective.

(5) g sends idempotents to idempotents.

(6) The R-linear maps f : C/I → B/K and g : B/K → (C + J) /J induced by f

and g respectively commute with multiplication (i.e. f (xy) = f (x) f (y) and

g (vw) = f (v) f (w) for every x, y ∈ C/I and every v, w ∈ B/K).

(7) The natural isomorphism s : C/ (C ∩ J)→ (C + J) /J and the natural projection

q : C/I → C/ (C ∩ J) satisfy sq = gf .

(8) For every idempotent x ∈ A there exists a unique (up to conjugation)

decomposition of x as a �nite sum of orthogonal local idempotents.

Let b ∈ B be a local idempotent such that b ̸∈ K. Then g (b) ∈ C + J ⊆ A and, from

Conditions (5) and (8), there exists a unique n ∈ N and a unique (up to conjugation)

set of orthogonal local idempotents {a0, . . . , an} ⊆ A such that

g (b) =
n∑
i=0

ai.

There exists exactly one value j ∈ {0, . . . , n} such that aj ∈ C\ (C ∩ J). Moreover, if

we de�ne a := aj, we have that

g(b) ≡ a mod J, f (a) ≡ b mod K.

Proof. Since both C and J are two sided ideals of A then C + J is also a two sided

ideal of A. With notation as in the statement, since all the ai are pairwise orthogonal,

for every i = 0, . . . , n, we have that ai = aig (b) and, since g (b) ∈ C + J , we can

conclude that ai ∈ C + J . Since C + J is a two sided ideal of A we can conclude that

aiAai ⊆ ai (C + J) ai. Since C + J ⊆ A we obtain the other inclusion and, therefore,

we obtain the identity

ai (C + J) ai = aiAai.
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In particular, since each ai is a local idempotent of A, we have that ai (C + J) ai is a

local ring and, since ai ∈ C + J , we can conclude that each ai is a local idempotent of

C + J (and not just of A).

Since, by hypothesis, b ̸∈ K then the projection b of b onto B/K is non zero. Since, by

hypothesis, b is a local idempotent then we can conclude that b is also a local idempotent

(because quotients of local rings are still local rings). Likewise, for every i = 0, . . . , n,

we have that the projection ai of ai onto (C + J) /J is either 0 or a local idempotent

of (C + J) /J .

From Lemma 2.4.3 and Condition (1) we know that the natural projection q of Condition

(7) is a near isomorphism. From Lemma 2.4.2 we know that s is also a near isomorphism.

From Lemma 2.4.5 and Condition (7) we can conclude that gf is also a near isomorphism.

Finally, from Lemma 2.4.4 and Condition (4), we can conclude that f and g are near

isomorphisms. Since b is a local idempotent then we can conclude from Lemma 2.4.6 (2)

that g
(
b
)
=
∑n

i=0 ai is also a local idempotent. Since local idempotents are primitive

we can conclude that there exists exactly one j ∈ {0, . . . , n} such that aj ̸= 0. We can

assume without loss of generality that j = 0 and de�ne a := a0. In other words we have

that g
(
b
)
= a (equivalently g (b) ≡ a mod (J)) while for every i = 1, . . . , n we have

that ai = 0 (equivalently ai ∈ J). This proves the �rst equivalence in the statement.

Since a ̸∈ J (because a ̸= 0), in order to complete the proof, we just need to prove that

a ∈ C and that the second equivalence of the statement is satis�ed.

Since both C and J are two sided ideals of A then we can deduce that aCa and aJa are

two sided ideals of a (C + J) a. Since a is a local idempotent of C + J , by de�nition,

we have that a (C + J) a is a local ring. Notice also that, from the distributive property

of the product, we have that aCa + aJa = a (C + J) a. From de�nition of local ring

we can conclude that either

a (C + J) a = aCa ⊆ C, or a (C + J) a = aJa ⊆ J.

Since a is an idempotent and a ̸∈ J then we can conclude that the identity on the right

in the above equation is not possible. Therefore the identity on the left must be satis�ed

and we can conclude that a ∈ C\ (C ∩ J).

In order to complete the proof we are just left with proving that f (a) is equivalent to
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b modulo K. Denote by a the projection of a on C/I. Since a is an idempotent then

a must also be an idempotent and, from Condition (6) we can deduce that f
(
a
)
is an

idempotent. On the other hand, from the �rst part of the proof, we know that a = g
(
b
)
.

Thus, from Condition (7), we can deduce that

g
(
f
(
a
))

= s
(
q
(
a
))

= a = g
(
b
)
.

Since g is a near isomorphism (as already proven), from the above identities and Lemma

2.4.6 (1), we can conclude that f
(
a
)
= b. From Condition (3) and de�nition of f

this is equivalent to saying that f (a) is equivalent to b modulo K. This concludes the

proof.

Let's conclude this subsection by giving an example where Proposition 2.4.7 is used in

order to prove that Green correspondence holds for Green functors (see [Gr71, Proposition

4.34]).

Example 2.4.8. Let R be a complete local PID, let G be a �nite group, let D,H ≤ G

be subgroups such that NG (D) ≤ H and let M be a Green functor over G on R (see

the �rst de�nition of [Gr71, Subsection 1.3]). With the notation of Proposition 2.4.7 we

can de�ne

A := End
(
M ↓GH

)
, B := trGD

(
End

(
M ↓GD

))
,

C := trHD
(
End

(
M ↓GD

))
, K :=

∑
x∈G−H

trGDx∩D
(
End

(
M ↓GDx∩D

))
,

I :=
∑

x∈G−H

trHDx∩D
(
End

(
M ↓GDx∩D

))
, J :=

∑
x∈G−H

trHDx∩H
(
End

(
M ↓GDx∩H

))
,

f := trGH , g := rGH .

With this setup the Green correspondence for Green functors (see [Gr71, Proposition

4.34]) follows from Proposition 2.4.7 and the �rst remark after [Gr71, Hypothesis 4.31].

2.4.2 Composing induction and restriction

We have seen in Subsection 2.2.2 that, when working with Mackey functors over �nite

groups, there exists a way of rewriting the composition of induction and restriction
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functors (see Equation (2.5)). In that same subsection we have proven that a similar

result holds for centric Mackey functors over fusion systems when composing induction

functors of the form ↑FFP with restriction functors of the form ↓FFQ for some P,Q ∈ F c

(see Lemma 2.2.36). However, we haven't shown any result regarding compositions

of induction and restriction functors when the fusion systems FP and FQ of Lemma

2.2.36 are replaced with other fusion subsystems of F . That is precisely the goal of this

subsection. More precisely, let P ∈ F c be fully F -normalized, letM ∈ MackF
c

R (FP ) and

let N ∈ MackF
c

R (NF (P )) (see Example 2.2.8), in this subsection we study the F -centric

Mackey functors of the form M ↑FFP ↓
F
NF (P ) (see Lemma 2.4.11) and N ↑FNF (P )↓FNF (P )

(see Lemma 2.4.12).

Before proceeding let us introduce some notation that is used throughout the rest of

this document.

Notation 2.4.9. From now on and unless otherwise speci�ed P denotes a fully F-

normalized, F-centric subgroup of S, we denote the normalizer of P in S

(i.e. NS (P )) simply as NS, we denote the normalizer fusion system NF (P ) (see

Example 2.2.8) simply as NF and X and Y denote the following sets

Y := {Q ≤F P : Q ≤ NS, Q ∈ F c and Q ̸= P} ,

X := {Q ⪇ P : Q ∈ F c} = {Q ∈ Y : Q ≤ P} .

Lemma 2.4.10. Let (A,φ) ∈ [P ×F NS], �x a representative φ of φ, let Q ∈ F c∩NF ,

let
(
B,ψ

)
∈ [φ (A)×NF Q] such that B ∈ Fφ(A) ∩F c and denote by φ̃ : φ̃−1 (B)→ B

the morphism φ seen as an isomorphism between the given subgroups (i.e. the unique

morphism such that φιAφ̃−1(B) = ιNSB φ̃). From the universal properties of products we

know that there exist a unique
(
BF ,φ, ψF ,φ

)
∈ [P ×F Q] and a unique morphism

γF ,φ
(B,ψ)

: φ̃−1 (B)→ BF ,φ such that ιP
BF,φγ

F ,φ
(B,ψ)

= ιPφ−1(B) and ψ
F ,φγF ,φ

(B,ψ)
= ψφ̃. With

this setup the morphism γF ,φ
(B,ψ)

belongs to O (FP ) and the morphism ψF ,φ belongs to

O (NF) if and only if φ belongs to O (NF).

Proof. Throughout this proof, contrary to Notation 2.1.1, we write α ∈ O (NF) to

denote that α is a morphism in O (NF) instead of an object in O (NF).

The fact that γF ,φ
(B,ψ)

is a morphism in O (FP ) follows immediately from the identity
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ιP
BF,φγ

F ,φ
(B,ψ)

= ιPφ̃−1(B) and de�nition of the orbit category (see De�nition 2.2.10).

Assume that φ ̸∈ O (NF). Since φ−1 (B) ≤ P , by de�nition of NF , If φ̃ ∈ O (NF)

there would exist φ̂ ∈ HomO(NF ) (P,NS) such that φ̂ιPφ̃−1(B) = ιNSB φ̃. By de�nition of

φ̃ this would imply that φ̂ιPAι
A
φ̃−1(B) = φιAφ̃−1(B). From [Li07, Theorem 4.9] we would

deduce that ιAφ̃−1(B) is an epimorphism and, therefore, we would conclude that φ̂ιPA = φ.

In particular we would have that φ ∈ O (NF) which contradicts our assumption. We can

therefore deduce that φ̃ ̸∈ O (NF). Since ψ ∈ O (NF) this implies that ψφ̃ ̸∈ O (NF).

On the other hand, since O (FP ) ⊆ O (NF), then we have that γF ,φ
(B,ψ)

∈ O (NF). Thus,

from the identity ψF ,φγF ,φ
(B,ψ)

= ψφ̃, we can conclude that ψF ,φ ̸∈ O (NF).

Assume now that φ ∈ O (NF). In this situation we have that φ̃ ∈ O (NF) and,

therefore, ψφ̃ = ψF ,φγF ,φ
(B,ψ)

∈ O (NF). Since φ̃−1 (B) ≤ P , by de�nition of NF ,

there exists a morphism θ : P → NS in O (NF) such that θιPφ̃−1(B) = ιNSQ ψF ,φγF ,φ
(B,ψ)

.

Since γF ,φ
(B,ψ)

∈ O (FP ) then there exists x ∈ P such that φ̃−1 (B)x ≤ BF ,φ and

γF ,φ
(B,ψ)

= ιB
F,φ

φ̃−1(B)xcx−1 . Using both these identities and the de�nition of the orbit category

we can deduce that θιP
BF,φι

BF,φ

φ̃−1(B)x = ιNSQ ψF ,φιB
F,φ

φ̃−1(B)x . From [Li07, Theorem 4.9] we

know that ιB
F,φ

φ̃−1(B)x is an epimorphism and, therefore, we can conclude from the previous

identity that θιP
BF,φ = ιNSQ ψF ,φ ∈ O (NF). In particular ψF ,φ ∈ O (NF) thus concluding

the proof.

Using Lemma 2.4.10 we can now give the �rst of the two main results of this section.

Lemma 2.4.11. Let R be a complete local and p-local PID, let G be a fusion system

containing F and let M ∈ MackG
c

R (FP ). Then

M ↑NF
FP ⊕

⊕
Q∈Y

MQ ∼= M ↑FFP ↓
F
NF

where, for every Q ∈ Y , we have thatMQ ∈ MackG
c

R (NF) is Q-projective. Moreover the

isomorphism realizing the above equivalence can be taken so that the summand M ↑NF
FP

on the left hand side is mapped isomorphically to the µR (NF)-submodule µR (NF)⊗M

of M ↑FFP ↓
F
NF

. Here we are using Corollary 2.2.25 in order to view µR (NF) ⊗M as a

submodule of M ↑FFP ↓
F
NF

.

Proof. In order to simplify notation we de�ne MNF := M ↑FFP ↓
F
NF

. From Proposition
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2.2.30 we know that MNF is G-centric and, therefore, every MK (if exists) must

necessarily be G-centric.

For every (A,φ) ∈ [P ×F NS] �x a representative φ of φ and view it as an isomorphism

onto its image. Since MNF ↓NF
FNS

= M ↑FFP ↓
F
FNS

we can use Lemma 2.2.36 in order

to obtain a decomposition of MNF ↓NF
FNS

as a direct sum of µR (FNS)-modules.

Applying the additive functor ↑NF
FNS

to the resulting decomposition we can conclude that(
MNF

)
NS

= MP ⊕MY (see De�nition 2.2.37) where, using the notation of Lemma

2.2.36, we de�ne

MP :=
⊕

(A,φ)∈[P×FNS ]
φ∈O(NF )

M(A,φ) ↑NF
Fφ(A)

, MY :=
⊕

(A,φ)∈[P×FNS ]
φ ̸∈O(NF )

M(A,φ) ↑NF
Fφ(A)

.

Here we are viewing the right hand sides of the above de�nitions as submodules of(
MNF

)
NS

via the isomorphism described in Lemma 2.2.36. From Proposition 2.2.33

we know that all the elements in θM
NS

NS

(
M(A,φ) ↑NF

Fφ(A)

)
(see De�nition 2.2.37) can be

written as �nite sums of elements of the form IQ
ψ(B)

cψφ̃⊗x for some Q ∈ NF ∩Gc, some(
B,ψ

)
∈ [φ (A)×NF Q] such that B ∈ Fφ(A) ∩ Gc and some x ∈ I

φ−1(B)

φ−1(B)M . Here

φ̃ : φ−1 (B) → B denotes the morphism φ seen as an isomorphism between the given

subgroups. From Lemma 2.4.10 we can now conclude that, for every Q ∈ NF ∩ Gc,

the elements of IQQθ
MNS

NS

(
MP

)
can be written as �nite sums of elements of the form

IQ
θ(C)

cθ ⊗ x for some x ∈ ICCM and some
(
C, θ

)
∈ [P ×F Q] such that θ ∈ O (NF).

Notice that the tensor product is over µR (FP ) and not µR (FNS) since I
Q

θ(C)
cθ ⊗ x is

an element of MNF := M ↑FFP ↓
F
NF

. Likewise, the elements of IQQθ
MNF
NS

(
MY) can be

written as �nite sums of elements of the form IQ
θ(C)

cθ ⊗ x for some x ∈ ICCM and some(
C, θ

)
∈ [P ×F Q] such that θ ̸∈ O (NF). Applying again Proposition 2.2.33 we can

conclude that θM
NF

NS

(
MP

)
∩θMNF

NS

(
MY) = {0}. On the other hand, since R is p-local,

we have from Lemma 2.3.2 that θM
NF

NS
is split surjective and, in particular, surjective.

Since
(
MNF

)
NS

=MP ⊕MY , from the previous result, we can conclude that

MNF = θM
NF

NS

(
MP

)
⊕ θMNF

NS

(
MY) . (2.9)

By de�nition of O (NF) (see Example 2.2.8) we have that for every A ≤ P and every

φ : A → NS in O (NF) there exists a morphism φ̂ : P → NS in O (NF) such that

74



φ̂ιPA = φ. We also have thatO (NF) ⊆ O (F). Therefore, for every (A,φ) ∈ [P ×F NS]

such that φ ∈ O (NF), we can deduce from maximality (see De�nition 2.2.17) that

A = P and φ ∈ AutO(F) (P ). From Proposition 2.2.18 (4) and the above description

of elements in θM
NF

NS

(
M(A,φ) ↑NF

FP

)
we can then conclude that, for every Q ∈ NF ∩ Gc,

the elements in IQQθ
MNS

NS

(
MP

)
are �nite sums of elements of the form IQ

ψ(B)
cψ ⊗ x

for some
(
B,ψ

)
∈ [P ×NF Q] and some x ∈ IBBM . From Proposition 2.2.33 we can

then conclude that θM
NF

NS

(
M(A,φ) ↑NF

FP

)
is precisely the submodule µR (NF) ⊗ M of

M ↑FFP ↓
F
NF

which is, by de�nition, isomorphic to M ↑NF
FP .

From Equation (2.9) and the fact that θM
NF

NS
is split surjective, we conclude that the

restriction of θM
NF

NS
as a map from MY to θM

NF
NS

(
MY) is also split surjective. In

particular we have that θM
NF

NS

(
MY) is isomorphic to a summand of MY . Notice now

that, for every (A,φ) ∈ [P ×F NS], we have that φ (A) ≤F P and, if φ (A) = P ,

then we necessarily have that A = P and φ ∈ AutO(F) (P ) = AutO(NF ) (P ). We can

therefore conclude that

MY =
⊕
Q∈Y

M ′Q where M ′Q :=
⊕

(A,φ)∈[P×FNS ]
φ(A)=Q

M(A,φ) ↑NF
FQ .

Since R is a complete local PID we can now apply the Krull-Schmidt-Azumaya theorem

(see [CR81, Theorem 6.12 (ii)]) in order to write θM
NF

NS

(
MY) =⊕Q∈Y M

Q where each

MQ is a summand of M ′Q. From Theorem 2.3.17 we know that each M ′Q is Q-

projective. Therefore since eachMQ is a summand ofM ′Q we can conclude, again from

Theorem 2.3.17, that MQ is Q-projective thus concluding the proof.

Using Lemma 2.4.11 we can now obtain the following result with which we conclude this

subsection.

Lemma 2.4.12. Let R be a complete local and p-local PID, let G be a fusion system

containing F and let M ∈ MackG
c

R (NF) be P -projective. Then, there exists an Y-

projective M ′ ∈ MackG
c

R (NF) such that

M ↑FNF
↓FNF
∼= M ⊕M ′.

Proof. From Proposition 2.2.30 we know that if such a direct sum decomposition exists
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then M ′ is necessarily G-centric. From Theorem 2.3.17 we know that there exist N ∈

MackG
c

R (FP ) and U ∈ MackG
c

R (NF) such that M ⊕ U ∼= N ↑NF
FP . Since induction

and restriction preserve direct sum decomposition, from Lemma 2.4.11, we obtain an

isomorphism
f :M ↑FNF

↓FNF
⊕U ↑FNF

↓FNF
↪→→ N ↑NF

FP ⊕
⊕
Q∈Y

NQ.

Where each NQ is Q-projective. Lemma 2.4.11 also tells us that f sends the sub-module

M ⊕ U of M ↑FNF
↓FNF

⊕U ↑FNF
↓FNF

isomorphically onto the summand N ↑NF
FP of the

right hand side. Using this we obtain the following equivalence of µR (NF)-modules

M ⊕
⊕
Q∈Y

NQ ∼=

(
M ⊕ U ⊕

⊕
Q∈Y

NQ

)
/U,

∼=
(
M ↑FNF

↓FNF
⊕U ↑FNF

↓FNF

)
/U,

∼= M ↑FNF
↓FNF
⊕
(
U ↑FNF

↓FNF
/U
)
.

In particular we can conclude that M ↑FNF
↓FNF

is a summand of M ⊕
⊕

Q∈Y N
Q.

Moreover, again from the description of f , we have that M ↑FNF
↓FNF

contains the

summand M . Since R is complete local and p-local then we can use this and the

Krull-Schmidt-Azumaya theorem in order to conclude that there exists a summand

M ′ of
⊕

Q∈Y N
Q (which is necessarily Y-projective from Theorem 2.3.17) such that

M ↑FNF
↓FNF
∼= M ⊕M ′. This concludes the proof.

2.4.3 Composing trace and restriction

Through this subsection we will be using Notations 2.1.1, 2.2.3, 2.2.9, 2.2.21, 2.2.31

and 2.4.9.

Let G be a �nite group, let H,K and J be subgroups of G such that J ≤ K and for

every x ∈ [K\G/H] de�ne

[J\K/ (K ∩ xH)]x := {yx ∈ G : y ∈ [J\K/ (K ∩ xH)]} .

It is well known that the following decomposition of double cosets representatives holds

[J\G/H] =
⊔

x∈[K\G/H]

[J\K/ (K ∩ xH)]x. (2.10)

Denoting by trGJ and rGH the trace and restriction maps of the Endomorphism Mackey
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functor End (M) (see [Sa82, De�nition 2.7]) Equation (2.10) can be used in order to

prove that for any Mackey functor M over G

rGK trGH =
∑

x∈[K\G/H]

trKK∩xH ccx r
H
Kx∩H . (2.11)

We know from Proposition 2.3.9 (9) that a similar result holds in the case of the trace

and restriction maps of De�nition 2.3.8. However, Proposition 2.3.9 (9) only involves

composition of trace and restriction maps of the form rFFQ trFFP for some P,Q ∈ F c and

tells us nothing regarding compositions of trace and restriction of the form rFG trFFP for

other fusion system G contained in F . Attempting to obtain a decomposition similar to

that of Proposition 2.3.9 (9) in this situation leads to several complications. These can be

traced back to the lack of a result analogous to Proposition 2.2.18 (6) in the case where

P is replaced with G and [A\P/J ] is replaced with [A×G J ]. Some experimentation

leads us to believe that such a result is possible when P = Q and G = NF (i.e. a result

dual to Theorem 2.4.27), however we were unable to prove it. Nonetheless we were

able to obtain a result analogous to Equation (2.11) for the composition rFNF
trFFP (see

Proposition 2.4.16) and this subsection is dedicated to proving it. In order to do so we

�rst need to develop some tools.

Lemma 2.4.13. Let R be a p-local ring, let M ∈ MackR (F c) and let NS ∈ B(NF )c

R

be the isomorphism class of NS. From Proposition 2.2.39 we know that NS admits an

inverse in B
(NF )c

R . With this setup we have that

rFNF
trFFP =

∑
(A,φ)∈[P×FNS ]

(
NS

−1·
)
∗
trNF

Fφ(A)

φ· rFPFA .

where we are using Notation 2.1.1 as well as the notation of Proposition 2.2.43 and

De�nition 2.3.8 and we are viewing the representative φ of φ as an isomorphism onto

its image. Equivalently, using the same notation, we have that(
NS·
)
∗ r

F
NF

trFFP =
∑

(A,φ)∈[P×FNS ]

trNF
Fφ(A)

φ· rFPFA .

Proof. Since the �rst and second identities of the statement are equivalent we just prove

the second identity. Notice that we can rewrite(
NS·
)
∗ r

F
NF

trFFP = trNF
FNS

rNF
FNS

rFNF
trFFP = trNF

FNS

∑
(A,φ)∈[P×FNS ]

tr
FNS
Fφ(A)

φ· rFPFA .

77



Here we are using Item (11) of Proposition 2.3.9 for the �rst identity and Items (2)

and (9) of the same proposition for the second identity. The Lemma follows after

applying Proposition 2.3.9 (3) to the identity above.

Lemma 2.4.14. Let P ∈ F c be such that F = NF (P ) and let Q ∈ FP ∩ F c. Then

we have that

[Q×F S] =
{
(Q,φ) |φ ∈ HomO(F) (Q,S)

}
, and HomO(F) (Q,S) ∼= HomO(F) (P, S) .

In particular we have the following bijection of �nite sets

[Q×F S] ∼= [P ×F S] ∼= HomO(F) (Q,S) .

Proof. Since Q ≤ P , for any subgroup A ≤ Q, we have that PA = P . Analogously we

also have that PS = S. Since F = NF (P ), by de�nition (see Example 2.2.8), we can

conclude that for every A ≤ Q and every morphism φ : A → S in O (F) there exists

a morphism φ̂ : P → S in O (F) such that φ̂ ιPQ ι
Q
A = φ̂ ιPA = φ. From maximality of

the pairs (A,φ) ∈ [Q×F S] (see De�nition 2.2.17) we can conclude that A = Q and,

therefore, we have that

[Q×F S] =
{
(Q,φ) |φ ∈ HomO(F) (Q,S)

} ∼= HomO(F) (Q,S) .

Thus we are only left with proving that HomO(F) (Q,S) ∼= HomO(F) (P, S).

It su�ces to prove that the map
(
ιPQ

)∗
from HomO(F) (P, S) to HomO(F) (Q,S) (see

Notation 2.1.1) is bijective. From [Li07, Theorem 4.9] we know that ιPQ is surjective. On

the other hand it is well known that the contravariant Hom functor HomO(F) (−, S) is

left exact and, in particular, sends surjective morphisms to injective morphisms. Joining

both these facts we can conclude that
(
ιPQ

)∗
is injective.

On the other hand, as mentioned at the beginning of the proof, for every morphism

φ : Q→ S in O (F) there exists a morphism φ̂ : P → S in O (F) such that φ = φ̂ ιPQ.

This proves that
(
ιPQ

)∗
is also surjective thus concluding the proof.

We can now �nally obtain the last ingredient needed in order to prove Proposition 2.4.16.
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Lemma 2.4.15. Let P ∈ F c be such that F = NF (P ), let M ∈ MackR (F c), let R

be a p-local ring and let S ∈ BFc
R be the isomorphism class of S. From Proposition

2.2.39 we know that S has an inverse in BFc
R . With this setup the following equivalent

identities are satis�ed

∑
φ∈HomO(F)(P,S)

(
S
−1·
)
∗
trFFP

φ· = trFFP ,
∑

φ∈HomO(F)(P,S)

trFFP
φ· =

(
S·
)
∗ tr

F
FP .

Where we are viewing the representative φ of φ as an isomorphism onto its image and

we are dropping the left superindex M in order to keep notation simple.

Proof. We only prove the second identity since both identities are equivalent. From

Proposition 2.3.9 (11) we know that
(
S·
)
∗ = trFFP r

F
FP . Combining this with Proposition

2.3.9 (9) we obtain the identity
(
S·
)
∗ tr

F
FP = trFFS

∑
(A,φ)∈[P×FS]

trFSFP
φ·. The result now

follows from Proposition 2.3.9 (3) and Lemma 2.4.14.

We are now �nally able to give a result for centric Mackey functors over fusion systems

analogous to that of Equation (2.11) in a case not covered by Proposition 2.3.9 (9).

Proposition 2.4.16. Let R be a p-local ring, let M ∈ MackR (F c) and for every

(A,φ) ∈ [P ×F NS] �x a representative φ of φ seen as an isomorphism onto its image.

From Proposition 2.2.39 we know that the NF -conjugacy class NS ∈ B
(NF )c

R of NS

has an inverse in B
(NF )c

R and, using the notation of Proposition 2.2.43, we have that

NS
−1· ∈ End

(
M ↓FNF

)
. For every f ∈ End

(
M ↓FFP

)
and every Q ∈ Y (see Notation

2.4.9) we can now de�ne

fQ :=
∑

(A,φ)∈[P×FNS ]
φ(A)=Q

(
rNF
Fφ(A)

(
NS

−1·
))

φ(
rFPFA (f)

)
∈ End

(
M ↓FFQ

)
.

and the following identity holds

rFNF

(
trFFP (f)

)
= trNF

FP (f) +
∑
Q∈Y

trNF
FQ (fQ) .

Di�erent choices of [P ×F NS] and representative φ ∈ φ can lead to di�erent de�nitions

of each individual fQ but the result holds for any such choice.
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Proof. Applying Proposition 2.3.9 (10) to trNF
FQ (fQ) for every Q ∈ Y we obtain∑

Q∈Y

trNF
FQ (fQ) =

∑
Q∈Y

∑
(A,φ)∈[P×FNS ]

φ(A)=Q

(
NS

−1·
)
∗

(
trNF

FQ

(
φ(
rFPFA (f)

)))
,

=
∑

(A,φ)∈[P×FNS ]
φ(A)∈Y

(
NS

−1·
)
∗

(
trNF

FQ

(
φ(
rFPFA (f)

)))
.

Subtracting the above identity to the one in the statement and applying Lemma 2.4.13

to rFNF

(
trFFP (f)

)
we obtain that the following identity is equivalent to the one in the

statement ∑
(A,φ)∈[P×FNS ]

φ(A)̸∈Y

(
NS

−1·
)
∗
trNF

FQ
φ· rFPFA = trNF

FP .

Because of Lemma 2.4.15 it now su�ces to prove the identity

{(A,φ) ∈ [P ×F NS] |φ (A) ̸∈ Y} =
{
(P, φ) |φ ∈ HomO(NF ) (P,NS)

}
.

For every (A,φ) ∈ [P ×F NS] we have that φ (A) ≤F NS and, therefore, by de�nition

of Y (see Notation 2.4.9), we have that φ (A) ̸∈ Y if and only if φ (A) = P . Since φ

is an isomorphism, A ≤ P and the groups A and P are �nite then the identity φ (A) =

P implies that A = P and, therefore, φ ∈ AutF (P ) = AutNF (P ). Equivalently

φ ∈ HomO(NF ) (P,NS). This proves one inclusion. On the other hand, for every

φ ∈ HomO(NF ) (P,NS), we know from the universal properties of product that there

exist a unique
(
B,ψ

)
∈ [P ×F NS] and a unique γ : P → B such that ψγ = φ and

ιPBγ = ιPP = IdP . From these identities we can conclude that
(
B,ψ

)
= (P, φ). This

proves the second inclusion thus completing the proof.

2.4.4 Decomposing the product in O (F c)⊔

Through this subsection we will be using Notations 2.1.1, 2.2.3, 2.2.9, 2.2.21, 2.2.31

and 2.4.9.

Let G be a �nite group, let H,K and J be subgroups of G such that J ≤ K and for

every x ∈ [H\G/K] de�ne

x [(Hx ∩K) \K/J ] := {xy ∈ G : y ∈ [(Hx ∩K) \K/J ]} .

It is well known that the following identity, dual to Equation (2.10), holds
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[H\G/J ] =
⊔

x∈[H\G/K]

x [(Hx ∩K) \K/J ] . (2.12)

In the case of Mackey functors over �nite groups, this can be used to prove that

trGK trKJ = trGJ where trBA denotes the trace map of the endomorphism Mackey functor

End (M) for some Mackey functor M over G (see [Sa82, De�nition 2.7]). Proposition

2.3.9 (3) proves that a similar result holds for fusion systems. However, in the case

of Mackey functors over fusion systems, given M ∈ MackR (F c) and a fusion system

H, such that FP ⊆ H ⊆ F the trace trFH : End
(
M ↓FH

)
→ End (M) is in general

not de�ned. We show with De�nition 2.4.28 and Lemma 2.4.29 that the trace trFH

can be de�ned when H = NF (see Notation 2.4.9) and that, in this case, we have

trFNF
trNF

FP = trFFP . However, in order to prove such a result, we �rst need to translate

Equation (2.12) to the context of fusion systems. More precisely, we need to prove that,

for every Q ∈ F c, we can write [P ×F Q] in terms of sets of the form [P ×NF A] with

A ∈ NF ∩ F c. This section is dedicated to proving exactly that (see Theorem 2.4.27).

Let us start by �nding what can replace the groups Hx ∩K of Equation (2.12) in the

context of fusion systems.

Lemma 2.4.17. Let A,Q ∈ F c with A ≤ NS and let φ ∈ HomF (A,Q). Using

Notation 2.4.9 we de�ne the normalizer after φ in NF as

NF
φN :=

{
x ∈ NQ (φ (A)) : φ−1cxφ ∈ AutNF (A)

}
,

where, on the right hand side, we are viewing φ as an isomorphism onto its image. Then

NF
φN is the unique maximal subgroup of NQ (φ (A)) such that

AutNF
φN

(φ (A)) ≤ φAutNF (A).

Moreover there exist a fully NF -normalized subgroup A′ ≤ NS, an isomorphism θ ∈

HomNF (A′, A) and a subgroup NNF
φθ of NNS (A

′) containing A′ such that

AutNF
φN

(φ (A)) =
φθ
Aut

N
NF
φθ

(A′).

More precisely we can take θ such that

NNF
φθ =

{
x ∈ NNS (A

′) : cx ∈ AutNF
φN

(φ (A))φθ
}
.

We call any morphism of the form φθ with θ as before NF-top of φ and denote it by
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φNF . We also call normalizer before φNF in NF any group of the form NNF
φNF .

Proof. First of all notice that φ−1c1NK (φ(A))
φ = IdA, that for any x ∈ NF

φN we

have φ−1cx−1φ = (φ−1cxφ)
−1

and that for any other y ∈ NF
φN we have φ−1cxyφ =

(φ−1cxφ) (φ
−1cyφ). Since AutNF (A) is a subgroup of Aut (A) the previous equations

prove that 1NQ(φ(A)) ∈ NF
φN , that x−1 ∈ NF

φN and that xy ∈ NF
φN respectively.

We can therefore conclude that NF
φN is indeed a subgroup of NQ (φ (A)). Moreover,

from de�nition of NF
φN , we have that AutNF

φN
(φ (A))φ is a subgroup of AutNF (A).

Equivalently, AutNF
φN

(φ (A)) is a subgroup of φAutNF (A). On the other hand,

for every x ∈ NQ (φ (A)) such that cx ∈ φAutNF (A) we have by de�nition that

φ−1cxφ ∈ AutNF (A) and, therefore, that x ∈ NF
φN . This proves that NF

φN is indeed

the unique maximal subgroup of NQ (φ (A)) with the desired properties.

Let's now prove the second half of the statement. Let A′ =NF A be fully NF -normalized

and let α : A′ → A be an isomorphism in NF . Since NF
φN ≤ S and S is a p-group

then NF
φN is also a p-group. It follows that AutNF

φN
(φ (A))φα is also a p-group. On

the other hand, from construction of A′ and α have that

AutNF
φN

(φ (A))φα ≤ AutNF (A′) .

Since AutNS (A
′) is a Sylow p-subgroup of AutNF (A′) (see [St03, Proposition 2.5]) we

can apply second Sylow theorem in order to obtain β ∈ AutNF (A′) satisfying

AutNF
φN

(φ (A))φαβ ≤ AutNS (A
′) . (2.13)

We can now de�ne θ := αβ and let NNF
φθ be as in the statement. The same arguments

used to prove that NF
φN is a subgroup of NQ (φ (A)) can be used to prove that NNF

φθ

is a subgroup of NNS (A
′). For every x ∈ A′ we have φθcx (φθ)

−1 = cφθ(x) ∈

AutNF
φN

(φ (A)) and, therefore, the inclusion A′ ≤ NNF
φθ follows. It is also immediate

from de�nition that φθAut
N
NF
φθ

(A′) is contained in AutNF
φN

(φ (A)). The converse

inclusion follows from Equation (2.13) and de�nition of NNF
φθ . This concludes the

proof.

Corollary 2.4.18. With the notation of Lemma 2.4.17 assume that φ = φNF . If there

exists φ̂ ∈ HomF
(
NNF
φ , S

)
such that ιSQφ = φ̂ι

N
NF
φ

A then φ̂
(
NNF
φ

)
= NF

φN .
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Proof. By de�nition, we have that NNF
φ ≤ NNS (A) and that φ̂ (A) = φ (A). Therefore

we can deduce that φ̂
(
NNF
φ

)
≤ NNS (φ (A)). Moreover, from Lemma 2.4.17 we have

that

AutNF
φN

(φ (A)) = φAut
N
NF
φ

(A) = Aut
φ̂
(
N
NF
φ

) (φ (A)) .

From these identities we can conclude that

NF
φNCS (φ (A)) = φ̂

(
NNF
φ

)
CS (φ (A)) .

Recall now that, by hypothesis, we have A ∈ F c. Therefore we also have φ (A) ∈ F c. In

particular CS (φ (A)) ≤ φ (A). Finally, from Lemma 2.4.17 we have that φ (A) ≤ NF
φN

and that A ≤ NNF
φ . Putting all this together we obtain the following identities from

which the result follows.

NF
φN = NF

φNCS (φ (A)) = φ̂
(
NNF
φ

)
CS (φ (A)) = φ̂

(
NNF
φ

)
.

Corollary 2.4.19. With notation as in Lemma 2.4.17, for every A′ ∈ F c and

isomorphism θ ∈ HomNF (A′, A) we have that NF
φN = NF

φθN .

Proof. Since θ is an isomorphism in NF then we have that AutNF (A) = θAutNF (A′).

With this in mind the result follows from the identities below.

NF
φθN =

{
x ∈ NQ (φθ (A′)) : (φθ)−1 cxφθ ∈ AutNF (A′)

}
,

=
{
x ∈ NQ (φ (A)) : φ−1cxφ ∈ θ

(AutNF (A′))
}
,

=
{
x ∈ NQ (φ (A)) : φ−1cxφ ∈ AutNF (A)

}
= NF

φN.

Corollary 2.4.20. With the notation of Lemma 2.4.17:

(1) We can always take
(
φNF

)NF = φNF .

(2) If φ = φNF then for every x ∈ P we have that φcx = (φcx)
NF where cx : A

x → A

is seen as an isomorphism in NF .
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Proof.

(1) The result follows from de�nition of
(
φNF

)NF and the identities below

φNF
Aut

N
NF
φNF

(A′) = AutNF
φN

(φ (A)) = Aut NF
φNF

N

(
φNF (A′)

)
.

Here we are using Corollary 2.4.19 for the second identity.

(2) With the notation of Item (2) we have that

AutNF
φcxN

(φcx (A
x)) = AutNF

φN
(φ (A)) = φAut

N
NF
φ

(A) = φcxAut(
N
NF
φ

)x (Ax).

Where, for the �rst identity, we are using Corollary 2.4.19, while, for the second

identity, we are using the fact that φ = φNF . Using the above and the description

of NNF
φ given in Lemma 2.4.17 we obtain

(
NNF
φ

)x
=
{
y ∈ NNS (A) : cy ∈ AutNF

φN
(φ (A))φ

}x
,

=
{
z ∈ NNS (A

x) : cxz ∈ AutNF
φN

(φcx (A
x))φ

}x
,

=
{
z ∈ NNS (A

x) : cz ∈ AutNF
φN

(φcx (A
x))φcx

}x
,

=
{
z ∈ NNS (A

x) : cz ∈ AutNF
φcxN

(φcx (A
x))φcx

}x
.

Where we are using Corollary 2.4.19 for the last identity. The result follows by

de�ning NNF
φcx :=

(
NNF
φ

)x
.

Finally we obtain the following

Lemma 2.4.21. With the notation of Lemma 2.4.17 for every x ∈ Q we have that
x(NF

φN
)
= NNF

cxφ . Moreover, if φ = φNF , we also have that cxφ = (cxφ)
NF and that

NNF
φ = NNF

cxφ .

Proof. First of all notice that

NF
cxφN =

{
y ∈ NQ (x(φ (A))) : (cxφ)

−1 cycxφ ∈ AutNF (A)
}
,

=
{
y ∈ x(NQ (φ (A))) : φ−1cyxφ ∈ AutNF (A)

}
,

=
{
xz : z ∈ NQ (φ (A)) and φ−1czφ ∈ AutNF (A)

}
=

x(NF
φN
)
.
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This proves the �rst half of the lemma. For the second part we can use the above and

the identity φ = φNF to obtain the identities below

cxφAut
N
NF
φ

(A) =
cx(

AutNF
φN

(φ (A))
)
= Autx(NF

φN
) (cxφ (A)) = AutNF

cxφN
(cxφ (A)) .

This proves both that cxφ = (cxφ)
NF and that NNF

φ = NNF
cxφ .

Lemma 2.4.21 allows us to introduce the following de�nition.

De�nition 2.4.22. Let A,Q ∈ F c with A ≤ NS, let φ ∈ HomF (A,Q) if there exists

a representative φ of φ such that φ = φNF then, from Lemma 2.4.21, this happens

for every representative of φ. If this is the case we write φ = φNF and de�ne the

normalizer before φ in NF as NNF
φ := NNF

φ . Because of Lemma 2.4.21 we know

that NNF
φ does not depend on the choice of representative φ of φ.

As we show in Theorem 2.4.27, for every P,Q ∈ F c and every (A,φ) ∈ [P ×Q] such

that φ = φNF the groups NNF
φ play, in the context of fusion systems, a role analogous

to the one that the groups Hx ∩K play in Equation (2.12).

Let's now look into what objects play, in the context of fusion systems, a role analogous

to that of the biset representatives x ∈ [H\G/K] of Equation (2.12).

De�nition 2.4.23. Let Q ∈ F c. We de�ne an equivalence relation ∼ in [P ×F Q] by

setting (A,φ) ∼
(
B,ψ

)
if and only if there exists an isomorphism θ ∈ HomO(NF ) (A,B)

such that φ = ψθ. Lemma 2.4.17 ensures us that for each equivalence class in

[P ×Q] / ∼ we can choose one representative (A,φ) such that A is fully NF -normalized

and φ = φNF . We de�ne the product of NF and Q in F to be any subset

[NF ×Q] ⊆ [P ×F Q] formed by such representatives.

We want the elements [NF ×Q] and NNF
φ to play, in the context of fusion systems, the

same role that the elements [H\G/K] and Hx ∩K play in Equation (2.12). In order

to do so we need to be able to de�ne something analogous to the set x [Hx ∩K\K/J ]

of Equation (2.12). In other words, for every (A,φ) ∈ [NF ×Q] we need to be able to

lift the morphism φ : A→ Q in a unique way to a morphism φ̂ : NNF
φ → Q.

Proposition 2.4.24. Let Q ∈ F c, let (A,φ) ∈ [NF ×Q] and let φ be a representative

of φ. There exists a morphism φ̂ : NNF
φ → Q in F such that φ = φ̂ι

N
NF
φ

A . In particular,
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from Corollary 2.4.18, we have that φ̂
(
NNF
φ

)
= NF

φN ≤ NQ (φ (A)). Moreover there

exists a unique morphism φ̂ : NNF
φ → Q in O (F c) such that φ̂ι

N
NF
φ

A = φ and φ̂ is

necessarily a representative of φ̂.

Proof. If the �rst part of the statement is satis�ed then the morphism φ̂ inO (F c) having

representative φ̂ satis�es φ̂ι
N
NF
φ

A = φ. From [Li07, Theorem 4.9] we know that ι
N
NF
φ

A

is an epimorphism. Therefore, for any morphism ψ : NNF
φ → Q in O (F c) satisfying

ψι
N
NF
φ

A = φ = φ̂ι
N
NF
φ

A , we must necessarily have ψ = φ̂. This proves uniqueness of φ̂.

We are now only left with proving that there exists a morphism φ̂ as in the statement.

We know from de�nition of [NF ×Q] that A ∈ F c. Therefore we must also have

φ (A) ∈ F c and, in particular, φ (A) is fully F -centrialized. From [St03, Proposition

4.4] (see also [Li07, Proposition 2.7]) we can now deduce that there exists a morphism

ψ : NιSQφ
→ S (see De�nition 2.2.5) such that ψι

N
ιS
Q
φ

A = ιSQφ. By de�nition of NNF
φ (see

Lemma 2.4.17) we have that NNF
φ ≤ NιSQφ

. Therefore we can apply Corollary 2.4.18

(taking φ̂ := ψι
N
ιS
Q
φ

N
NF
φ

) to deduce that ψ
(
NNF
φ

)
= NF

φN . In particular we have that

ψ
(
NNF
φ

)
≤ Q. This allows us to de�ne the morphism φ̂ : NNF

φ → Q in F by setting

φ̂ (x) := ψ (x) for every x ∈ NNF
φ . Since ψι

N
ιS
Q
φ

A = ιSQφ then we have that φ̂ = φι
N
NF
φ

A

thus completing the proof.

Notice that maximality of the pairs (A,φ) ∈ [NF ×Q] does not imply that the pair(
NNF
φ , φ̂

)
given by Proposition 2.4.24 satis�es

(
NNF
φ , φ̂

)
= (A,φ) since we might have

that NNF
φ ̸≤ P . However, we have the following corollary.

Corollary 2.4.25. Let Q ∈ F c and let (A,φ) ∈ [NF ×Q] then A = NNF
φ ∩ P .

Proof. From Lemma 2.4.17 we know that A ≤ NNF
φ and from De�nitions 2.2.17 and

2.4.23 we know that A ≤ P . Therefore we can deduce that A ≤ NNF
φ ∩P . Then, using

the notation of Proposition 2.4.24, we obtain the identity φ̂ι
N
NF
φ

N
NF
φ ∩P

ι
N
NF
φ ∩P

A = φ. Since

NNF
φ ∩P ≤ P then we can deduce from maximality of the pair (A,φ) that A = NNF

φ ∩P

thus concluding the proof.

From Corollary 2.4.25 we now obtain the following.
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Lemma 2.4.26. Let Q ∈ NF ∩ F c and let (A,φ) ∈ [NF ×Q]. For every
(
B,ψ

)
∈[

P ×NF N
NF
φ

]
and every representative ψ of ψ we have that ψ (B) = NNF

φ ∩ P = A.

Proof. Because of Corollary 2.4.25 we just need to prove that ψ (B) = NNF
φ ∩P for any

representative ψ of ψ. Since ψ is a morphism inNF and, by de�nition, every morphism on

NF sends subgroups of P to subgroups of P , then ψ (B) ≤ P . Therefore we must have

ψ (B) ≤ NNF
φ ∩P . From de�nition of NF this implies that there exists ψ̂ ∈ AutNF (P )

such that ψ̂ (x) = ψ (x) for every x ∈ B. De�ne now θ : C := ψ̂−1
(
NNF
φ ∩ P

)
→ NNF

φ

by setting θ (x) := ψ̂ (x) for every x ∈ C. Then we have thatB ≤ C and θιCB = ψ. Since

θ is a morphism in NF and C ≤ P , from maximality of the pair
(
B,ψ

)
(see De�nition

2.2.17), we can conclude that
(
C, θ

)
=
(
B,ψ

)
. In particular we have that ψ (B) = θ (C)

and since θ (C) = ψ̂
(
ψ̂−1

(
NNF
φ ∩ P

))
= NNF

φ ∩ P the result follows.

We have now gathered all the ingredients needed to prove Theorem 2.4.27 with which

we conclude this subsection.

Theorem 2.4.27. Using Notation 2.4.9 let Q ∈ F c (see De�nition 2.2.11) and for every

(A,φ) ∈ [NF ×Q] (see Example 2.2.8 and De�nition 2.4.23) let φ̂ be as in Proposition

2.4.24. Then, for every (A,φ) ∈ [NF ×Q] we can take
[
P ×NF N

NF
φ

]
(see De�nition

2.2.17 and Lemma 2.4.21) so that

[P ×F Q] =
⊔

(A,φ)∈[NF×Q]

φ̂
[
P ×NF N

NF
φ

]
,

where

φ̂
[
P ×NF N

NF
φ

]
:=

⊔
(B,ψ)∈

[
P×NFN

NF
φ

]
{(
B, φ̂ψ

)}
.

Proof. Let (A,φ) ∈ [NF ×Q], let
(
B,ψ

)
∈
[
P ×NF N

NF
φ

]
, let ψ be a representative

of ψ and let ψ̃ : B → ψ (B) be the morphism ψ seen as an isomorphism onto its

image. From Lemma 2.4.26 we know that ψ̃ is in fact an isomorphism from B to

A. From de�nition of NF (see Example 2.2.8) we can now choose an automorphism

ψ̂ ∈ AutNF (P ) satisfying ψ̂ιPB = ιPAψ. For every D ≤ P we denote by ψ̂D : D → ψ̂ (D)

the isomorphism in NF obtained by restricting ψ̂ to D.

From the universal property of products, we know that there exist a unique
(
C, θ

)
∈

[P ×F Q] and a unique γ : B → C such that θ γ = φ̂ ψ and ιPCγ = ιPB. From the
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second identity we can deduce that γ ∈ O (FP ) (see Example 2.2.2 and De�nition

2.2.10). Therefore we can choose
[
P ×NF N

NF
φ

]
so that B ≤ C and γ = ιCB. With

this setup the �rst identity can be rewritten as θ ιCB = φ̂ ψ = φ ψ̃. Using this and

the notation introduced at the start we obtain the identity θψ̂−1
C ι

ψ̂(C)
A = φ. Since(

C, θ
)
∈ [P ×F Q] we know from Proposition 2.2.18 (4) that there exists x ∈ P

satisfying
(
ψ̂ (C)x , θψ̂−1

C cx

)
∈ [P ×F Q]. With this setup we obtain the identities

φ = θψ̂−1
C cx cx−1ι

ψ̂(C)
A and ιPA = ιP

ψ̂(C)h
ch−1ι

ψ̂(C)
A . Since (A,φ) ∈ [NF ×Q] ⊆ [P ×F Q]

we can conclude from the previous identities and the universal properties of product that

(A,φ) =
(
ψ̂ (C)x , θψ̂−1

C cx

)
and cx−1ι

ψ̂(C)
A = IdA. In particular we have that A = ψ̂ (C)

and, from Lemma 2.4.26, we can conclude that B = C. This implies that ιCB = IdB

which allows us to deduce from the identity θ ιCB = φ̂ ψ that
(
B, φ̂ ψ

)
=
(
C, θ

)
∈

[P ×F Q] thus proving that

⋃
(A,φ)∈[NF×FQ]

⋃
(B,ψ)∈

[
P×NFN

NF
φ

]
{(
B, φ̂ ψ

)}
⊆ [P ×F Q] . (2.14)

Let's now prove the other inclusion. By de�nition of [NF ×Q] (see De�nition 2.4.23) we

know that for every
(
C, θ

)
∈ [P ×F Q] there exist a unique (A,φ) ∈ [NF ×Q] and an

isomorphism γ : C → A in O (NF) such that θ = φγ = φ̂ ι
N
NF
φ

A γ. From the universal

properties of products we know that there exist a unique
(
B,ψ

)
∈
[
P ×NF N

NF
φ

]
and

a unique map δ : C → B such that ιPB δ = ιPC and that ψ δ = ι
N
NF
φ

A γ. Joining

the second identity with the previous one we obtain the identity θ = φ̂ ψ δ. Since(
B, φ̂ ψ

)
∈ [P ×F Q] as shown in the �rst part of the proof we can conclude from the

universal properties of products that δ = IdB and that
(
B, φ̂ ψ

)
=
(
C, θ

)
. This gives

us the inclusion converse to that of Equation (2.14) thus leading us to the identity

[P ×F Q] =
⋃

(A,φ)∈[NF×FQ]

⋃
(B,ψ)∈

[
P×NFN

NF
φ

]
{(
B, φ̂ ψ

)}
.

We are now only left with proving that the above unions are disjoint.

Let (A,φ) ,
(
A′, φ′

)
∈ [NF ×Q], let

(
B,ψ

)
∈
[
P ×NF N

NF
φ

]
and let

(
B′, ψ′

)
∈[

P ×NF N
NF
φ′

]
such that

(
B′, φ̂′ ψ′

)
=
(
B, φ̂ ψ

)
. Fix representatives, ψ and ψ′ of

ψ and ψ′ respectively, let ψ̃ and ψ̃′ be the isomorphisms obtained by viewing ψ and ψ
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respectively as isomorphisms onto their images and let φ̂ and φ̂′ be as in Proposition

2.4.24. With this setup we have that φ̂ ψ = φ ψ̃ and that φ̂′ ψ′ = φ′ ψ̃′. Thus, from the

identity φ̂ ψ = φ̂′ ψ′ we can conclude that φ = φ′ ψ̃′ ψ̃−1. Since ψ̃′ ψ̃−1 is an isomorphism

in O (NF), by de�nition of [NF ×Q], we can conclude that (A,φ) =
(
A′, φ′

)
.

Take now a representative φ of φ and let φ̃ : A→ φ (A) be the isomorphism obtained by

viewing φ as an isomorphism onto its image. With this setup we have that φψ̃ = ιQφ(A)φ̃ψ̃

and that φψ̃′ = ιQφ(A)φ̃ψ̃
′. Thus we obtain the identity ιQφ(A)φ̃ψ̃ = ιQφ(A)φ̃ψ̃

′ and we can

deduce that there exists x ∈ Q such that cxφ̃ψ̃ = φ̃ψ̃′ as isomorphisms from B to

φ (A). Since φ̃ψ̃ is an isomorphism from B to A, from the previous identity, we can

conclude that x ∈ NQ (φ (A)). Always from the previous identity we obtain the identity

φ̃−1cxφ̃ = ψ̃′ψ̃−1. Since both ψ̃ and ψ̃′ are isomorphism in NF we can deduce from

Lemma 2.4.26 that ψ̃′ψ̃−1 ∈ AutNF (A). Thus, from Lemma 2.4.17, we have that

x ∈ NF
φN . Now let φ̂ be a representative of φ̂ as in Proposition 2.4.24. From Corollary

2.4.18 we know that there exists a unique y ∈ NNF
φ such that x = φ̂ (y). With this

setup we can deduce that φ̃−1cxφ̃ = φ̃−1φ̃cy = cy. Thus we can conclude that cyψ̃ = ψ̃′

and, since y ∈ NNF
φ we can conclude by de�nition of the orbit category (see De�nition

2.2.10) that ψ = ιQAcyψ̃ = ιQAψ̃
′ = ψ′ thus concluding the proof.

2.4.5 The trace from NF to F

Through this subsection we will be using Notations 2.1.1, 2.2.3, 2.2.9, 2.2.21, 2.2.31

and 2.4.9.

As we already explained at the beginning of Subsection 2.4.4 given a fusion system H ⊆

F and a Mackey functor M ∈ MackR (F c) the trace trFH : End
(
M ↓FH

)
→ End (M)

is, in general, not de�ned. However, just like Equation (2.12) can be used in the case

of Mackey functors over �nite groups in order to prove that trace maps compose nicely,

Theorem 2.4.27 can be used in the case of centric Mackey functors over fusion systems

in order to de�ne trFNF
and prove that trFNF

trNF
FP = trFFP (see Examples 2.2.2 and 2.2.8

for notation). More precisely we have the following.

De�nition 2.4.28. LetR be a p-local ring and letM ∈ MackR (F c). From Proposition

2.2.39 we know that the isomorphism class S ∈ BFc
R of S has an inverse in BFc

R . Thus,

using the notation of Examples 2.2.2 and 2.2.8 and of Proposition 2.2.43, we de�ne the
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trace from NF to F as the R-module morphism

M
trFNF

:=
(
S
−1·
)
∗

∑
(A,φ)∈[NF×S]

M
trFF

N
NF
φ

M↓FNF rNF
F
N
NF
φ

: End
(
M ↓FNF

)
→ End (M) .

From Items (7) and (8) of Proposition 2.3.9 we know that
M
trFNF

does not depend on

the choice of the set [NF × S] (see De�nition 2.4.23). Whenever there is no confusion

regarding M we simply write trFNF
:=

M
trFNF

.

Lemma 2.4.29. Let R be a p-local ring. Regardless of the centric Mackey functor

involved we have that trFNF
trNF

FP = trFFP . In particular trFNF
sends TrNF

P surjectively onto

TrFP (see De�nition 2.3.12).

Proof. For every (A,φ) ∈ [NF × S] �x representatives φ of φ and φ̂ of φ̂ as in

Proposition 2.4.24 and for every
(
B,ψ

)
∈
[
P ×NF N

NF
φ

]
�x a representative ψ of ψ.

Let φ̃, ˜̂φ and ψ̃ denote the isomorphisms obtained by viewing φ, φ̂ and ψ respectively

as isomorphisms onto their images. With this notation and the notation of Proposition

2.2.43 we have that

(
S·
)
∗ tr

F
NF

trNF
FP =

∑
(A,φ)∈[NF×S]

trFF
˜̂φ

(
N
NF
φ

) ˜̂φ· rNF
F
N
NF
φ

trNF
FP ,

=
∑

(A,φ)∈[NF×S]

∑
(B,ψ)∈

[
P×NFN

NF
φ

] trFF ˜̂φ

(
N
NF
φ

) ˜̂φ· tr
F
N
NF
φ

Fψ̃(B)

ψ̃· rFPFB ,

=
∑

(A,φ)∈[NF×S]

∑
(B,ψ)∈

[
P×NFN

NF
φ

] trFFφ̃(ψ̃(B))

φ̃ψ̃· rFPFB .

Where we are using Item (7) of Proposition 2.3.9 for the �rst identity, Item (9) for the

second identity and Items (3) and (5) for the third identity. From Theorem 2.4.27 we

can now replace the two sums in the last line of the previous equation with a sum over

the pairs
(
C, θ

)
∈ [P ×F S] and replace the isomorphisms φ̃ψ̃ with the isomorphisms

θ̃ where θ is a representative of θ and θ̃ is the isomorphism obtained by viewing θ as

an isomorphism onto its image. With this change in mind we can apply Items (3) and

(9) of Proposition 2.3.9 in order to obtain the identity
(
S·
)
∗ tr

F
NF

trNF
FP = trFFS r

F
FS tr

F
FP .

Applying now Item (11) we obtain from here the identity
(
S·
)
∗ tr

F
NF

trNF
FP =

(
S·
)
∗ tr

F
FP .

Finally, from Propositions 2.2.39 and 2.2.43, we know that
(
S·
)
∗ is invertible and,
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therefore, we can deduce from the previous identity that trFNF
trNF

FP = trFFP thus

concluding the proof.

Corollary 2.4.30. Let R be a p-local ring and let M ∈ MackR (F c). For every family

X of elements in FP ∩ F c we have that trFNF

(
TrNF

X

)
= TrFX .

Proof. Because of linearity of trFNF
it su�ces to prove the statement when X = {Q}

for some Q ∈ FP ∩ F c. From Proposition 2.3.9 (3) we know that trFFP tr
FP
FQ = trFFQ

and that trNF
FP trFPFQ = trNF

FQ . Thus, from de�nition of TrFQ and TrNF
Q (see De�nition

2.3.12), we have that TrFQ = trFFP
(
TrFPQ

)
and that TrNF

Q = trNF
FP

(
TrFPQ

)
. Since TrNF

Q ⊆

End
(
M ↓FNF

)
the result now follows from the above and Lemma 2.4.29 after applying

trFNF
to TrNF

K .

Corollary 2.4.30 allows us to give the following de�nition.

De�nition 2.4.31. Let R be a p-local ring, let M ∈ MackR (F c), let X be as in

Notation 2.4.9 and let ENF
X := End

(
M ↓FNF

)
/TrNF

X and EF
X := End (M) /TrFX . We

de�ne the quotient trace from NF to F as the R-module morphism trFNF
: ENF

X →

EF
X obtained by setting trFNF

(
f
)
:= trFNF

(f) for every f ∈ End
(
M ↓FNF

)
. Here we are

using the overline (·) to denote the projections onto the appropriate quotients. Corollary

2.4.30 assures us that trFNF

(
f
)
does not depend of the chosen preimage f of f .

An important property of the R-module morphism trFNF
of De�nition 2.4.31 is the

following.

Lemma 2.4.32. With notation as in De�nition 2.4.31 view trFNF
as a morphism from

TrNF
P := TrNF

P /TrNF
X to TrFP := TrFP /Tr

F
X . Then trFNF

is surjective and commutes with

multiplication (i.e. trFNF

(
fg
)
= trFNF

(
f
)
trFNF

(g) for every f, g ∈ TrNF
P ). In particular,

if TrNF
P has a multiplicative unit, then trFNF

is a surjective R-algebra morphism.

Proof. During this proof we use the overline symbol (·) in order to represent the

projection of an endomorphism on the appropriate quotient ring. From Corollary 2.4.30

we know that the map trFNF
viewed as in the statement is surjective. If TrNF

P has

a multiplicative unit (denoted 1
Tr
NF
P

) and commutes with multiplication then, from

surjectivenes, we necessarily have that trFNF

(
1
Tr
NF
P

)
= 1TrFP . Thus we only need to

prove that trFNF
commutes with multiplication.
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Let H ∈ {NF ,F}, let (A,φ) ∈ [P ×H P ] and let φ be a representative of φ. Since

A ≤ P , φ is injective and both A and P are �nite groups then we have that φ (A) ⪇ P

unless A = P . From de�nition of X (see Notation 2.4.9), this is equivalent to saying that

φ (A) ∈ X unless φ ∈ AutNF (P ) = AutF (P ). On the other hand, from maximality of

the pairs in [P ×H P ] (see De�nition 2.2.17), we have that (P, φ) ∈ [P ×H P ] for every

φ ∈ AutO(NF ) (P ) = AutO(F) (P ). Let M ∈ MackR (F c) and let f ∈ End
(
M ↓FFP

)
.

From the above discussion and Proposition 2.3.9 (9) we can conclude that

rHFP
(
trHFP (f)

)
∈ F ,Pf + TrFPX . where F ,Pf :=

∑
φ∈AutO(F)(P )

φf.

From Proposition 2.3.9 (3) we also have that trHFP
(
TrFPX

)
= TrHX . Using the above and

Proposition 2.3.9 (10) we can conclude that

trHFP (f) tr
H
FP (g) = trHFP

(
f rHFP

(
trHFP (g)

))
= trHFP (f

F ,Pg)

for every f, g ∈ End
(
M ↓FFP

)
. On the other hand we know from Lemma 2.4.29 that

trFNF

(
trNF

FP (α)
)

= trFFP (α) for α ∈
{
f, g, f F ,Pg

}
and, therefore, we can conclude

that

trFNF

(
trNF

FP (f)
)
trFNF

(
trNF

FP (g)
)
= trFNF

(
trNF

FP (f F ,Pg)
)
= trFNF

(
trNF

FP (f) trNF
FP (g)

)
.

Since all elements in TrNF
P are, by de�nition, of the form trNF

FP (f) for some f ∈

End
(
M ↓FFP

)
the result follows.

2.4.6 Green correspondence for centric Mackey functors

Through this subsection we will be using Notations 2.1.1, 2.2.3, 2.2.9, 2.2.21, 2.2.31

and 2.4.9.

In this subsection we follow similar ideas as those Sasaki uses in [Sa82, Proposition 3.1]

in order to prove that the Green correspondence holds for centric Mackey functors over

fusion systems (Theorem 2.4.38). To do so we need to replace some results valid for

Mackey functors over �nite groups with the analogue results developed in Subsections

2.4.2 to 2.4.5. First however we need to prove that Proposition 2.4.7 can be applied to
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centric Mackey functors over fusion systems just like it can be applied to Green functors

(see Example 2.4.8).

LetR be a complete local and p-local PID and letM ∈ MackR (F c) be indecomposable

with vertex P (see Corollary 2.3.19). Using Notation 2.4.9 we can de�ne

A := End
(
M ↓FNF

)
, B := TrFP = End (M) ,

C := TrNF
P , K := TrFX ,

I := TrNF
X , J := TrNF

Y ,

f := trFNF
, g := rFNF

.

Here we are using Theorem 2.3.17 and the fact that M has vertex P to de�ne B and

we are viewing f as a morphism from TrNF
P to TrFP (see Lemma 2.4.29) and rFNF

as a

morphism from TrFP to TrNF
P +TrNF

Y (see Proposition 2.4.16). With this setup we can

now provide the following.

Lemma 2.4.33. With notation as above the conditions needed to apply Proposition

2.4.7 are met. Moreover IdM is a local idempotent of End (M) satisfying rFNF
(IdM) =

IdM↓FNF
.

Proof. Since R is a complete local PID andM is indecomposable we can apply [CR81,

Proposition 6.10 (ii)] to deduce that End (M) is a local ring. In particular IdM is a local

idempotent of End (M). The identity rFNF
(IdM) = IdM↓FNF

follows immediately from

De�nition 2.3.8.

Therefore, if we prove the �rst part of the statement, the second part follows.

Let us start by proving that A,B,C,K, I, J, f and g are as de�ned in Proposition 2.4.7.

First of all notice that End
(
M ↓FNF

)
and End (M) are both R-algebras. From Lemma

2.3.13 we also know that TrFX is a two sided ideal of End (M) and that TrNF
P ,TrNF

X and

TrNF
Y are two sided ideals of End

(
M ↓FNF

)
. By de�nition of X (see Notation 2.4.9) we

know that for every Q ∈ X then HomF (Q,P ) ̸= ∅. Therefore, from Lemma 2.3.14 we

can conclude that TrNF
X ⊆ TrNF

P and since TrNF
X is a two sided ideal of End

(
M ↓FNF

)
then we can view TrNF

X as a two sided ideal of TrNF
P (seen as a ring with potentially

no unit). As mentioned in the statement we can use Lemma 2.4.29 to view trFNF
as a
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morphism of R-modules from TrNF
P to TrFP . Finally, writing EQ := End

(
M ↓FFQ

)
for

any Q ∈ F c, we have from Proposition 2.4.16 that

rFNF

(
TrFP

)
= rFNF

(
trFFP (EP )

)
⊆ trNF

FP (EP ) +
∑
Q∈Y

trNF
FQ (EQ) = TrNF

P +TrNF
Y .

Thus, we can view rFNF
as an R-module morphism from TrFP to TrNF

P +TrNF
Y .

With this setup we just need to prove that the Conditions (1)-(8) of Proposition 2.4.7

are met for our choices of A,B,C,K, I, J, f and g.

(1) For Condition (1) we need to check that the following inclusions are satis�ed

(
TrNF

P ∩Tr
NF
Y
)
TrNF

P ⊆ TrNF
X , TrNF

P

(
TrNF

P ∩Tr
NF
Y
)
⊆ TrNF

X ,

TrNF
X ⊆ TrNF

P ∩Tr
NF
Y .

From de�nition of X and Y (see Notation 2.4.9) we know that X ⊆ Y and that

every element in X is a subgroup of P . Therefore, from Lemma 2.3.14 we can

conclude that TrNF
X ⊆ TrNF

P and TrNF
X ⊆ TrNF

Y . This proves the bottom inclusion.

Let's now prove the top right inclusion (the top left inclusion follows similarly).

Let f ∈ End
(
M ↓FFP

)
and for every Q ∈ Y let gQ ∈ End

(
M ↓FFQ

)
such that∑

Q∈Y trNF
FQ (gQ) ∈ TrNF

P ∩Tr
NF
Y . Then, from Items (9) and (10) of Proposition

2.3.9, we have that

trNF
FP (f)

(∑
Q∈Y

trNF
FQ (gQ)

)
=
∑
Q∈Y

trNF
FP

(
f rNF

FP

(
trNF

FQ (gQ)
))

,

=
∑
Q∈Y

∑
(A,φ)∈[Q×NFP ]

trNF
FP

(
f trFPFφ(A)

(φ(
r
FQ
FA (gQ)

)))
.

Where φ is a representative of φ seen as an isomorphism onto its image. Fix now

Q ∈ Y and (A,φ) ∈ [Q×NF P ] and take φ as before. Since M is F -centric,

if A ̸∈ F c we have that M ↓FFA= 0 and, in particular, r
FQ
FA (gQ) = 0. We can

therefore assume without loss of generality that A ∈ F c. Since A ∈ FQ ∩ F c

and Q ∈ Y then we can conclude from de�nition of Y (see Notation 2.4.9) that

A ∈ Y . From this we can deduce that φ (A) ∈ Y and since φ (A) ≤ P we can

conclude that φ (A) ∈ X . With this in mind, applying Items (3) and (10) of
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Proposition 2.3.9, we obtain that

trNF
FP

(
f trFPFφ(A)

(φ(
r
FQ
FA (gQ)

)))
=trFFφ(A)

(
rFPFφ(A)

(f)
φ(
r
FQ
FA (gQ)

))
∈TrNF

φ(A)⊆ TrNF
X .

Therefore TrNF
P

(
TrNF

P ∩Tr
NF
Y
)
⊆TrNF

X thus proving that Condition (1) is satis�ed.

(2) For Condition (2) we need to check that rFNF

(
TrFX

)
⊆ TrNF

Y . For every Q ∈

X we have that Q ⪇ P and, therefore, from Proposition 2.3.9 (3), we have

that TrFQ = trFFP
(
TrFPQ

)
. From Proposition 2.4.16 we can then deduce that

rFNF

(
TrFQ

)
⊆ trNF

FP

(
TrFPQ

)
+TrNF

Y . Applying Proposition 2.3.9 (3) once again we

obtain that trNF
FP

(
TrFPQ

)
= TrNF

Q and, since Q ∈ X ⊆ Y , we can deduce that

TrNF
Q ⊆ TrNF

Y . Thus we can conclude that rFNF

(
TrFQ

)
⊆ TrNF

Y . Since this works

for every Q ∈ X the result follows.

(3) For Condition (3) we need to check that trFNF

(
TrNF

X
)
⊆ TrFX . This follows from

Corollary 2.4.30.

(4) For Condition (4) we need to check that trFNF
, seen as a morphism from TrNF

P to

TrFP , is surjective. This is given by Lemma 2.4.29.

(5) For Condition (5) we need to check that rFNF
sends idempotents to idempotents.

This follows immediately from de�nition of rFNF
.

(6) For Condition (6) we need to check that the R-linear maps trFNF
: TrNF

P /TrNF
X →

TrFP /Tr
F
X and rFNF

: TrFP /Tr
F
X →

(
TrNF

P +TrNF
Y
)
/TrNF

Y commute with multi-

plication. From Lemma 2.4.32 we know that trFNF
commutes with multiplication.

On the other hand it is immediate from de�nition that rFNF
commutes with

multiplication and, therefore, so does rFNF
.

(7) For Condition (7) we need to check that the natural isomorphism

s : TrNF
P /

(
TrNF

P ∩Tr
NF
Y
)
↪→→
(
TrNF

P +TrNF
Y
)
/TrNF

Y

and the natural projection

q : TrNF
P /TrNF

X ↠ TrNF
P /

(
TrNF

P ∩Tr
NF
Y
)

satisfy sq = rFNF
trFNF

. Abusing a bit of notation we denote with an overline (·) the

projection of an endomorphism on the appropriate quotient. With this notation,
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for every f ∈ End
(
M ↓FFP

)
, we have that

rFNF

(
trFNF

(
trNF

FP (f)
))

= rFNF

(
trFFP (f)

)
= trNF

FP (f) = s
(
q
(
trNF

FP (f)
))

,

Where we are using Lemma 2.4.29 for the �rst identity, we are using Proposition

2.4.16 and the fact that TrNF
Y = 0 for the second identity and we are using the

de�nitions of q and s for the third identity. Since every element in TrNF
P /TrNF

X is

of the form trNF
FP (f) for some f ∈ End

(
M ↓FFP

)
the result follows.

(8) For Condition (8) we need to prove that for every idempotent f ∈ End
(
M ↓FNF

)
there exists a unique (up to conjugation) decomposition of f as a �nite sum of

orthogonal local idempotents. From Proposition 2.2.24 we know that the R-

algebra µR (NF) is �nitely generated as an R-module. Therefore we can apply

the Krull-Schmidt-Azumaya theorem (see [CR81, Theorem 6.12 (ii)]) together with

[CR81, Proposition 6.10 (ii)] to conclude that Condition (8) is satis�ed.

Since all conditions are veri�ed we can conclude the proof.

Corollary 2.4.34. With notation as in Lemma 2.4.33 there exists a unique way (up to

conjugation) of writing

IdM↓FNF
=

n∑
i=0

εi

where each εi is a local idempotent in TrNF
P and they are all mutually orthogonal.

Moreover there exists a unique j ∈ {0, . . . , n} such that εj ∈ TrNF
P −TrNF

Y and, de�ning

(IdM)NF
:= εj the following hold

trFNF

(
(IdM)NF

)
≡ IdM mod TrFX , rFNF

(IdM) ≡ (IdM)NF
mod TrNF

Y .

Proof. This is an immediate consequence of applying Proposition 2.4.7 to the setup of

Lemma 2.4.33.

Corollary 2.4.35. LetR be a complete local and p-local PID and letM ∈ MackR (F c)

be indecomposable with vertex P (see Corollary 2.3.19). There exists a unique (up to

isomorphism) decomposition of M ↓FNF
as a direct sum of indecomposable F -centric

Mackey functors

M ↓FNF
=

n⊕
i=0

Mi.
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With this notation, there exists exactly one j ∈ {0, . . . , n} such that Mj has vertex P

while, for every other i ∈ {0, . . . , n} − {j}, we have that Mi has vertex in Y . We call

Mj the Green correspondent of M and denote it by MNF .

Proof. Applying Corollary 2.4.34 we know that there exists a unique (up to conjugation)

decomposition of IdM↓FNF
of the form

IdM↓FNF
= (IdM)NF

+
n∑
i=1

εi

where the εi and (IdM)NF
are mutually orthogonal local idempotents satisfying

(IdM)NF
∈ TrNF

P −TrNF
Y and εi ∈ TrNF

Y for every i = 1, . . . , n. From this decomposition

and [CR81, Proposition 6.10 (ii)] we can deduce that there exists a unique (up to

isomorphism) decomposition of M ↓FNF
as a direct sum of indecomposable Mackey

functors and it is given by

M ↓FNF
= (IdM)NF

(
M ↓FNF

)
⊕

n⊕
i=1

εi
(
M ↓FNF

)
.

Since (IdM)NF
∈ TrNF

P −TrNF
Y , using Theorem 2.3.17, we can conclude that

(IdM)NF

(
M ↓FNF

)
has vertex P . On the other hand, since εi ∈ TrNF

Y and TrNF
Y is

an ideal (see Lemma 2.3.13) we have that εi ∈ εiTrNF
Y εi = εi End

(
M ↓FNF

)
εi. Since

εi is a local idempotent of End
(
M ↓FNF

)
then we can conclude that εiTr

NF
Y εi is a local

ring and, therefore, there exists Q ∈ Y such that εiTr
NF
Q εi = εi End

(
M ↓FNF

)
εi. In

particular εi is Q-projective and, from Theorem 2.3.17, we can conclude that εi
(
M ↓FNF

)
is also Q-projective. Since Q ∈ Y we can conclude from minimality of the defect set that

εi
(
M ↓FNF

)
has vertex in Y . The result follows by setting MNF := (IdM)NF

(
M ↓FNF

)
and Mi := εi

(
M ↓FNF

)
.

Corollary 2.4.35 gives us the �rst half of the Green correspondence. Let's now get the

other half.

Lemma 2.4.36. Let R be a complete local and p-local PID, let N ∈ MackF
c

R (NF)

be indecomposable with vertex P . Using the notation of Corollary 2.4.35 there exists an

indecomposable M ∈ MackR (F c) with vertex P such that MNF
∼= N . Moreover M is

a summand of N ↑FNF
∼= MNF ↑FNF

.
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Proof. From Proposition 2.2.24 we know that µR (F) is �nitely generated as an R-

module. Therefore we can apply the Krull-Schmidt-Azumaya theorem (see [CR81,

Theorem 6.12 (ii)]) in order to write N ↑FNF
∼=
⊕n

i=0Mi. Where eachMi ∈ MackR (F c)

(see Proposition 2.2.30) is indecomposable. From Lemma 2.4.12 we know that N is a

summand of N ↑FNF
↓FNF

. Since the restriction functor is additive we can now use the fact

that N is indecomposable and uniqueness of the Krull-Schmidt-Azumaya theorem (now

applied to N ↑FNF
↓FNF

) in order to chose j ∈ {0, . . . , n} such that N is a summand of

Mj ↓FNF
. To simplify notation let us de�neM :=Mj. We are now only left with proving

that M has vertex P . Since N is P -projective and M is a summand of N ↑FNF
then

we can deduce from Theorem 2.3.17 that M is P -projective. From minimality of the

defect set (see Corollary 2.3.6) we can now conclude that the vertex VM of M satis�es

VM ≤F P (see Notation 2.2.3). Assume that VM ⪇F P . From Corollary 2.3.4 (2) we

can deduce that there exists Q ⪇ P such that M is Q-projective. From Theorem 2.3.17

we can then deduce that there exists L ∈ MackF
c

R (FQ) such that M is a summand of

L′ ↑FNF
where L′ := L ↑NF

FQ . Since N is a summand of M ↓FNF
we can deduce that

N is a summand of L′ ↑FNF
↓FNF

. From Lemma 2.4.12 we can now deduce that there

exists an Y-projective K ∈ MackF
c

R (NF) such that L′ ↑FNF
↓FNF

= L′⊕K = L ↑NF
FQ ⊕K.

Since Q ⪇ P by hypothesis then we can conclude that Q ∈ X ⊆ Y and, therefore, that

L ↑NF
FQ ⊕K is Y-projective. Since N is an indecomposable summand of L ↑NF

FQ ⊕K we

can then conclude from Corollary 2.3.19 that the vertex of N lies in Y . Since P ̸∈ Y this

contradicts the hypothesis that N has vertex P . Therefore we cannot have VM ⪇F P .

Since we have proven that VM ≤F P we can therefore conclude that VM =F P . Since

P is fully F -normalized (see Notation 2.4.9) then we can conclude that M has vertex

P . We can therefore apply Corollary 2.4.35 to M in order to conclude that there exists

a unique (up to isomorphism) indecomposable summandMNF ofM ↓FNF
with vertex P .

Since N is a summand of M ↓FNF
and has vertex P the result follows.

Lemma 2.4.37. Let R be a complete local and p-local PID, let M ∈ MackR (F c)

be indecomposable with vertex P and let MNF be as in Corollary 2.4.35. Since µR (F)

is �nitely generated as an R-module (see Proposition 2.2.24) we can apply the Krull-

Schmidt-Azumaya theorem (see [CR81, Theorem 6.12 (ii)]) together with Lemma 2.4.36

in order to write

MNF ↑FNF
∼= M ⊕

n⊕
i=1

Mi.
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Where eachMi is indecomposable. With this notation we have that eachMi is F -centric

and has vertex F -isomorphic to an element in X (see Notation 2.4.9).

Proof. From Proposition 2.2.30 we know that Mi ∈ MackR (F c) for every i = 1, . . . , n.

From Corollary 2.4.35 we know MNF has vertex P . Therefore, from Theorem 2.3.17,

we know that there exists N ∈ MackF
c

R (FP ) such that MNF is a summand of N ↑NF
FP .

Since induction preserves direct sum decomposition then we can conclude that each Mi

is a summand of N ↑FFP . From Theorem 2.3.17 this implies that eachMi is P -projective.

Assume now that there exists j ∈ {1, . . . , n} such thatMj has vertex P . Since restriction

preserves direct sum decomposition we can conclude, using Corollary 2.4.35 that,MNF⊕

(Mj)NF
is a summand of MNF ↑FNF

↓FNF
. However, from Lemma 2.4.12, we know

that there exists an Y-projective L ∈ MackF
c

R (NF) such that MNF ↑FNF
↓FNF
∼= MNF ⊕

L. From uniqueness of the Krull-Schmidt-Axumaya theorem we can then deduce that

(Mj)NF
is a summand of L. Thus, from Corollary 2.3.19, we can conclude that (Mj)NF

has vertex in Y . This contradicts Corollary 2.4.35. Thus we can deduce that none of

the Mi has vertex in P . Since they are all P -projective then we can conclude from

minimality of the defect set and Corollary 2.3.4 that they are all X -projective. From

Corollary 2.3.19 this implies that each Mi has vertex F -isomorphic to an element in X

thus concluding the proof.

Putting the previous results together we can prove that the Green correspondence holds

for centric Mackey functors over fusion systems.

Theorem 2.4.38 (Green correspondence). Let R be a complete local and p-local PID

(see De�nition 2.2.40), let M ∈ MackR (F c) (see De�nition 2.2.29) be indecomposable

with vertex P (see De�nition 2.3.7 and Notation 2.4.9) and let N ∈ MackF
c

R (NF)

(see Example 2.2.8) be indecomposable with vertex P . There exist unique (up to

isomorphism) decompositions of M ↓FNF
and N ↑FNF

(see De�nition 2.2.28) into direct

sums of indecomposable Mackey functors. Moreover, writing these decompositions as

M ↓FNF
:=

n⊕
i=0

Mi, N ↑FNF
:=

m⊕
j=0

Nj,

there exist unique i ∈ {0, . . . , n} and j ∈ {0, . . . ,m} such that both Mi and Nj

have vertex P . We call these summands the Green correspondents of M and N and

denote them asMNF and NF respectively. Moreover every indecomposable summand of
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M ↓FNF
other thanMNF has vertex in Y (see Notation 2.4.9) while every indecomposable

summand of N ↑FNF
other than NF has vertex F -isomorphic to an element in X (see

Notation 2.4.9). Finally we have that (MNF )
F ∼= M and that

(
NF)

NF
∼= N .

Proof. From Lemma 2.4.36 we know that there exists an indecomposable L ∈

MackR (F c) with vertex P such that N = LNF . It follows from Lemma 2.4.37 that

there exists a unique (up to isomorphism) decomposition of N ↑FNF
as the one in the

statement and that L ∼= NF . In particular
(
NF)

NF
∼= N .

From Corollary 2.4.35 we know that there exists a unique (up to isomorphism)

decomposition of M ↓FNF
as the one in the statement. From Lemma 2.4.37 and the �rst

part of the statement we have that (MNF )
F ∼= M which concludes the proof.

Before concluding this paper let us see an example where Theorem 2.4.38 can be applied.

Example 2.4.39. Let R be a complete local and p-local PID and let F be a fusion

system. For example, we can take R = Zp and, using the notation of Example 2.2.2, we

can take the fusion system F := F1 := FD8 (GL2 (3)), or the Ruiz-Viruel exotic fusion

system F := F2 on 71+2
+ having two F2-orbits of elementary abelian subgroups of rank 2

the �rst of which has 6 elements while the second has 2 elements (see [RV04, Theorem

1.1]).

Choose now P ∈ F c fully F -normalized and minimal under the preorder ≤F (see

Notation 2.2.3). For F1 we can take P := P1 to be any one of the two characteristic

elementary abelian subgroups of rank 2 of D8. For F2 we can take P := P2 to be one

of the two elementary abelian subgroups of rank two whose F2-orbit contains only 2

elements (make sure to take one that is fully F2-normalized).

In order to visualize this example it might help to notice the following identities

NF1 (P1) = FD8 (S4) , NF2 (P2) = F71+2
+

(L3 (7) .3) .

The �rst one follows after a straightforward calculation while the second one follows

from [RV04, Theorem 1.1] and [Br05, Section 4].

Let I be as in Proposition 2.2.33 and for every x ∈ µR (F) denote by x ∈ µR (F) /I its

image via the natural projection. From Proposition 2.2.24 we know that µR (F) is �nitely

generated as an R-module. As a consequence µR (F) /I is also �nitely generated as
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an R-module. Therefore we can apply the Krull-Schmidt-Azumaya theorem (see [CR81,

Theorem 6.12 (ii)]) together with [CR81, Proposition 6.10 (ii)] in order to conclude

that, for every P ∈ F c, there exists a unique (up to conjugation) decomposition of IPP

in µR (F) /I as a sum of orthogonal local idempotents. Let IPP =
∑n

i=0 xi be such

decomposition. De�ne now x := x0. For example, for F1 we have that AutF1 (P1) ∼= S3

and, therefore, we can take φ ∈ AutF1 (P1) to be one of the two elements of order 3

and x := 2
3
IP1
P1
− 1

3
cφ − 1

3
cφ2 is a local idempotent in the decomposition of IP1

P1
.

Since IPP xI
P
P = x by construction, from Proposition 2.2.24, we know that

x =
m∑
j=0

λjIPφj(Aj)cφjR
P
Aj
.

for some λj ∈ R, some Aj ≤ P and some isomorphisms φj : Aj → φj (Aj) in F such

that φj (Aj) ≤ P . Since P is minimal F -centric, by de�nition of I, we can conclude that

IPφj(Aj)cφjR
P
Aj

= 0 unless Aj = P . When this is the case then we necessarily have that

φj ∈ AutF (P ) = AutNF (P ). Viewing µR (NF) as a subset of µR (F) (see Corollary

2.2.25), we have in particular that x ∈ µR (NF). De�ne now the two sided ideal J of

µR (NF) as J := I ∩ µR (NF). We know that µR (NF) /J ∼= (µR (NF) + I) /I and,

therefore, we can view µR (NF) /J as a subset of µR (F) I and x as an idempotent

in µR (NF) /J . Since x is a primitive idempotent of µR (F) /I (recall that every local

idempotent is primitive), it is also a primitive idempotent of µR (NF) /J . In particular

we have thatM := (µR (F) /I)x and N := (µR (NF) /J )x are indecomposable as left

µR (F) /I and µR (NF) /J -modules respectively. In particular they are indecomposable

as µR (F) and µR (NF) modules respectively (i.e. as Mackey functors over F and NF

respectively). From de�nition of I and J we can also conclude that M ∈ MackR (F c)

and N ∈ MackF
c

R (NF).

From Lemma 2.2.22, Proposition 2.2.24 and [Li07, Proposition 4.4] we know that I is

spanned as an R-module by elements of the form IBφ(C)cφR
A
C with C ∈ FA\ (FA ∩ F c).

In particular RA
C ∈ µR (FA) ∩ I and we can write any element in IIPP (resp. J IPP )

as a �nite sum of elements of the form bc with b ∈ µR (F) (resp. µR (NF)) and

c ∈ µR (FP ) ∩ I. Therefore, for every y ⊗µR(FP ) x ∈ MP (resp. y ⊗µR(FP ) x ∈ NP )

such that y ∈ I (resp. y ∈ J ) we have that y ⊗µR(FP ) x = 0. This allows us to

de�ne the morphisms of Mackey functors uMP :M →MP and uNP : N → NP by setting
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uMP (a) = aIPP ⊗ x and uNP
(
b
)
= bIPP ⊗ x for any representative a ∈ µR (F) of a ∈ M

and any representative b ∈ µR (NF) of b ∈ N . Since x is an idempotent and IPP x = x

by construction, using the previous notation we have that aIPP x = a and that bIPP x = b.

In other words we have that θMP u
M
P = IdM and that θNP u

N
P = IdN . Equivalently both M

and N are P -projective. Since P is minimal F -centric and fully F -normalized we can

conclude from minimality of the defect set and Corollary 2.3.19 that P is in fact the vertex

of both M and N . We now have by construction that M ∼= N ↑FNF
which proves that

M ∼= NNF . From Theorem 2.4.38 we can then conclude that N =MNF and, therefore,

that there exists an Y-projective N ′ ∈ MackF
c

R (NF) such that M ↓FNF
∼= N ⊕ N ′. In

the case F := F1, since P1 is characteristic and P1 is minimal F -centric, then we have

that Y = ∅ and, therefore, N ′ = 0 and M ↓FNF
∼= N . On the other hand, in the case

of F := F2, we have that Y = {Q} where Q is the only other group in the F2 orbit of

P2. Thus N
′ is Q-projective. Since P2 is minimal F -centric then so is Q and since N ′ is

F -centric then N ′
J = 0 for every J ⪇ Q and, therefore, we can conclude from Theorem

2.3.17 that N ′ has vertex Q.
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Chapter 3

Sharpness for the Benson-Solomon

fusion systems

Abstract

We develop tools to prove Díaz and Park's sharpness conjecture (see [DP15]) for fusion

systems admitting tame families of fusion subsystems (see Theorem 3.A). We use such

tools to prove the conjecture for all Benson-Solomon fusion systems (see Theorem 3.B)

thus completing the work started in [HLL23, Theorems 1.1 and 1.4].
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3.1 Introduction

Let G be a �nite group, let p be a prime number, let C be a small category and let

F : C → Top be a functor sending every object in C to the classifying space BH of

a subgroup H of G. A (mod p) homology decomposition of BG is a mod-p homology

equivalence of the form

hocolimC (F ) →̃
p
BG.

Due to a result of Bous�eld and Kan (see [BK87, Chapter XII Section 4.5]) we know

that any such a homology decomposition leads to a �rst quadrant cohomology spectral

sequence

limi
C H

j (F (−) ,Fp)⇒ H i+j (G,Fp) . (3.1)

In [Dw97, Theorem 1.6 and Example 1.17] Dwyer proves that an homology decomposi-

tion of G can be obtained by takingC to be the p-centric orbit category Ocp (G) of G and

de�ning F (H) := BH for every subgroup H ≤ G in Ocp (G). Building on this Dwyer

proves in [Dw98, Theorem 10.3] that the spectral sequence of Equation (3.1) deriving

from such homology decomposition is in fact sharp (i.e. limi
Ocp(G) (H

j (−,Fp)) = 0

for every i ≥ 1). It follows that for every n ≥ 0 the isomorphism of abelian groups

limOcp(G) (H
n (−,Fp)) ∼= Hn (G,Fp) holds.

On the other hand, work of Broto, Levi and Oliver (see [BLO03]) and of Chermak (see

[Ch13]) leads to the description, existence and uniqueness of classifying space of a fusion

system F

BF ≃ hocolimO(Fc) (B (−)) . (3.2)

Moreover, from [BLO03, Lemma 5.3] we know that, analogously to the case of �nite

groups, the isomorphism limO(Fc) (H
n (−,Fp)) ∼= Hn (BF ,Fp) holds. This parallelism

naturally leads to the following question which was �rst formulated by Aschbacher,

Kessar and Oliver in [AKO11, Section III.7] and later generalized by Díaz and Park in

[DP15].

Conjecture 3.1.1 (Sharpness for fusion system). Let S be a �nite p-group, let F be

a fusion system over S and let M = (M∗,M
∗) be a Mackey functor over F on Fp (see

De�nition 2.2.26). Then limn
O(Fc)

(
M∗ ↓O(F)

O(Fc)

)
= 0 for every n ≥ 1.
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Although still unresolved there have recently been several developments regarding this

conjecture (see [GL23; GM22; HLL23; Ya22]) which add to the results in [DP15]. In

this paper we aim to add to these e�orts by developing some tools that can be used to

approach Conjecture 3.1.1. More precisely we prove the following.

Theorem 3.A. Let S be a �nite p-group, let F be a fusion system over S, let I be a

�nite set, let F := {Fi}i∈I be a collection of fusion subsystems of F , for each i ∈ I

let Si ≤ S be the �nite p-group such that Fi is a fusion system over Si, let FpO(Fc)

be the right RO (F c)-module associated to the constant contravariant functor sending

every object of O (F c) to the Fp-module Fp (see [We07, Proposition 2.1] and De�nition

3.2.18), for every i ∈ I let OC (Fi) be the full subcategory of O (Fi) with objects all

F -centric subgroups of Si, de�ne FpO(Fc)
F

:=
⊕

i∈I Fp
O(Fc) ↓FpO(Fc)

FpOC(Fi)↑
FpO(Fc)
FpOC(Fi) and let

θF : FpO(Fc)
F

→ FpO(Fc) be the natural map (see De�nition 3.4.2).

If the following 4 conditions are satis�ed then Conjecture 3.1.1 is satis�ed for every

Mackey functor over F on Fp:

(1) θF is an epimorphism.

(2) For every i ∈ I all Fi-centric-radical subgroups of Si are F -centric (see De�nition

3.2.11 (3)).

(3) For every with i ∈ I Conjecture 3.1.1 is satis�ed for Fi.

(4) For every RO (F c)-moduleM and every morphism f : ker (θF )→M there exists

a morphism f̂ : FpO(Fc)
F

→ M lifting f . In other words the family F satis�es the

lifting property (see De�nition 3.4.3).

The conditions needed to apply Theorem 3.A might seem too restrictive. However, as

we show in Section 3.4, for any given fusion system there exist several families of fusion

subsystems satisfying Conditions (1)-(3) and, therefore, the only real problem is given

by Condition (4) (see Conjecture 3.4.6).

As an application of Theorem 3.A we complete the work started in [HLL23, Theorems

1.1 and 1.4] by proving

Theorem 3.B. Conjecture 3.1.1 is satis�ed for all Benson-Solomon fusion systems (see

[LO05, De�nition 1.6]).
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More generally we prove that

Theorem 3.C. Let S be a �nite p-group, let F ,F1 and F2 be fusion systems over S

such that:

(1) F1,F2 ⊆ F and F is generated by F1 and F2 (i.e. all morphisms of F can be

written as a composition of �nitely many morphisms in F1 and F2).

(2) For every i = 1, 2 all Fi-centric-radical subgroups of S are F -centric.

(3) For every i = 1, 2 Conjecture 3.1.1 is satis�ed for Fi.

Then Conjecture 3.1.1 is satis�ed for F .

We conclude this section with a list of common notation that we use throughout this

chapter.

Notation 3.1.2.

� The letter p denotes a prime number.

� Every module is understood to be a right module. All arguments can however be

adapted to left modules.

� All rings are understood to have a unit.

� For any ring R we denote by R -Mod the category of right R-modules and by

R-mod the category of �nitely generated right R-modules.

� Let C be a small category, let A,B and M be objects in C and let f ∈

HomC (A,B). We denote by f ∗ : HomC (B,M) → HomC (A,M) the set

map (or morphism of abelian groups if C is abelian) sending every morphism

g ∈ HomC (B,M) to the composition gf ∈ HomC (A,M).

� With notation as above we denote by f∗ : HomC (M,A) → HomC (M,B) the

set map (or morphism of abelian groups if C is abelian) sending every morphism

g ∈ HomC (M,A) to the composition fg ∈ HomC (M,B).

Acknowledgement. The author would like to thank Nadia Mazza for the guidance she

provided during the author's PhD and the seemingly limitless amount of resources she's
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3.2 Preliminaries

During this section we brie�y recall the de�nitions of fusion systems (De�nition 3.2.6),

Mackey functors (De�nition 2.2.26), Cartan-Eilenberg resolutions (De�nition 3.2.23)

and other related concepts. We also state, without a proof, some known results that are

relevant for later sections. For a more detailed introduction we refer the interested reader

to [Li07] for fusion systems, to [We00] for Mackey functors and to [We94, Chapter 5.7]

for Cartan-Eilenberg resolutions.

3.2.1 Fusion systems

Fusion systems were �rst devised by Puig in [Pu06] as a common framework between p-

fusion of �nite groups and p-blocks of �nite groups. Intuitively they can be thought of as

categories that collect the p-local structure of a �nite group. In this subsection we recall

the de�nitions of fusion system and orbit category (De�nitions 3.2.6 and 3.2.10), provide

an example of particular notice (Example 3.2.9) and highlight certain full subcategories

of the orbit category (see De�nition 3.2.12).

De�nition 3.2.1. Let S be a �nite p-group. An S-category is a category F having

as objects all subgroups of S and such that the following conditions are satis�ed:

(1) Every morphism in F is an injective group morphism.

(2) For every P,Q ≤ S we have that HomS (P,Q) ⊆ HomF (P,Q). Where

HomS (P,Q) denotes the set of morphisms from P to Q obtained by conjugating

with an element in S.

(3) The composition of morphisms in F coincides with the composition of morphisms

in the category of groups. In particular if two morphisms in F can be composed

then their composition is also a morphism in F .

(4) For every P,Q ≤ S and every φ ∈ HomF (P,Q) both the isomorphism φ̃ : P →

φ (P ), obtained by viewing φ as an isomorphism onto is image, and its inverse

φ̃−1 : φ (P )→ P are morphisms in F .
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Example 3.2.2. Let G be a group and let S be a �nite p-subgroup of G. The category

FS (G) having as objects subgroups of S and as morphisms

HomFS(G) (P,Q) := HomG (P,Q) ,

is an S-category.

Example 3.2.3. Let S be a �nite p-group, the category having objects all subgroups

of S and as morphisms all injective group morphisms is an S-category.

Fusion systems are particular types of S categories. In order to describe these we �rst

need to introduce some further notation.

De�nition 3.2.4. Let S be a �nite p-group and let F be an S-category. We say that

P ≤ S is fully F-normalized if for every φ ∈ HomF (P, S) we have |NS (P )| ≥

|NS (φ (P ))|.

De�nition 3.2.5. Let S be a �nite p-group, let F be an S-category, let P,Q ≤ S and

let φ ∈ Hom (P,Q). We de�ne the normalizer of φ in S to be

Nφ := {y ∈ NS (P ) : ∃z ∈ NS (φ (P )) s.t. φ (yx) = zφ (x) ∀x ∈ P} .

We are now ready to state the following.

De�nition 3.2.6. Let S be a �nite p-group, a fusion system over S is an S-category

F satisfying:

(1) AutS (S) ∈ Sylp (AutF (S)).

(2) For every P ≤ S and every φ ∈ HomF (P, S) such that φ (P ) is fully F -normalized

there exists φ̂ ∈ HomF (Nφ, S) such that φ (x) = φ̂ (x) for every x ∈ P .

Remark 3.2.7. It is not uncommon in the literature to use the term fusion system to refer

to S-categories and the term saturated fusion systems to refer to fusion systems. Our

use of the term fusion system is however equally common and simpli�es the notation of

this paper.
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Example 3.2.8. With notation as in Example 3.2.2, if G is �nite and S ∈ Sylp (G)

then FS (G) is a fusion system over S.

Example 3.2.9. Let S be a �nite p-group, let F be a fusion system over S and let

P ≤ S. We de�ne NF (P ) as the NS (P )-category whose morphism sets are given by

HomNF (P ) (A,B) :=
{
φ ∈ HomF (A,B) : ∃φ̂ ∈ HomF (AP,BP ) s.t

φ̂ (a) = φ (a) ∀a ∈ A and φ̂ (P ) = P
}
.

It is a result of Puig (see also [Li07, Theorem 3.6] for a proof) that, whenever P is fully

F -normalized, then NF (P ) is a fusion system over NS (P ).

Throughout this paper we don't often work with fusion systems directly but rather with

their orbit categories.

De�nition 3.2.10. Let S be a �nite p-group and let F be a fusion over S. The orbit

category of F is the category O (F) whose objects are subgroups of S and whose

morphism sets are given by

HomO(F) (P,Q) := AutQ (Q) \HomF (P,Q)

where AutQ (Q) acts on HomF (P,Q) by left composition.

In this paper we often use certain subcategories of O (F) which we now introduce.

De�nition 3.2.11. Let S be a �nite p-group and let F be a fusion system over S. We

say that P ≤ S is:

(1) F-centric: If for every Q ≤ S isomorphic to P in F we have that CS (Q) ≤ Q.

(2) F-radical: If the p-core of AutF (P ) satis�es Op (AutF (P )) = AutP (P ).

(3) F-centric-radical: If P is both F -centric and F -radical

De�nition 3.2.12. Let S be a �nite p-group, let F be a fusion system over S and

let C be a family of subgroups of S closed under F -overconjugation (i.e. for every

P,Q ≤ S if P ∈ C and HomF (P,Q) ̸= ∅ then Q ∈ C). We denote by OC (F) the full
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subcategory of O (F) having as objects the elements of C. Whenever C is the family

of F -centric subgroups of S (which we know from [Li07, Proposition 4.4] to be closed

under F -overconjucation) we write O (F c) := OC (F) instead.

3.2.2 Mackey functors

A Mackey functor is an algebraic structure with operations that resemble the induction,

restriction and conjugation maps in representation theory. In this subsection we recall

the de�nition of Mackey functor over a fusion system (De�nition 2.2.26) as well as some

known results that will allow us to view them as pairs of left and right modules over a

certain ring (Proposition 3.2.17).

De�nition 3.2.13. Let S be a �nite p-group, let F be a fusion system over S and let R

be a commutative ring. AMackey functor over F on R is a pairM = (M∗,M
∗) of a

covariant functor M∗ : O (F)→ R -mod and a contravariant functor M∗ : O (F)op →

R -mod such that:

(1) M (P ) :=M∗ (P ) =M∗ (P ) for every P ≤ S.

(2) M∗ (φ) =M∗ (φ−1) for every isomorphism φ in O (F).

(3) For every A,B ≤ C ≤ S then

M∗
(
ιCB

)
M∗

(
ιCA

)
=

∑
x∈[B\C/A]

M∗

(
ιBB∩xAcx

)
M∗

(
ιABx∩A

)

where, for every morphism φ in F , we denote by φ the image of φ in O (F)(see

De�nition 3.2.10), for every x ∈ C the map cx : B
x∩A→ B∩xA is the morphism

which sends every a ∈ Bx ∩ A to xax−1 and ιYX denotes the natural inclusion.

Remark 3.2.14. De�nition 3.2.13 might at �rst glance seem di�erent from the de�nition

of Mackey functor given in Chapter 2 (see De�nition 2.2.26) but they are in fact

equivalent.

More precisely, for every Mackey functor M = (M∗,M
∗) as in De�nition 3.2.13, we

can de�ne a left µR (F)-module M by setting M :=
⊕

P≤SM (P ). Here we de�ne
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the action of µR (F) on M by setting for every P ≤ Q ≤ S, every isomorphism

φ : P → φ (P ) in F and every x ∈M

IQP · x :=M∗

(
ιQP

)
(πP (x)) , RQ

P · x :=M∗
(
ιQP

)
(πQ (x)) , cφ,P · x :=M∗ (φ) (πP (x)) ,

where πA : M →M (A) denotes the natural projection and φ ∈ HomO(F) (P, φ (P )) is

the isomorphism in O (F) with representative φ.

On the other hand for every left µR (F)-module M we can de�ne a Mackey functor

M = (M∗,M
∗) by setting M (P ) = M∗ (P ) = M∗ (P ) := IPPM for every P ≤ S and

de�ning for every P ≤ Q ≤ S and every isomorphism φ : P ′ ↪→→ P

M∗

(
ιQPφ

)
(x) := IQP cφ,P ′ · x, M∗

(
ιQPφ

)
(y) := cφ−1,PR

Q
P · y,

for every x ∈M (P ′) and every y ∈M (Q). Once again, for every morphism ψ in F we

denote by ψ the morphism in O (F) with representative ψ.

It is easy to check that the above described maps between left µR (F)-modules and

Mackey functors over F on R is in fact natural.

Example 3.2.15. For any �nite p-group S, any fusion system F over S and any

commutative ring R:

� The cohomology functor Hn (−;R) restricted to O (F) is the contravariant part

of a Mackey functor over F on R.

� The homology functor Hn (−;R) restricted to O (F) is the covariant part of a

Mackey functor over F on R.

� The Burnside functor B (−;R) that sends every subgroup of S to the underlying

R-module of its Burnside ring with coe�cients on R de�nes a Mackey functor

over F on R.

It is often useful to view the covariant and contravariant parts of a Mackey functor as

left and right modules over a certain ring. To this end we introduce the following.

De�nition 3.2.16. Let R be a commutative ring and let C be a small category. The

category algebra of C over R is the R-algebra RC that is freely generated as an
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R-module by the set of morphisms in C and with product given by

ψ · φ =

ψφ if the composition of φ and ψ is de�ned

0 otherwise

.

The relevance of this De�nition in our context is given by the following result which we

report without a proof. The interested reader can refer to [We07, Proposition 2.1] for a

proof.

Proposition 3.2.17 ([We07, Proposition 2.1]). Let C be a small category with �nitely

many objects and let R be a commutative ring. The category of right RC-modules is

isomorphic to the category of contravariant functors from C to R -Mod. Equivalently

the category of left RC-modules is isomorphic to the category of covariant functors

from C to R -Mod.

The following is a particularly relevant RC-module that we use repeatedly in Section

3.4.

De�nition 3.2.18. Let R and C be as in Proposition 3.2.17. The constant RC-

module (denoted RC) is the RC-module corresponding, via Proposition 3.2.17, to the

constant contravariant functor sending every object to the trivial R-module R and every

morphism to the identity. If there is no confusion regarding the category C we write

R := RC .

Let S be a �nite p-group, let F be a fusion system and let R be a commutative ring.

Since S is �nite then it has �nitely many subgroups. Equivalently O (F) has �nitely

many objects. Therefore, Proposition 3.2.17, allows us to view any Mackey functor

M = (M∗,M
∗) over F on R as a pair of a left and right RO (F)-modules respectively.

This viewpoint has two main advantages. First, for every family C of subgroups of

S closed under F -overconjugation, if we denote by ι : OC (F) → O (F) the natural

inclusion of categories we obtain the isomorphism of abelian groups limn
OC(F) (M

∗ι) ∼=

ExtnROC(F)

(
ROC(F),M∗ι

)
(see [We07, Corollary 5.2]). Another advantage is that, for

any small category C with �nitely many objects and any subcategory D ⊆ C we obtain

a pair of adjoint functors between the diagram categoriesR -ModC andR -ModD. More

precisely we have the following.
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Lemma 3.2.19. Let R be a commutative ring, let C be a small category with �nitely

many objects and let D ⊆ C be a subcategory. There is a natural inclusion of rings

RD ⊆ RC. In particular the change of ring operations between the rings RD and RC

lead to an induction ↑CD: RD -Mod→ RC -Mod and a restriction ↓CD: RC -Mod→

RD -Mod functors such that ↑CD is left adjoint to ↓CD.

Proof. Since every morphism in D is also a morphism in C then there exists a natural

inclusion of the R-basis of RD into the R-basis of RC (see De�nition 3.2.16). This

leads to a natural inclusion of RD into RC. The result follows.

We conclude this subsection with the following trivial but useful insight on the restriction

functor.

Lemma 3.2.20. Let R,C and D be as in Lemma 3.2.19. Then RC ↓CD= RD.

Proof. This is immediate from the de�nition.

3.2.3 Cartan-Eilenberg resolution

Cartan-Eilenberg resolutions are, intuitively speaking, projective (resp. injective)

resolutions for chain complexes (resp. cochain complexes). During this subsection we

recall the de�nition of Cartan-Eilenberg resolution (De�nition 3.2.23) as well as some

known su�cient conditions for their existence (Proposition 3.2.25).

De�nition 3.2.21. Let A be an abelian category. A double chain complex in A

is a family of triples
{(
Ci,j, d

v
i,j, d

h
i,j

)}
i,j∈Z (often abbreviated to C∗,∗) where, for every

i, j ∈ Z, Ci,j is an object in A and dvi,j : Ci,j → Ci,j−1 and dhi,j : Ci,j → Ci−1,j are

morphisms in A satisfying

dvi,j−1d
v
i,j = dhi−1,jd

h
i,j = dvi−1,jd

h
i,j + dhi,j−1d

v
i,j = 0.

A double cochain complex in A can be de�ned in an analogous way just by inverting

the directions of arrows. Double cochain complexes are denoted as
{(
Ci,j, di,jv , d

i,j
h

)}
i,j∈Z

(often abbreviated to C∗,∗) with Ci,j objects in A and di,jv : Ci,j → Ci,j+1 and di,jh :

Ci,j → Ci+1,j morphisms in A.
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For each double chain complex there exist two (potentially isomorphic) chain complexes.

These complexes are related (see [We94, Section 5.6]) and play a fundamental role in

Section 3.3.

De�nition 3.2.22. LetA be an abelian category and let C∗,∗ be a double chain complex.

We de�ne the total sum chain complex (Tot⊕) and total product chain complex

(TotΠ) of C∗,∗ by setting for every n ∈ Z

Tot⊕n (C∗,∗) :=
⊕
i∈Z

Ci,n−i, TotΠn (C∗,∗) :=
∏
i∈Z

Ci,n−i,

and taking de�ning the di�erentials d⊕n : Tot⊕n (C∗,∗) → Tot⊕n−1 (C∗,∗) and d
∏
n :

TotΠn (C∗,∗)→ TotΠn−1 (C∗,∗) component-wise by setting

d⊕n = d
∏
n := dhi,n−i + dvi,n−i,

for each component Ci,n−i ⊆ Tot⊕n (C∗,∗) ⊆ TotΠn (C∗,∗). If Tot⊕n (C∗,∗) ∼= Tot
∏
n (C∗,∗)

for every n ∈ Z then we de�ne the total chain complex of C∗,∗ as

Tot (C∗,∗) := Tot⊕ (C∗,∗) ∼= TotΠ (C∗,∗) .

For a double cochain complex C∗,∗ the total sum cochain complex (Tot⊕ (C∗,∗)),

total product cochain complex (TotΠ (C∗,∗)) and total cochain complex

(Tot (C∗,∗)) of C∗,∗ are de�ned analogously.

A Cartan-Eilenberg resolution of a chain complex is a particular type of double chain

complex.

De�nition 3.2.23. Let A be an abelian category and let C∗ be a chain complex in

A with di�erentials di : Ci → Ci−1. A Cartan-Eilenberg projective resolution of

C∗ is a pair
(
P∗,∗, {ε∗}i∈Z

)
(often abbreviated as P∗,∗

ε∗
↠ C∗) where P∗,∗ is a double

chain complex in A, for every i ∈ Z, the augmentation map εi : P0,i ↠ Ci is an

epimorphism in A and the following conditions are satis�ed:

(1) ε∗ : P0,∗ ↠ C∗ is a chain map.

(2) For every i, j ∈ Z the object Pi,j is projective.
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(3) If Cj = 0 for some j ∈ Z then Pi,j = 0 for every i ∈ Z.

(4) P∗,i
εi
↠ Ci is a projective resolution of Ci for every i ∈ Z.

(5) The projective resolution of Condition (4) induces for every i ∈ Z a projective

resolution im
(
dv∗,i
)
↠ im (di).

(6) The projective resolution of Condition (4) induces for every i ∈ Z a projective

resolution ker
(
dv∗,i
)
↠ ker (di).

(7) The projective resolution of Condition (4) induces for every i ∈ Z a projective

resolution ker
(
dv∗,i
)
/ im

(
dv∗,i+1

)
↠ Hi (C∗).

For any cochain complex C∗ a Cartan-Eilenberg injective resolution of C∗ is de�ned

analogously by inverting arrows and replacing homology and projective objects with

cohomology and injective objects respectively.

Remark 3.2.24. Conditions (4) and (5) are usually omitted from the de�nition of Cartan-

Eilenberg resolution as they can be derived from the rest (see [We94, Exercise 5.7.1]).

Despite the numerous properties that Cartan-Eilenberg resolutions possess there are quite

lax su�cient conditions for their existence. More precisely we have the following.

Proposition 3.2.25 ([We94, Lemma 5.7.2 and Paragraph 5.7.9]). Let A be an abelian

category and let C∗ be a chain complex in A. If A has enough projectives then there

exists a Cartan-Eilenberg projective resolution of C∗. The same result holds for Cartan-

Eilenberg injective resolutions and cochain complexes if A has enough injectives.

We conclude this section with three examples of categories admitting Cartan-Eilenberg

projective resolutions.

Corollary 3.2.26. LetR be a ring. The categoryR -Mod admits both Cartan-Eilenberg

projective and injective resolutions.

Proof. We know from [CR88, Theorem 57.8] that R -Mod has enough injectives and

it is well known that it has enough projectives. The rest of the statement follows from

Proposition 3.2.25.
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Corollary 3.2.27. Let R be a �nite ring. The category R -mod is abelian and has

enough injectives and projectives. In particular R -mod admits both Cartan-Eilenberg

projective and injective resolutions.

Proof. Since R is �nite then it is Artinian. Since all Artinian rings are Noetherian we

can conclude from [We94, Example 1.6.3 (1)] that R -mod is an abelian category.

Since R is an Artinian ring we know from [ARS97, Theorem I.4.2] that R -mod has

enough projectives.

Finally let k ≤ R denote the subring ofR that is generated by the multiplicative identity.

That is k ∼= Z/char (R)Z. Then k is a �nite (and therefore Artinian) commutative ring.

Moreover we can view R as a �nite k-algebra. We can therefore apply [ARS97, Corollary

II.3.4] to conclude that R -mod has enough injectives. The rest of the statement follows

from Proposition 3.2.25.

Remark 3.2.28. Let k be a �eld. If R is a �nite dimensional k-algebra then it is Artinian

and the same arguments used to prove Corollary 3.2.27 still hold.

3.3 ExtnR groups of cokernels

In this section we develop the main techniques used to prove Theorem 3.A. Namely

we prove Proposition 3.3.7 and Corollary 3.3.8. To do so we start by taking a ring

R, R-modules A,B and M and an R-module morphism f : A → B. We then

construct a 2-term chain complex C∗ having A and B as elements and coker (f) as

an homology R-module (see Lemma 3.3.1). Thereafter we take a Cartan-Eilenberg

projective resolution of C∗ and use spectral sequences associated to this resolution (see

[We94, Proposition 5.7.6 and Paragraph 5.7.9]) in order to obtain a short exact sequence

involving Ext1R (coker (f) ,M) (see Corollary 3.3.4). Under certain conditions we can

then use this short exact sequence in order to prove that Ext1R (coker (f) ,M) = 0 (see

Proposition 3.3.7). With this in mind we are �nally able to prove that, under stronger

conditions, ExtnR (coker (f) ,M) = 0 for every n ≥ 1 (see Corollary 3.3.8).

Let us start by de�ning the above mentioned chain complex and studying how its elements

relate to those of its related spectral sequence.
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Lemma 3.3.1. Let R be a ring, let M,A,B be R-modules, let f : A → B be an

R-module morphism and let ι : ker (f) ↪→ A be the natural inclusion. We de�ne the

chain complex C∗ in R -Mod by setting Ci := 0 for every i ̸= 0, 1, C1 := A and C0 := B

and by taking di�erentials di = 0 if i ̸= 1 and d1 := f : C1 → C0. Fix P∗,∗
ε∗
↠ C∗ a

Cartan-Eilenberg projective resolution of C∗ (see Corollary 3.2.26). Finally de�ne D∗,∗

as the �rst quadrant double cochain complex obtained by applying the contravariant

functor HomR (−,M) to P∗,∗. From [We94, Proposition 5.7.6 and Paragraph 5.7.9] we

know that there exists a �rst quadrant cohomology spectral sequence

Ei,j
2 := ExtiR (Hj (C∗) ,M)⇒ H i+j (Tot (D∗,∗)) . (3.3)

which is obtained from the double cochain complex D∗,∗ by �rst computing cohomology

with respect to the vertical di�erentials and then with respect to the horizontal

di�erentials (i.e. the spectral sequence corresponding to the �ltration F r Totn :=⊕
i+j=n,j≥rD

i,j of Tot (D∗,∗)).

If Ext1R (B,M) = 0 then there exists an isomorphism of R-modules

im (ι∗) ∼= ker
(
d0,12 : E0,1

2 → E2,0
2

)
.

Proof. In order to simplify notation throughout this proof we write for every i, j ∈ Z

Hoi,j := HomR (Pi,j,M) and K := ker (f ∗
1 ) ∩ ker

(
d∗1,0
)
.

Where fi : Pi,1 → Pi,0 are the non zero vertical di�erentials of P∗,∗ and di,j : Pi+1,j →

Pi,j be its horizontal di�erentials. From Proposition 3.A.3 we have that

E0,1
2
∼=

{
(φ, ψ) ∈ Ho0,1⊕Ho1,0 : d∗0,1 (φ) + f ∗

1 (ψ) = 0
}{(

f ∗
0 (α) , d

∗
0,0 (α) + β

)
: (α, β) ∈ Ho0,0× ker (f ∗

1 )
} ,

E2,0
2
∼=
{
θ ∈ Ho2,0 : f ∗

2 (θ) = d∗2,0 (θ) = 0
}{

d∗1,0 (γ) : γ ∈ ker (f ∗
1 )
} ,

=
(
ker (f ∗

2 ) ∩ ker
(
d∗2,0
))
/d∗1,0 (ker (f

∗
1 )) .

Denote by (φ, ψ) the element in E0,1
2 with representative (φ, ψ) ∈ Ho0,1⊕Ho1,0 and by

θ the element in E2,0
2 with representative θ ∈ ker (f ∗

2 ) ∩ ker
(
d∗2,0
)
. Proposition 3.A.3
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tells us that the di�erential d0,12 : E0,1
2 → E2,0

2 of the spectral sequence in Equation (3.3)

is given by setting d0,12

(
(φ, ψ)

)
:= d∗1,0 (ψ). We can therefore conclude that

ker
(
d0,12

)
=

{
(φ, ψ) ∈ Ho : ∃θ ∈ ker (f ∗

1 ) s.t. d∗0,1 (φ) + f ∗
1 (ψ) = d∗1,0 (θ + ψ) = 0

}{(
f ∗
0 (α) , d

∗
0,0 (α) + β

)
: (α, β) ∈ Ho0,0× ker (f ∗

1 )
} .

Where Ho := Ho0,1⊕Ho1,0. Since β, θ ∈ ker (f ∗
1 ) we can rede�ne ψ = θ + ψ and use

the third isomorphism theorem in order to obtain

ker
(
d0,12

) ∼= {
(φ, ψ) ∈ Ho0,1⊕Ho1,0 : d∗0,1 (φ) + f ∗

1 (ψ) = d∗1,0 (ψ) = 0
}{(

f ∗
0 (α) , d

∗
0,0 (α) + β

)
: (α, β) ∈ Ho0,0×K

} .

From Property (4) of De�nition 3.2.23 we know that P∗,0
ε0
↠ B is a projective resolution

of B. Since Ext1R (B,M) = 0 we can conclude that for every ψ ∈ ker
(
d∗1,0
)
there exists

α ∈ Ho0,0 such that ψ = d∗0,0 (α). This allows us to rede�ne ψ = ψ − d∗0,0 (α) = 0.

Then, using the third isomorphism theorem again, we obtain

ker
(
d0,12

) ∼= {
φ ∈ Ho0,1 : d∗0,1 (φ) = 0

}{
f ∗
0 (α) : α ∈ Ho0,0 s.t. ∃β ∈ K satisfying d∗0,0 (α) + β = 0

} ,
∼=

ker
(
d∗0,1
)

f ∗
0

({
α ∈ Ho0,0 : d∗0,0 (α) ∈ K

}) ,
∼= ker

(
d∗0,1
)
/f ∗

0 (ker ((d0,0f1)
∗)) , (3.4)

∼= ker
(
d∗0,1
)
/f ∗

0 (ker ((f0d0,1)
∗)) ,

∼= ker
(
d∗0,1
)
/
(
im (f ∗

0 ) ∩ ker
(
d∗0,1
))
.

Where, for the third isomorphism, we use the fact that d∗0,0 (α) ∈ ker
(
d∗1,0
)
for every

α ∈ Ho0,0 while, for the fourth isomorphism, we use anti-commutativity of double chain

complexes (see De�nition 3.2.21).

From Properties (3) and (7) of De�nition 3.2.23 we know that coker (f0) = P0,0/ im (f0)

is projective. Therefore the short exact sequence 0→ im (f0)→ P0,0 → coker (f0)→ 0

splits. In particular im (f0) is a summand of P0,0. Let ι
′ : im (f0)→ P0,0 be the inclusion

in the previous short exact sequence, let π : P0,0 → im (f0) be the natural projection

and let f̃0 : P0,1 → im (f0) be the unique morphism such that ι′f̃0 = f0. Then we have

that πf0 = πι′f̃0 = f̃0 and, therefore

im
(
f̃ ∗
0

)
= im (f ∗

0π
∗) ⊆ im (f ∗

0 ) , im (f ∗
0 ) = im

(
f̃ ∗
0 (ι

′)
∗
)
⊆ im

(
f̃ ∗
0

)
.

Therefore we obtain the identity im (f ∗
0 ) = im

(
f̃ ∗
0

)
. This allows us to rewrite the
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isomorphism in Equation (3.4) as

ker
(
d0,12

) ∼= ker
(
d∗0,1
)
/
(
im
(
f̃0

∗) ∩ ker
(
d∗0,1
))
. (3.5)

On the other hand, denoting by ι0 : ker (f0) → P0,1 the natural inclusion, we obtain

the short exact sequence 0 → ker (f0)
ι0→ P0,1

f̃0→ im (f0) → 0. Since the Hom(−,M)

contravariant functor is left exact the above leads to the short exact sequence

0 // HomR (im (f0) ,M)
f̃0

∗
// Ho0,1

ι∗0 // HomR (ker (f0) ,M)

In particular we have that im
(
f̃0

∗) ∼= ker (ι∗0). Applying the �rst isomorphism theorem

we can deduce that for every K ′ ⊆ Ho0,1

ι∗0 (K
′) ∼= K ′/ (ker (ι∗0) ∩K ′) = K ′/

(
im
(
f̃0

∗) ∩K ′
)
.

In particular, taking K ′ := ker
(
d∗0,1
)
we can deduce from the above and Equation (3.5)

that

ker
(
d0,12

) ∼= ι∗0
(
ker
(
d∗0,1
))
.

On the other hand, from Property (4) of De�nition 3.2.23 we know that the sequence

P1,1
d0,1→ P0,1

ε1
↠ A → 0 is exact. Applying the left exact contravariant HomR (−,M)

to this sequence we can deduce that ker
(
d∗0,1
)
= im (ε∗1). Therefore we can rewrite the

previous equation as

ker
(
d0,12

) ∼= ι∗0 (im (ε∗1)) = im ((ε1ι0)
∗) .

Let ε̂1 : ker (f0) → ker (f) be the appropriate restriction of ε1 and let ι : ker (f) → A

be as in the statement. By construction we have that ε1ι0 = ιε̂1 and, therefore, we

obtain from the previous equation that

ker
(
d0,12

) ∼= im ((ιε̂1)
∗) = im (ε̂∗1ι

∗) = ε̂∗1 (im (ι∗)) .

Finally, from Property (6) of De�nition 3.2.23 we know that ker (f0)
ε̂1
↠ ker (f) is an

epimorphism. Applying once again left exactness of the contravariant HomR (−,M)
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functor we can then deduce that ε̂∗1 is injective. From the �rst isomorphism theorem we

can conclude that ε̂∗1 (im (ι∗)) ∼= im (ι∗). The result follows.

As a consequence of Lemma 3.3.1 we obtain a short exact sequence involving

Ext1R (coker (f) ,M).

Lemma 3.3.2. Let R,M,A,B,D∗,∗, f and ι be as in Lemma 3.3.1. If Ext1R (B,M) =

0 then there exists a short exact sequence

0→ Ext1R (coker (f) ,M)→ H1 (Tot (D∗,∗))→ im (ι∗)→ 0.

Proof. With notation as in Lemma 3.3.1 we have that Ei,j
2 ⇒ H i+j (Tot (D∗,∗)) is a �rst

quadrant cohomology spectral sequence. In particular we have that E3,−1
2 = E−1,1

2 =

E−2,2
2 = 0. It follows from De�nition 3.A.1

E1,0
3
∼= ker

(
E1,0

2 → E3,−1
2

)
/ im

(
E−1,1

2 → E1,0
2

) ∼= E1,0
2 := Ext1R (H0 (C∗) ,M) ,

E0,1
3
∼= ker

(
E0,1

2 → E2,0
2

)
/ im

(
E−2,2

2 → E0,1
2

) ∼= ker
(
d0,12 : E0,1

2 → E2,0
2

)
.

From Lemma 3.3.1 and the second equation we obtain that E0,1
3
∼= im (ι∗). On the

other hand, by construction of C∗ we have that Ci = 0 for every i ̸= 0, 1. We can

therefore conclude that H0 (C∗) = coker (f) and that Hi (C∗) = 0 for every i ̸= 0, 1.

Combining this with the �rst equation we obtain

E1,0
3
∼= Ext1R (coker (f) ,M) and Ei,j

2 = 0 ∀ j ̸= 0, 1.

The result now follows from the short exact sequence of Proposition 3.A.4 taken with

n = 1.

The following allows us to describe the term H1 (Tot (D∗,∗)) appearing in the short

exact sequence of Lemma 3.3.2.

Lemma 3.3.3. Let R,M,A,B,D∗,∗ and f be as in Lemma 3.3.1. If Ext1R (B,M)=0

then

H1 (Tot (D∗,∗)) ∼= HomR (A,M) / im (f ∗) .
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Proof. Let C∗ be as in Lemma 3.3.1. Since HomR (−,M) is a left exact contravariant

functor we know from [We94, Proposition 5.7.6 and Paragraph 5.7.9] that there exists

a �rst quadrant cohomology spectral sequence

Ei,j
2 := H i

(
ExtjR (C∗,M)

)
⇒ H i+j (Tot (D∗,∗)) .

Where H i
(
ExtjR (C∗,M)

)
denotes the ith cohomology group of the cochain complex

ExtjR (C∗,M) obtained by applying the contravariant functor ExtjR (−,M) to the chain

complex C∗.

Since Ci = 0 for every i ̸= 0, 1 then we can conclude that ExtjR (Ci,M) = Ei,j
2 = 0 for

every i ̸= 0, 1. We can therefore apply Proposition 3.A.5 with n = 1 in order to obtain

the short exact sequence

0→ E1,0
2 → H1 (Tot (D∗,∗))→ E0,1

2 → 0.

On the other hand, since B = C0 and Ext1R (B,M) = 0 by hypothesis, we have that

E0,1
2 := H0

(
Ext1R (C∗,M)

)
= Ext1R (B,M) = 0.

Combining this with the previous short exact sequence we obtain the isomorphism

H1 (Tot (D∗,∗)) ∼= E1,0
2 .

Recall that for every R-module N there exists a natural isomorphism of abelian groups

Ext0R (N,M) ∼= HomR (N,M). Since the only non zero terms in the chain complex C∗

are C0 := B and C1 := A with di�erential f : A→ B we can then conclude that

E1,0
2 := H1

(
Ext0R (C∗,M)

) ∼= H1 (HomR (C∗,M)) = HomR (A,M) / im (f ∗) .

The result follows.

We can now rewrite the short exact sequence of Lemma 3.3.2.

Corollary 3.3.4. LetR,M,A,B,D∗,∗, f and ι be as in Lemma 3.3.1. If Ext1R (B,M) =
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0 then there exists a short exact sequence

0→ Ext1R (coker (f) ,M)→ HomR (A,M) / im (f ∗)→ im (ι∗)→ 0.

Proof. This is an immediate consequence of Lemmas 3.3.2 and 3.3.3.

We know from [We07, Corollary 5.2] that there exists an equivalence between certain

ExtnR groups and higher limits. It therefore stands to reason that, in order to study

Conjecture 3.1.1, we should study the conditions under which Ext1R (coker (f) ,M) =

0. Corollary 3.3.4 tells us that this happens precisely when the epimorphism from

Hom (A,M) / im (f ∗) to im (ι∗) is in fact an isomorphism. The following provides us

with some insight regarding su�cient conditions for this to happen.

Lemma 3.3.5. Let R,M,A,B and ι be as in Lemma 3.3.1 and let f̃ : A → Im (f)

be the R-module morphism obtained by viewing f as an epimorphism onto its image.

If im
(
f̃ ∗
)

= im (f ∗) then the morphism ι∗ : HomR (A,M) → HomR (ker (f) ,M)

induces an isomorphism of R-modules

HomR (A,M) / im (f ∗)
∼=→ im (ι∗) ⊆ HomR (ker (f) ,M) .

Proof. Applying the left exact contravariant HomR (−,M) functor to the short exact

sequence 0→ ker (f)
ι→ A

f̃→ im (f)→ 0, we obtain the short exact sequence

0→ HomR (im (f) ,M)
f̃∗→ HomR (A,M)

ι∗→ HomR (ker (f) ,M) .

This leads to an injective morphism HomR (A,M) / im
(
f̃ ∗
)
↪→ HomR (ker (f) ,M)

which factors through im (ι∗). Since im
(
f̃ ∗
)
= im (f ∗) by hypothesis then the result

follows.

From now on we concentrate on �nitely generated modules. It is therefore useful before

proceeding to recall the following well known result which prevents confusions.

Proposition 3.3.6. Let R be a Noetherian ring, let M and N be �nitely generated

R-modules, let n ≥ 0 and denote by ExtnR -mod (M,N) and ExtnR -Mod (M,N) the Extn

groups in the categories R -mod and R -Mod respectively. There exists an isomorphism
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of abelian groups

ExtnR (M,N) := ExtnR -Mod (M,N) ∼= ExtnR -mod (M,N) .

Proof. Since R is Noetherian then every �nitely generated module is �nitely presented.

We can therefore take a projective resolution P∗
ε
↠M in R -Mod where each P∗ is free

and �nitely generated. In particular we have that P∗
ε
↠M is also a projective resolution

in R -mod. The result follows from computing ExtnR -mod (M,N) and ExtnR -Mod (M,N)

using this resolution.

We are now ready to provide su�cient conditions for the group Ext1R (coker (f) ,M) of

Lemma 3.3.2 to vanish.

Proposition 3.3.7. Let R be a �nite ring, let M,A and B be �nitely generated R-

modules, let f : A → B be an R-module morphism, and let f̃ : A → im (f) be as in

Lemma 3.3.5. If im
(
f̃ ∗
)
= im (f ∗) and Ext1R (B,M) = 0 then Ext1R (coker (f) ,M) =

0.

Proof. Since M,A and B are all �nitely generated modules over a �nite ring then

they are all �nite. In particular we have that HomR (ker (f) ,M), HomR (A,M) and

HomR (B,M) are �nite and, therefore, im (ι∗) and HomR (A,M) / im (f ∗) are also

�nite.

We know from Lemma 3.3.5 that there exists an isomorphism HomR (A,M) / im (f ∗) ∼=

im (ι∗). In particular we have that |HomR (A,M) / im (f ∗)| = |im (ι∗)|.

Let 0 → Ext1R (coker (f) ,M) → HomR (A,M) / im (f ∗)
g→ im (ι∗) → 0 be the short

exact sequence of Corollary 3.3.4. Since g is surjective, HomR (A,M) / im (f ∗) and

im (ι∗) are �nite and |HomR (A,M) / im (f ∗)| = |im (ι∗)| we can conclude that g

is also injective. From exactness of the sequence in Corollary 3.3.4 this implies that

Ext1R (coker (f) ,M) = 0 just as we wanted to prove.

We conclude this section with an application of Proposition 3.3.7 which provides us with

su�cient conditions to obtain ExtnR (coker (f) ,M) = 0 for every n ≥ 1.
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Corollary 3.3.8. LetR,M,A,B, f and f̃ be as in Proposition 3.3.7. If ExtnR (B,M) =

0 for every n ≥ 1 and f̃ ∗ (HomR (im (f) , N)) = f ∗ (HomR (B,N)) for every �nitely

generated R-module N then ExtnR (coker (f) ,M) = 0 for every n ≥ 1.

Proof. From Corollary 3.2.27 there exists an injective resolution 0 → M → I0 → · · ·

of M in R -mod. Let dn : In → In+1 be the di�erentials of this resolution and let

d−1 : M → I0 be the augmentation map. For every n ≥ 0 we have an injective

resolution 0 → coker (dn−1) → In+1 → · · · of coker (dn−1) in R -mod. We conclude

that for every R-module N and every n ≥ 0 then

Ext1R (N, coker (dn−1)) ∼= ker ((dn+2)∗) / im ((dn+1)∗)
∼= Extn+2

R (N,M) .

In particular, for every n ≥ 0 we obtain

Ext1R (B, coker (dn−1)) ∼= Extn+2
R (B,M) = 0.

We can now apply Proposition 3.3.7 with M = coker (dn−1) to deduce that for every

n ≥ 0 then

Extn+2
R (coker (f) ,M) ∼= Ext1R (coker (f) , coker (dn−1)) = 0.

From Proposition 3.3.7 we also know that Ext1R (coker (f) ,M) = 0 thus concluding

the proof.

3.4 Sharpness from fusion subsystems

In this section we use the tools developed in Section 3.3 in order to prove Theorem 3.A.

Let us start by introducing some notation appearing in the statement of Theorem 3.A.

De�nition 3.4.1. Let D ⊆ C be small categories with �nitely many objects and let

R be a commutative ring. With notation as in De�nition 3.2.18 and Lemma 3.2.19

we de�ne the constant module induced from RD to RC as the RC-module

RC
D := RD ↑CD. Moreover we de�ne the identity morphism induced from RD to

RC as the morphism θCR,D : RC
D → RC that, for every x ∈ RD and every y ∈ RC
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sends x⊗ y to x · y. If there are no doubts regarding the ring R and the category C we

simply write θD := θCR,D.

We are mostly interested in the above de�nitions in the case where C is of the form

O (F c) (see De�nition 3.2.12). It is therefore useful to introduce the following notation.

De�nition 3.4.2. Let S be a p-group, let S ′ ≤ S, let F be a fusion system over S, let

F ′ ⊆ F be a fusion system over S ′, let C be a family of subgroups of S closed under

F -overconjugation (see De�nition 3.2.12), de�ne C ′ := {P ≤ S ′ : P ∈ C} and let R be

a commutative ring. With notation as in De�nition 3.4.1 we de�ne ROC(F)
F ′ := ROC(F)

OC′ (F ′)

and θ
OC(F)
R,F ′ := θ

OC(F)
R,OC′ (F ′). If OC (F) and R are clear we simply write θF ′ := θ

OC(F)
R,F ′ .

Moreover, given a family F := {Fi}i∈I of fusion subsystems of F we de�ne ROC(F)
F :=⊕

i∈I R
OC(F)
Fi and θ

OC(F)
R,F =

⊕
i∈I θ

OC(F)
R,Fi : ROC(F)

F → ROC(F). If R and OC (F) are

clear we simply write θF := θ
OC(F)
R,F .

Finally we introduce the remaining notation stated in Theorem 3.A.

De�nition 3.4.3. Let F be a fusion system, let F be a family of fusion subsystems of

F , let R be a commutative ring and let ι : ker (θF ) ↪→ RO(Fc)
F be the natural inclusion.

We say that F satis�es the R-lifting property (or simply lifting property if R is

clear) if for every RO (F c)-module M the equality ι∗
(
HomRO(Fc)

(
RO(Fc)

F ,M
))

=

HomRO(Fc) (ker (θF ) ,M) holds. This is equivalent to saying that for every morphism

f : ker (θF )→M there exists f̂ : RO(Fc)
F →M such that f = f̂ ι.

Let S be a �nite p-group, let F be a fusion system over S, let F be a family of fusion

subsystems of F satisfying the Fp-lifting property and let M = (M ∗,M
∗) be a Mackey

functor over F on Fp. The main idea behind the proof of Theorem 3.A is to apply

Corollary 3.3.8 with R := FpO (F c), M := M ∗ ↓O(F)
O(Fc) (see Proposition 3.2.17), B :=

FpO(Fc)
F

, A := ker (θF ) and f : ker (θF ) ↪→ FpO(Fc)
F

the natural inclusion. However,

in order to interpret the results thus obtained with Theorem 3.A we need to relate the

ExtnR

(
coker (f) ,M ∗ ↓O(F)

O(Fc)

)
groups with the higher limits limn

O(Fc)

(
M ∗ ↓O(F)

O(Fc)

)
.

To do so the following adaptation of [Ya22, Proposition 4.5] is necessary.

Lemma 3.4.4 ([Ya22, Proposition 4.5]). Let R be a commutative ring, let S be a

�nite p-group, let F be an S-category, let S ′ be a subgroup of S, let F ′ ⊆ F be an
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S ′-category, let C be a family of subgroups of S closed under F -overconjugation (see

De�nition 3.2.12) and let C ′ := {P ∈ C : P ≤ S ′}. With notation as in De�nitions

3.2.12 and 3.2.16 the functors ↑OC(F)
OC′ (F ′) and ↓OC(F)

OC′ (F ′) of Lemma 3.2.19 are both exact.

Moreover, for every P ≤ S and every ROC′ (F ′)-module M we have the following

isomorphism of R-modules

M ↑OC(F)
OC′ (F ′) · IdP ∼=

⊕
(
φ:P

∼=→Qφ
)
∈IFF′,P

M · IdQφ ,

where IFF ′,P is a (necessarily �nite) set of representatives of the isomorphisms in F of

the form φ : P
∼=→ Qφ (for some Qφ ≤ S) modulo the equivalence relation

φ ∼ φ′ ⇔ φ′ = ψφ for some isomorphism ψ in F ′.

Proof. Exactness of the restriction functor is immediate. The rest of the statement

follows from [Ya22, Proposition 4.5] after taking (non necessarily �nite) groups G and

H realizing F and F ′ respectively (see [LS07]) and applying the equivalence of categories

described in [Ya22, Lemma 2.5].

As a consequence of the above we obtain the following particular case of [Ya22,

Proposition 4.8].

Lemma 3.4.5. Let R,F ,F ′, C and C ′ be as in Lemma 3.4.4, let M : OC (F)op →

R -Mod be a contravariant functor and let n ≥ 0 be an integer. With notation as in

De�nition 3.2.18 the following isomorphism of abelian groups holds

ExtnROC(F)

(
ROC(F)

F ′ ,M
)
∼= limn

R

(
M ↓OC(F)

OC′ (F ′)

)
.

Proof. From Lemma 3.4.4 and [Ya22, Proposition 3.7] we have that

ExtnROC(F)

(
ROC(F)

F ′ ,M
)
∼= ExtnROC′ (F ′)

(
ROC′ (F ′),M ↓OC(F)

OC′ (F ′)

)
.

The result follows from [We07, Corollary 5.2].

We are now �nally ready to prove Theorem 3.A.

Proof. (of Theorem 3.A). Since the functor ExtnFpO(Fc) (−,−) is additive on both

variables for every n ≥ 0 we can apply Lemma 3.4.5 in order to obtain the isomorphism

of abelian groups
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ExtnFpOC(F)

(
FpO(Fc)

F
, N ↓O(F)

O(Fc)

)
∼=
⊕
i∈I

limn
OCi (Fi)

(
N ↓O(F)

OCi (Fi)

)
. (3.6)

Where O (F c) is as in De�nition 3.2.17, N is any FpO (F)-module and for every i ∈ I

we de�ne Ci to be the set of F -centric subgroups of Si.

Let ι : Fp -Mod→ Zp -Mod be the natural inclusion of categories. From Corollary 3.B.4

we know that the following equivalences of abelian groups hold for every i ∈ I and every

n and N as above

limn
OCi (Fi)

(
N ↓O(F)

OCi (Fi)

)
∼= limn

OCi (Fi)

(
ιN ↓O(F)

OCi (Fi)

)
,

limn
O(Fci )

(
N ↓O(F)

O(Fci )

)
∼= limn

O(Fci )

(
ιN ↓O(F)

O(Fci )

)
.

From Condition (2) and [Ya22, Proposition 10.5] we can then conclude that for every

i, n and N as above there exists an isomorphism of abelian groups

limn
OCi (Fi)

(
N ↓O(F)

OCi (Fi)

)
∼= limn

O(Fci )

(
N ↓O(F)

O(Fci )

)
.

Therefore, using Condition (3) we obtain that for every Mackey functor M = (M∗,M
∗)

over F on Fp, every i ∈ I and every n ≥ 1 then

limn
OCi (Fi)

(
M∗ ↓O(F)

OCi (Fi)

)
= 0.

We conclude from Equation (3.6) that ExtnFpOC(F)

(
FpO(Fc)

F
,M∗ ↓O(F)

O(Fc)

)
= 0 for every

n ≥ 1 and M as before. Using this result and Condition (4) we can now apply Corollary

3.3.8 with A := ker (θF ), B := FpO(Fc)
F

and f : A ↪→ B the natural inclusion in order

to deduce that for every such n and M then

ExtnFpO(Fc)

(
FpO(Fc)

F
/ ker (θF ) ,M

∗ ↓O(F)
O(Fc)

)
= 0. (3.7)

From Condition (1) and the �rst isomorphism theorem we know that FpO(Fc)
F

/ ker (θF ) ∼=

FpO(Fc). The result now follows from Equation (3.7) and [We07, Corollary 5.2].

The four conditions required to apply Theorem 3.A might seem too restrictive. However,

there are several families of fusion subsystems satisfying Conditions (1)-(3). Let S be

a �nite p-group, let F be a fusion system over S, let I be a �nite indexing set, let

S ∈ {Pi}i∈I be a family of fully F -normalized and F -centric subgroups of S, for every

i ∈ I de�ne Fi := NF (Pi) (see Example 3.2.9) and let F be as in Theorem 3.A. From
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De�nition 3.4.2 and Lemma 3.4.4 we know that θF

(
FpO(Fc)

NF (S)

)
= FpO(Fc) (see De�nition

3.2.18) and, therefore, Condition (1) is satis�ed. From [Ya22, Lemma 10.4] we can

deduce that F satis�es Condition (2). Finally, from [Br05, Proposition C] and [DP15,

Theorem B], we know F satis�es Condition (3). Thus the only condition of Theorem

3.A that we need to show is Condition (4). We therefore formulate the following.

Conjecture 3.4.6. Let F be a fusion system over a p-group S, let F e be the set of

fully F -normalized and F -essential subgroups of S (see [Li07, De�nition 5.1 (ii)]), and

de�ne
F := {NF (S)} ∪ {NF (P ) : P ∈ F e} .

Then F satis�es the lifting property.

Since all F -essential subgroups of S are F -centric we know from the above dis-

cussion that Conditions (1)-(3) of Theorem 3.A are satis�ed when taking F =

{NF (P )}P∈Fe∪{S}. Conjecture 3.4.6 claims that F also satis�es Condition (2) of 3.A.

It follows, by applying Theorem 3.A that Conjecture 3.4.6 implies Conjecture 3.1.1.

3.5 Sharpness for the Benson-Solomon fusion sys-

tems

In [HLL23, Theorems 1.1 and 1.4] Henke, Libman and Lynd prove that Conjecture 3.1.1

is satis�ed for all Benson-Solomon fusion systems FSol (q
n) such that qn ≡ ±3 (mod 8).

In this section we aim to extend this result to all Benson-Solomon fusion systems.

Let us start by recalling a few key facts regarding the construction of the Benson-Solomon

fusion systems. Let q be an odd prime, let n be a positive integer and let S (qn) ∈

Syl2 (Spin7 (q
n)). From [LO02, De�nition 2.2 and Proposition 2.5] we know that there

exists an elementary abelian group U of rank 2 such that U ⊴ S (qn). In [LO02,

De�nition 2.6] Levi and Oliver introduce a group S0 (q
n) which satis�es S0 (q

n) ≤ S (qn)

and S0 (q
n) ∈ Syl2

(
CSpin7(q

n) (U)
)
(see [LO02, Proposition 2.5 and Lemma 2.7]). Since

S (qn) ∈ Syl2 (Spin7 (q
n)) we can deduce from these facts that S0 (q

n) = CS(qn) (U).

Finally in [LO05, De�nition 1.6] Levi and Oliver de�ne the Benson-Solomon fusion system

over S (qn) as the fusion system FSol (q
n) generated by a group of automorphisms

Γ (qn) ≤ Aut
(
CS(qn) (U)

)
and the fusion system FS(qn) (Spin7 (q

n)).

130



In order to keep notation simple we introduce the following.

De�nition 3.5.1. Let q, n, U, S (qn) and FSol (q
n) be as above. With notation as in

Example 3.2.9 we de�ne the following fusion subsystems of FSol (q
n)

F1 (q
n) := FS(qn) (Spin7 (q

n)) , F2 (q
n) := NFSol(qn)

(
CS(qn) (U)

)
.

Since Γ (qn) ≤ AutFSol(qn)

(
CS(qn) (U)

)
then F2 (q

n) contains the automorphisms of

Γ (qn). Thus, from [LO05, De�nition 1.6] we immediately obtain the following.

Lemma 3.5.2. Let q be an odd prime and let n be a positive integer. The Benson-

Solomon fusion system FSol (q
n) is generated by its fusion subsystems F1 (q

n) and

F2 (q
n).

In this section we aim to show that Theorem 3.A applies to F := FSol (q
n), I := {1, 2}

and Fi := Fi (qn) for every i ∈ I. To do so we �rst need to prove that both F1 (q
n)

and F2 (q
n) satisfy Conditions (2) and (3) of Theorem 3.A. Let us start by proving that

this is true for F1 (q
n).

Lemma 3.5.3. With notation as in De�nition 3.5.1 the following hold:

(1) F1 (q
n) is a fusion system over S (qn).

(2) Every F1 (q
n)-centric-radical subgroup of S (qn) is FSol (q

n)-centric.

(3) Conjecture 3.1.1 is satis�ed for F1 (q
n).

Proof. Part (1) follows from De�nition 3.5.1. Part (2) holds since [LO02, Proposition

3.3 (a)] shows that any F1 (q
n)-centric subgroup of S (qn) is FSol (q

n)-centric. Finally

Part (3) follows from [DP15, Theorem B].

In order to obtain a result analogous to Lemma 3.5.3 for the fusion system F2 (q
n) we

�rst need some further work. The following is a well known result in group theory.

Lemma 3.5.4. Let S be a 2-group, let P ⊴ S be an elementary abelian subgroup of S

of rank 2. Then [S : CS (P )] ∈ {1, 2}. In particular, since S is a 2-group we have that

NS (CS (P )) = S.
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Proof. By de�nition we know that P ∼= C2 × C2 and, therefore, Aut (P ) = S3. In

particular, sinceNS (P ) = S we have that S/CS (P ) ∼= AutS (P ) ≤ S3. Since S/CS (P )

is a 2-group we can then conclude that it is isomorphic to either C2 or the trivial group.

It follows that [S : CS (P )] = |S/CS (P )| ∈ {2, 1} thus concluding the proof.

As a consequence of the above we obtain the following.

Lemma 3.5.5. With notation as in De�nition 3.5.1 we have that CS(qn) (U) is FSol (q
n)-

centric.

Proof. Throughout this proof we write F := FSol (q
n), F1 := F1 (q

n) and S0 :=

CS(qn) (U). From Alperin's fusion theorem we know that for every φ ∈ AutF (S0) there

exist a set P1, . . . , Pn of F -centric subgroups of S and automorphisms φi ∈ AutF (Pi)

such that φ (x) = φn (· · ·φ1 (x)) for every x ∈ S0. Notice that each Pi contains a

subgroup Si := φi (· · ·φ1 (S0)) isomorphic to S0 in F .

If S0 isn't F -centric then none of the Si is F -centric either. Since each Pi is F -centric

we can conclude that Pi ⪈ Si for every i = 1, . . . , n. From [LO05, De�nition 1.6] we

know that AutF (S) = AutF1 (S). we can therefore conclude that φ ∈ AutF1 (S0).

Again from [LO05, De�nition 1.6] this implies that F = F1 which contradicts the fact

that F is an exotic fusion system. We can therefore conclude that S0 is F -centric just

as we wanted to prove.

We can now provide a result analogous to Lemma 3.5.3 for the fusion system F2 (q
n).

Lemma 3.5.6. With notation as in De�nition 3.5.1 we have that:

(1) F2 (q
n) is a fusion system over S (qn).

(2) Every F2 (q
n)-centric-radical subgroup of S (qn) is FSol (q

n)-centric.

(3) Conjecture 3.1.1 is satis�ed for F2 (q
n).

Proof. From De�nition 3.5.1 and Example 3.2.9 we know that F2 (q
n) is a fusion system

over NS(qn)

(
CS(qn) (U)

)
. Part (1) now follows from Lemma 3.5.4. From Lemma 3.5.5

we know that CS(qn) (U) is FSol (q
n)-centric while from Lemma 3.5.4 we know that it is

fully FSol (q
n)-normalized. Part (2) now follows from [Ya22, Lemma 10.4]. Finally Part

(3) follows from [Br05, Proposition C] and [DP15, Theorem B].
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Lemmas 3.5.3 and 3.5.6 tell us that, taking F := FSol (q
n), I = {1, 2}, F1 := F1 (q

n)

and F2 := F2 (q
n) then Conditions (2) and (3) of Theorem 3.A are satis�ed. Condition

(1) then follows from the following and either Lemma 3.5.3 (1) or Lemma 3.5.6 (1).

Lemma 3.5.7. Let R be a commutative ring, let C and D be small categories with

�nitely many objects such that D ⊆ C and let θD : RC
D → RC be as in De�nition

3.4.1. If C and D have the same objects then θD is an epimorphism.

Proof. It follows from De�nitions 3.2.16 and 3.2.18 that the following are direct sum

decompositions of RC and RD as R-modules

RC =
⊕

X∈Ob(C)

RC · IdX ∼=
⊕

X∈Ob(C)

R, RD =
⊕

Y ∈Ob(D)

RD · IdY ∼=
⊕

Y ∈Ob(D)

R.

By de�nition, for each object Y ∈ Ob (D) ⊆ Ob (C) the morphism θD sends the R-

submodule RD · IdY ⊗ IdY of RC
D isomorphically onto the component RC · IdY of RC .

The result follows.

Now it only remains to prove that Condition (4) of Theorem 3.A holds. This follows

from the following three results.

Lemma 3.5.8. Let R be a ring, let A,B and C be R-modules, let f : A → B

be an R-module morphism, let ι : im (f) → B be the natural inclusion and let f̃ :

A → im (f) be the unique epimorpism satisfying f = ιf̃ . Then f ∗ (HomR (B,C)) =

f̃ ∗ (HomR (im (f) , C)) if and only if ι∗ (Hom (B,C)) = Hom (im (f) , C).

Proof. Since f = ιf̃ then we have that

f ∗ (HomR (B,C)) = f̃ ∗ (ι∗ (HomR (B,C))) . (3.8)

Therefore, whenever ι∗ (HomR (B,C)) = HomR (im (f) , C), then

f ∗ (HomR (B,C)) = f̃ ∗ (HomR (im (f) , C)) .

On the other hand, if f ∗ (HomR (B,C)) = f̃ ∗ (HomR (im (f) , C)) then we can once

again use Equation (3.8) to obtain the identity

f̃ ∗ (HomR (im (f) , C)) = f̃ ∗ (ι∗ (HomR (B,C))) .
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Since f̃ is an epimorphism and the functor HomR (−, C) sends epimorphisms to

monomorphisms we conclude that f̃ ∗ is a monomorphism. The result follows.

Lemma 3.5.8 provides us with a condition equivalent to Condition (4) of Theorem 3.A.

The next result is useful to prove this equivalent condition.

Lemma 3.5.9. Let R,F ,F ′, C and C ′ be as in Lemma 3.4.4. For each P ∈ C ′ we

know that there exists a natural isomorphism of R-modules ROC′ (F ′) · IdP
∼=→ R. Let

1P ∈ ROC′ (F ′) · IdP denote the image of the identity in R via this isomorphism. Then

every element λ ∈ ROC(F)
F ′ (see De�nition 3.4.2) can be written as λ = 1S′ ⊗ROC′ (F ′) xλ

for some xλ ∈ ROC (F).

Proof. By de�nition ofROC′ (F ′) (see De�nition 3.2.18) we know that 1S′ ·ιS′
P = 1P where

ιS
′

P : HomOC′ (F ′) (P, S
′) denotes the equivalence class of the natural inclusion seen as an

element in ROC′ (F ′) (see De�nition 3.2.12). Moreover every element in ROC′ (F ′) is of

the form µ =
∑

P∈C′ 1P ·µP for some µP ∈ R. De�ne yµ :=
∑

P∈C′ µP ιS
′

P ∈ ROC′ (F ′).

Then we have that
µ =

∑
P∈C′

1S′ · ιS′
P µP = 1S′ · yµ.

On the other hand, we know that every element in λ ∈ ROC(F)
F ′ can be written as a �nite

sum of the form λ =
∑n

i=1 λi ⊗ zi for some λi ∈ ROC′ (F ′) and some zi ∈ ROC (F).

Therefore, with the above notation, we have that

λ =
n∑
i=1

1S′ · yλi ⊗ zi = 1S′ ⊗

(
n∑
i=1

yλizi

)
.

The result follows by setting xλ :=
∑n

i=1 yλizi.

The fact that Condition (4) of Theorem 3.A is satis�ed for the Benson-Solomon fusion

system is now just a special case of the following.

Proposition 3.5.10. Let R be a commutative ring, let S be a p-group, let F be a

fusion system over S, let F1,F2 be fusion subsystems of F over S, let F := {F1,F2},

let C be the collection of all F -centric subgroups of S and, with notation as in De�nition

3.4.2, de�ne f : ROC(F)
FS(S) → R

OC(F)
F by setting

f
(
x⊗ROC(FS(S)) y

)
:=

2∑
i=1

(−1)i x⊗ROC(Fi) y,
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for every x ∈ ROC(FS(S)) ⊆ ROC(F1),ROC(F2) and every y ∈ ROC (F). The following

are satis�ed

(1) For every RO (F c)-module N the image f ∗
(
HomROC(F)

(
RO(Fc)

F , N
))

equals

the image f̃ ∗ (HomROC(F) (im (f) , N)
)

where f̃ : ROC(F)
FS(S) ↠ im (f) is the

morphism obtained by viewing f as an epimorphism onto its image.

(2) If F1 and F2 generate F then im (f) = ker (θF ) (see De�nition 3.4.2). In

particular, from Lemma 3.5.8 and Part (1) we have that F satis�es the lifting

property (see De�nition 3.4.3).

Proof. In order to simplify notation throughout this proof we will denote HomROC(F)

simply as Hom.

(1) Let ι : im (f) ↪→ RO(Fc)
F denote the natural inclusion. By de�nition of f̃ we

have that f = ιf̃ and, therefore

f ∗
(
Hom

(
RO(Fc)

F , N
))

= f̃ ∗
(
ι∗
(
Hom

(
RO(Fc)

F , N
)))

⊆ f̃ ∗ (Hom (im (f) , N)) .

In order to prove the converse inclusion we need to prove that for every morphism φ ∈

Hom (im (f) , N) there exists a morphism φ̂ ∈ Hom
(
RO(Fc)

F , N
)
such that φ̂f = φf̃ .

With notation as in Lemma 3.5.9 let 1H := 1S ∈ ROC (H) for every H ∈

{FS (S) ,F1,F2,F} and de�ne φ̂ : RO(Fc)
F → N by setting

φ̂
(
1F1 ⊗ROC(F1) IdS

)
:= φ

(
f̃
(
−1FS(S) ⊗ROC(FS(S)) IdS

))
, and

φ̂
(
1F2 ⊗ROC(F2) IdS2

)
:= 0.

From Lemma 3.5.9 this de�nes a morphism φ̂ ∈ Hom
(
RO(Fc)

F , N
)
. If we now view

ROC (FS (S)), ROC (F1) andROC (F2) as subrings ofROC (F) we have that 1FS(S) =

1F1 = 1F2 = 1F and therefore

φ̂
(
f
(
1FS(S) ⊗ROC(FS(S)) IdS

))
= φ̂

(
2∑
i=1

(−1)i 1Fi ⊗ROC(Fi) IdS

)
,

= φ̂
(
−1F1 ⊗ROC(F1) IdS

)
,

= φ
(
f̃
(
1FS(S) ⊗ROC(FS(S)) IdS

))
.

From Lemma 3.5.9 the above proves that φ̂f = φf̃ . Part (1) follows.
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(2) By de�nition of f and θF we have that

θF
(
f
(
1FS(S) ⊗ROC(FS(S)) IdS

))
=

2∑
i=1

(−1)i 1Fi · IdS = −1F + 1F = 0.

Because of Lemma 3.5.9 we can deduce from the above that im (f) ⊆ ker (θF ).

In order to prove the converse inclusion observe that ker (θF ) and im (f) decompose as

direct sums of R-submodules

ker (θF ) =
⊕
P∈C

ker (θF ) IdP and im (f) =
⊕
P∈C

im (f) IdP .

From this decomposition we deduce that, in order to prove the inclusion ker (θF ) ⊆

im (f), it su�ces to prove the inclusion ker (θF ) IdP ⊆ im (f) IdP for every P ∈ C.

Fix P ∈ C and for every i = 1, 2 let IFi := IFFi,P be as in Lemma 3.4.4. Then we have

the following decomposition of ROC(F)
F IdP as a direct sum of R-submodules

ROC(F)
F IdP ∼=

2⊕
i=1

⊕
φ∈IFi

ROC(Fi) Idφ(P ) . (3.9)

In other words, with notation as in Lemma 3.5.9 we can write every x ∈ ROC(F)
F IdP in

a unique way as
x =

2∑
i=1

∑
φ∈IFi

1φ,Fi xFi,φ,

where for every i = 1, 2 and every φ ∈ IFi we are taking xFi,φ ∈ R and we de�ne

1φ,Fi := 1φ(P ) ⊗ φ where φ ∈ ROC (F) is the R-basis element corresponding to the

morphism in OC (F) with representative φ. It is now immediate from de�nition of θF

(see De�nition 3.4.2) that

ker (θF ) IdP =

x ∈ ROC(F)
F IdP :

2∑
i=1

∑
φ∈IFi

xFi,φ = 0

 .

Let us assume without loss of generality that IdP ∈ IF1 ∩ IF2 . From the above we

conclude that, in order to prove the inclusion ker (θ) IdP ⊆ im (f) IdP , it su�ces to

prove that 1φ,Fiλ ∈ 1IdP ,F1λ+im (f) for every λ ∈ R, every i = 1, 2 and every φ ∈ IFi .

Using again the notation of Lemma 3.4.4 �x IFS(S) := IFFS(S),P and for every φ ∈ IFS(S)
de�ne 1φ,FS(S) ∈ R

OC(F)
FS(S) as before. We can assume without loss of generality that

IdP ∈ IFS(S). Since both F1 and F2 are fusion systems over S then FS (S) ⊆ F1,F2.

Therefore, for every i = 1, 2 and every φ ∈ IFS(S) there exist a unique φ(i) ∈ IFi and
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a unique isomorphism ψ in Fi satisfying φ(i) = ψφ. We conclude that for every λ ∈ R

and every φ ∈ IFS(S) the following holds

f
(
1φ,FS(S)λ

)
=

2∑
i=1

(−1)i 1φ(i),Fiλ.

Fix λ ∈ R and φ′ ∈ IF2 . Since FS (S) ⊆ F2 then there exists φ ∈ IFS(S) such that

φ(2) = φ′. Moreover, since F1 and F2 generate F we know that there exist n ∈ N and

isomorphisms φj,i in Fj for j = 1, 2 and i = 1, . . . , n such that

φ = φ2,nφ1,n · · ·φ2,1φ1,1.

For every i = 1, . . . , n de�ne

φ2,i :=φ2,iφ1,i · · ·φ2,1φ1,1, φ1,i :=φ1,i · · ·φ2,1φ1,1.

By composing with isomorphisms in FS (S) we can assume without loss of generality

that φ1,i, φ2,i ∈ IFS(S) for every i = 1, . . . , n. Since φ2,i is an isomorphism in F2 and

φ1,i is an isomorphism in F1 for every i = 1, . . . , n, by de�nition, we have that(
φ2,i
)(2)

=
(
φ1,i
)(2)

,
(
φ1,i
)(1)

=
(
φ2,i−1

)(1)
.

Here we take φ2,i−1 = IdP . With this setup we can conclude that

1φ′,F2λ = 1φ(2),F2
λ ∈ 1φ(2),F2

λ+ im (f) ,

= 1
(φ2,n)(2),F2

λ+ f
(
−1φ1,n,FS(S)λ

)
+ im (f) ,

= 1
(φ1,n)(2),F2

λ+ 1
(φ1,n)(1),F1

λ− 1
(φ1,n)(2),F2

λ+ im (f) ,

= 1
(φ1,n)(1),F1

λ+ im (f) ,

= 1
(φ1,n)(1),F1

λ+ f
(
1φ2,n−1,FS(S)λ

)
+ im (f) ,

= 1
(φ2,n−1)(2),F2

λ+ im (f) ,

...

= 1(φ1,1)
(1),F1

λ+ f
(
1IdP ,FS(S)λ

)
+ im (f) ,

= 1IdP ,F2λ+ im (f) ,

= 1IdP ,F2λ+ f
(
−1IdP ,FS(S)λ

)
+ im (f) ,

= 1IdP ,F1λ+ im (f) .
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The same arguments can be used in order to prove that 1ψ,F1λ ∈ 1IdP ,F1λ+ im (f) for

every ψ ∈ IF1 and every λ ∈ R. Part (2) follows from the previous arguments.

As a corollary of Proposition 3.5.10 and Theorem 3.A we can now prove Theorem 3.C.

Proof. (of Theorem 3.C). Assume the notation and hypothesis of Theorem 3.C. Let

I = {1, 2}. Since each Fi is a fusion system over S then Condition (1) of Theorem

3.A is satis�ed by Lemma 3.5.7. Conditions (2) and (3) of Theorem 3.A are satis�ed

because of Conditions (2) and (3) of Theorem 3.C. Finally Condition (4) of Theorem

3.A is satis�ed because of Condition (1) of Theorem 3.C and Proposition 3.5.10 (2).

Hence we can apply Theorem 3.A and the result follows.

We conclude this section with the proof of Theorem 3.B.

Proof. (of Theorem 3.B). Assume the notation of De�nition 3.5.1. It su�ces to prove

that we can apply Theorem 3.C with F := FSol (q
n), F1 := F1 (q

n) and F2 := F2 (q
n).

From Lemmas 3.5.3 (1) and 3.5.6 (1) we know that both F1 and F2 are fusion systems

over S. From Lemma 3.5.2 we know that Condition (1) of Theorem 3.C is satis�ed.

Finally from Lemmas 3.5.3 and 3.5.6 we know that Conditions (2) and (3) of Theorem

3.C are satis�ed. The result follows by applying Theorem 3.C with the above setup.

3.A Cohomology spectral sequences

In this appendix we recall the de�nition of a spectral sequence and prove some of the

results that are left as an exercise in [We94, Sections 5.1 and 5.2]. These will help

us provide a description of the page 2 di�erentials of a spectral sequence (see [We94,

Exercise 5.1.2]) and obtain short and long exact sequences relating page 2 and page 3

terms of certain spectral sequences (see [We94, Exercises 5.2.1 and 5.2.2]).

Let us start by recalling the de�nition of a spectral sequence.

De�nition 3.A.1. Let A be an abelian category and let a be a non negative integer. A

cohomology spectral sequence in A starting at a is a family of objects
{
Ei,j
k

}
i,j,k∈Z
k≥a

together with maps di,jk : Ei,j
k → Ei+k,j−k+1

k for every i, j and k such that:
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(1) For every i, j and k the composition di+k,j−k+1
k di,jk is zero.

(2) For every i, j and k there is an isomorphism

Ei,j
k+1
∼= ker

(
di,jk
)
/ im

(
di−k,j+k−1
k

)
.

For every k ≥ a we call page k elements the elements Ei,j
k and page k di�erentials

the maps di,jk . We usually denote a cohomology spectral sequence in A starting at a with

elements Ei,j
k and di�erentials di,jk : Ei,j

k → Ei+k,j−k+1
k simply by its page a elements

(i.e. Ei,j
a ).

We are mostly interested in spectral sequences that converge in the following sense.

De�nition 3.A.2. Let A be an abelian category, let a be a non negative integer, let

Ei,j
a be a cohomology spectral sequence in A starting at a and let H∗ := {Hn}n∈Z be a

family of objects in A. We say that Ei,j
a converges to H∗ (denoted as Ei,j

a ⇒ H i+j)

if:

� For every i, j ∈ Z there exists N i,j ∈ Z and Ei,j
∞ ∈ A such that for every n ≥ N i,j

then Ei,j
∞
∼= Ei,j

k .

� For every n ∈ Z there exists a �ltration of Hn

· · · ⊆ F u
nH

n ⊆ F u−1
n Hn ⊆ · · · ,

such that

lim←− (F ∗
nH

n) = 0, lim−→ (F ∗
nH

n) = Hn,

and for every i, j ∈ Z there exists an isomorphism

Ei,j
∞
∼= F i

i+jH
i+j/F i+1

i+j H
i+j.

It would be quite impractical if, in order to describe any spectral sequence, it was

necessary to de�ne the di�erentials at each individual page. The following Proposition
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tells us that, when a spectral sequence arises from a double cochain (resp. chain)

complex, it is in fact only necessary to describe the di�erentials at the �rst two pages.

Proposition 3.A.3 ([We94, Exercise 5.1.2]). LetR be a ring and let
{(
Ci,j, di,jv , d

i,j
h

)}
i,j∈Z

be a double cochain complex in R -Mod (see De�nition 3.2.21). De�ne Ei,j
0 as the

cohomology spectral sequence in A starting at 0 and such that Ei,j
0 := Ci,j, di,j0 := di,jv ,

Ei,j
1 := ker (di,jv ) / im (di,j−1

v ) and di,j1 : Ei,j
1 → Ei,j+1

1 is the map induced by di,jh (anti-

commutativity of the vertical and horizontal maps ensures that di,j1 is well de�ned). Then

we have an isomorphism of R-modules

Ei,j
2
∼=
{
(x, y) ∈ Ei,j

0 × E
i+1,j−1
0 : di,jv (x) = di,jh (x) + di+1,j−1

v (y) = 0
}{(

di,j−1
v (a) + di−1,j

h (c) , di,j−1
h (a) + b

)
: (a, b, c) ∈ K

} ,

where
K := Ei,j−1

0 × ker
(
di+1,j−1
v

)
× ker

(
di−1,j
v

)
,

and we can de�ne di,j2 : Ei,j
2 → Ei+2,j−1

2 by setting di,j2

(
(x, y)

)
=
(
di+1,j−1
h (y) , 0

)
. For

all spectral sequences in R -Mod arising in this way from a double cochain complex we

take this to be the di�erential at page 2.

Proof. From De�nition 3.A.1 we have that

Ei,j
1
∼= ker

(
di,j0
)
/ im

(
di,j−1
0

)
,

=
{
x ∈ Ei,j

0 : di,jv (x) = 0
}
/
{
di,j−1
v (a) : a ∈ Ei,j−1

0

}
,

∼=
{
(x, y) ∈ Ei,j

0 × E
i+1,j−1
0 : di,jv (x) = 0

}{(
di,j−1
v (a) , b

)
: (a, b) ∈ Ei,j−1

0 × Ei+1,j−1
0

} ,
Using this isomorphism we can rede�ne di,j1 by setting di,j1

(
(x, y)

)
=
(
di,jh (x) , 0

)
. With

this in mind we can now conclude that

ker
(
di,j1
)
=

{
(x, y) ∈ Ei,j

0 × E
i+1,j−1
0 : di,jv (x) = di,jh (x) + di+1,j−1

v (y) = 0
}{(

di,j−1
v (a) , b

)
:(a, b) ∈ Ei,j−1

0 × Ei+1,j−1
0 s.t. di,jh

(
di,j−1
v (a)

)
+di+1,j−1

v (b) = 0
} .

From anti-commutativity of the cochain complex di�erentials we now have that

di,jh
(
di,j−1
v (a)

)
+ di+1,j−1

v

(
b+ di,j−1

h (a)
)
= di+1,j−1

v (b) + di,jh
(
di,j−1
v (a)

)
+

+ di+1,j−1
v

(
di,j−1
h (a)

)
,

= di+1,j−1
v (b) .
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Therefore, by rede�ning b := b+ di,j−1
h (a), we can rewrite

ker
(
di,j1
)
=

{
(x, y) ∈ Ei,j

0 × E
i+1,j−1
0 : di,jv (x) = di,jh (x) + di+1,j−1

v (y) = 0
}{(

di,j−1
v (a) , di,j−1

h (a) + b
)
: (a, b) ∈ Ei,j−1

0 × ker
(
di+1,j−1
v

)} .

The �rst part of the statement follows from the above, the third isomorphism theorem

and the isomorphism Ei,j
2
∼= ker

(
di,j1
)
/ im

(
di−1,j
1

)
given in De�nition 3.A.1.

To prove the rest of the statement �rst notice that, whenever the di�erentials di,j2 are well

de�ned, we have that di+2,j−1
2 di,j2 = 0. Therefore we are only left with proving that the

di�erential di,j2 is well de�ned for every i, j ∈ Z. For every x ∈ Ei,j
0 and y ∈ Ei+1,j−1

0

such that di,jv (x) = di,jh (x) + di+1,j−1
v (y) = 0 we can use anti-commutativity of the

cochain complex di�erentials to deduce that

di+2,j−1
v

(
di+1,j−1
h (y)

)
= −di+1,j

h

(
di+1,j−1
v (y)

)
= di+1,j

h

(
di,jh (x)

)
= 0,

di+2,j−1
h

(
di+1,j−1
h (y)

)
+ dv (0) = 0.

Therefore, denoting with an overline (·) the equivalence class of the appropriate elements,

we have that di,j2

(
(x, y)

)
∈ Ei+2,j−1

2 for every (x, y) ∈ Ei,j
2 . We are now only left with

proving that di,j2

(
(x, y)

)
does not depend on the choice of representative (x, y) of (x, y).

For every (a, b, c) ∈ Ei,j−1
0 × ker (di+1,j−1

v )× ker (di−1,j
v ) let a′ := b′ := 0 and c′ := b ∈

ker
(
d
(i+2)−1,j−1
v

)
. Then we have that

(
di+1,j−1
h

(
di,j−1
h (a) + b

)
, 0
)
=
(
di+1,j−1
h (b) , 0

)
,

=
(
di+1,j−1
h (c′) , 0

)
,

=
(
di+2,j−2
v (a′) + di+1,j−1

h (c′) , di+2,j−2
h (a′) + b′

)
.

This proves that di,j2 does not depend on the choice of representative thus concluding

the proof.

If a convergent cohomology spectral sequence starting at 2 has only two non zero rows

then there exist a short exact sequence relating its page 3 elements and a long exact

sequence relating its page 2 elements. More precisely we have the following.

Proposition 3.A.4 ([We94, Exercise 5.2.2]). Let A be an abelian category, let Ei,j
2 be

a cohomology spectral sequence in A starting at 2 and let H∗ = {Hn}n∈Z a family of
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elements in A such that Ei,j
2 ⇒ H i+j. If Ei,j

k = 0 whenever j ̸∈ {0, 1} then there exists

a long exact sequence of the form

· · · −→Hn−1−→ En−2,1
2

dn−2,1
2−→ En,0

2 −→Hn−→En−1,1
2

dn−1,1
2−→ En+1,0

2 −→Hn+1−→ · · · .

Moreover, for every n ∈ Z, there exists a short exact sequence of the form

0→ En,0
3 → Hn → En−1,1

3 → 0.

Proof. We know by de�nition that for every i, j, k ∈ Z with k ≥ 2 the di�erential

di,jk maps the page k element Ei,j
k to the page k element Ei+k,j−k+1

k . Since Ei,j
k = 0

whenever j ̸∈ {0, 1} this implies that the di�erential di,jk is the zero map for every k ≥ 3.

In particular we have that ker
(
di,jk
)
= Ei,j

k and that im
(
di−k,j+k−1
k

)
= 0 for every k ≥ 3

and, therefore

Ei,j
k+1
∼= ker

(
di,jk
)
/ im

(
di−k,j+k−1
k

)
= Ei,j

k /0
∼= Ei,j

k .

We can therefore conclude that, with notation as in De�nition 3.A.2, we have Ei,j
∞ = Ei,j

3

for every i, j ∈ Z. In particular, for every n ∈ Z there exists a �ltration

· · · ↪→ F n−u
n Hn ↪→ F n−(u+1)

n Hn ↪→ · · · , (3.10)

such that

lim←− (F ∗
nH

n) = 0, lim−→ (F ∗
nH

n) = Hn.

and for every i, j ∈ Z there exists an isomorphism

Ei,j
3
∼= F

(i+j)−j
i+j H i+j/F

(i+j)−(j−1)
i+j H i+j. (3.11)

We can conclude from the above that for every j ̸∈ {0, 1} and every n ∈ Z then

0 = En−j,j
3

∼= F n−j
n Hn/F n−(j−1)

n Hn.
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Equivalently, for every j ̸∈ {0, 1} we have that

F n−j
n Hn ∼= F n−(j−1)

n Hn.

Since lim←− (F ∗
nH

n) = 0 and lim−→ (F ∗
nH

n) = Hn then we can rewrite the �ltration of

Equation (3.10) as

· · · ↪→ 0 ↪→ 0 = F n+1
n Hn ↪→ F n

nH
n ↪→ F n−1

n Hn = Hn ↪→ Hn ↪→ · · · . (3.12)

We can therefore conclude from Equation (3.11) that for every n ∈ Z we have

En,0
3
∼= F n

nH
n/F n+1

n Hn ∼= F n
nH

n/0 ∼= F n
nH

n.

Applying again Equation (3.11) with the �ltration of Equation (3.12) we obtain the

isomorphism

En−1,1
3

∼= F n−1
n Hn/F n

nH
n ∼= Hn/En,0

3 .

The short exact sequence of the statement follows

On the other hand we know by de�nition that

En,0
3
∼= ker

(
dn,02

)
/ im

(
dn−2,1
2

)
, En−1,1

3
∼= ker

(
dn−1,1
2

)
/ im

(
dn−3,2
2

)
.

Since En+2,−1
2 = En−3,2

2 = 0 then we can conclude that ker
(
dn,02

)
= En,0

2 and

im
(
dn−3,2
2

)
= 0. Therefore, we can rewrite the above equivalences as

En,0
3
∼= coker

(
dn−2,1
2

)
, En−1,1

3
∼= ker

(
dn−1,1
2

)
.

We can therefore rewrite the short exact sequences of the statement as

0→ coker
(
dn−2,1
2

)
→ Hn → ker

(
dn−1,1
2

)
→ 0.

The long exact sequence of the statement follows from joining all such short exact

sequences.

Analogously to Proposition 3.A.4, whenever a cohomology spectral sequence has only
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two non zero columns, there exists a short exact sequence relating its page 2 elements.

More precisely we have the following results with which we conclude this appendix.

Proposition 3.A.5 ([We94, Exercise 5.2.1]). Let A, Ei,j
2 and H∗ be as in Proposition

3.A.4. If Ei,j
k = 0 for every i ̸∈ {0, 1} then, for every n ∈ Z there exists a short exact

sequence of the form

0→ E1,n−1
2 → Hn → E0,n

2 → 0.

Proof. With arguments analogue to those in proof of Proposition 3.A.4 we can deduce

that di,jk = 0 whenever k ≥ 2 and, therefore, Ei,j
∞
∼= Ei,j

2 for every i, j ∈ Z. In particular,

for every n ∈ Z there exists a �ltration

· · · ↪→ F u
nH

n ↪→ F u−1
n Hn ↪→ · · · ,

such that

lim←− (F ∗
nH

n) = 0, lim−→ (F ∗
nH

n) = Hn.

and for every i, j ∈ Z there exists an isomorphism

Ei,j
2
∼= F i

i+jH
i+j/F i+1

i+j H
i+j. (3.13)

We can conclude from the above that for every i ̸∈ {0, 1} and every n ∈ Z then

F i
nH

n = F i+1
n Hn. We can therefore rewrite the �ltration of Equation (3.13) as

· · · ↪→ 0 = F 2
nH

n ↪→ F 1
nH

n ↪→ F 0
nH

n = Hn ↪→ · · · . (3.14)

We can therefore conclude from Equation (3.13) that for every n ∈ Z then

E1,n−1
2

∼= F 1
nH

n/F 2
nH

n ∼= F 1
nH

n/0 ∼= F 1
nH

n.

Applying once again Equation (3.13) we obtain from the above and Equation (3.14) that

E0,n
2
∼= F 0

nH
n/F 1

nH
n ∼= Hn/E1,n−1

2 .

144



The short exact sequence of the statement follows.

3.B Higher limits over Fp-modules and Zp-modules

Let p be a prime, let C be a small category with �nitely many objects, let F : C →

Fp-Mod be a functor and let ι : Fp-Mod→ Zp-Mod be the natural inclusion of categories.

In this appendix we prove that limn
C (F ) ∼= limn

C (ι ◦ F ) as abelian groups for every non

negative integer n. This seems to be widely used in the literature, but we were unable

to �nd any reference proving it. Therefore we include a proof in this paper.

Let us start by relating free resolutions of Zp-modules with free resolutions of Fp-modules.

Lemma 3.B.1. Let C be a small category with �nitely many objects, let R be a

commutative ring, let x ∈ R be a non zero divisor, let M be an RC-module (see

De�nition 3.2.16) such that m · x ̸= 0 for every m ∈ M , let F∗
ε→ M → 0 be a free

resolution of M in RC and de�ne the quotient ring S := R/xR. By viewing SC as an

(RC,SC)-bimodule in the natural way we have that F∗⊗RCSC
ε⊗IdSC−→ M⊗RCSC →

0 is a free resolution of the SC-module M ⊗RC SC.

Proof. For every free RC-module F ∼= (RC)n we know that F ⊗RC SC ∼= (SC)n is

a free SC-module. Therefore we only need to prove that the sequence in the statement

is exact.

For every RC-module N let x· : N → N denote the endomorphism of RC-modules

corresponding to multiplication by x (seen as an element in RC). Since x is not a zero

divisor of R, is not a zero divisor of RC either (when seen as an element in RC).

Therefore, since each Fi is free we can deduce that the endomorphisms x· : Fi → Fi

are injective for every i. By de�nition of M we also know that the endomorphism

x· :M →M is injective. Take now the chain complex C∗ de�ned by setting C−1 =M ,

Ci = Fi for every i ≥ 0 and Cj = 0 for every j ≤ −2. Since SC ∼= RC/ (RCx) by

construction, viewing SC as an (RC,RC)-bimodule in the natural way, we obtain the

exact sequence of chain complexes

0→ C∗
x·→ C∗ → (C∗ ⊗RC SC)→ 0.
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This leads (see [We94, Theorem 1.3.1]) to the long exact sequence in homology

· · · → H1 (C∗ ⊗RC SC)→ H0 (C∗)→ H0 (C∗)→ H0 (C∗ ⊗RC SC)→ 0.

Since F∗
ε→M → 0 is a free resolution of M , we have that it is a long exact sequence.

Equivalently we have that Hn (C∗) = 0 for every n ∈ Z. From the above long exact

sequence we can therefore conclude that Hn (C∗ ⊗RC SC) = 0 for every n ∈ Z.

Equivalently the sequence of RC-modules F∗ ⊗RC SC
ε⊗IdSC−→ M ⊗RC SC is exact.

The result follows from viewing this sequence as a sequence of SC-modules.

The following result, together with Lemma 3.B.1 allows us to switch from free resolution

in Zp -Mod to free resolutions in Fp -Mod when applying a certain contravariant Hom

functor.

Lemma 3.B.2. Let R be a ring, let I be a two sided ideal of R, let S := R/I, let

ι : S -Mod ↪→ R -Mod be the natural inclusion of categories, let M be an S-module

and let N be an R-module. Viewing S as an (R,S)-bimodule in the natural way there

exists an isomorphism of abelian groups HomR (N, ι (M)) ∼= HomS (N ⊗R S,M) which

is natural in both N and M .

Proof. The functor ι is in fact the restriction functor resulting from the projection π :

R → S. It is well known that such restriction functor is right adjoint to the functor

− ⊗R S : R -Mod → S -Mod. More precisely there exists a natural bijection of sets

Γ : HomR (N, ι (M)) ↪→→ HomS (N ⊗R S,M) which sends every f ∈ HomR (N, ι (M))

to the morphism Γ (f) ∈ HomS (N ⊗R S,M) de�ned by setting

Γ (f) (n⊗ π (x)) = f (n) · π (x) ,

for every n ∈ N and every x ∈ R.

For every f, g ∈ HomR (N, ι (M)), every x ∈ R and every n ∈ N we have that

Γ (f + g) (n⊗ π (x)) = (f + g) (n) · π (x) ,

= f (n) · π (x) + g (n) · π (x) ,

= Γ (f) (n⊗ π (x)) + Γ (g) (n⊗ π (x)) .
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We can therefore deduce that Γ (f + g) = Γ (f) + Γ (g). Since Γ sends the zero

morphism to the zero morphism this implies that Γ is in fact a morphism of abelian

groups thus concluding the proof.

As a consequence of Lemmas 3.B.1 and 3.B.2 we have the following.

Proposition 3.B.3. Let R,C, x and S be as in Lemma 3.B.1 and let ι : S -Mod →

R -Mod be the natural inclusion of categories. Then, for every non negative integer

n and every contravariant functor M : Cop → S -Mod there exists an isomorphism of

abelian groups limn
C (M) ∼= limn

C (ι ◦M) which is natural in M .

Proof. Let RC be as in De�nition 3.2.18, let F∗
ε→ RC → 0 be a free resolution of RC

inRC -Mod, denote by dn : Fn+1 → Fn its di�erentials and view ι◦M : Cop → R -Mod

as anRC-module (see Proposition 3.2.17). By de�nition of the ExtnRC groups, for every

integer n ≥ 0 we have the isomorphism of abelian groups

ExtnRC

(
RC , ι ◦M

) ∼= ker (d∗n : HomR (Fn, ι ◦M)→ HomR (Fn+1, ι ◦M))

im
(
d∗n−1 : HomR (Fn−1, ι ◦M)→ HomR (Fn, ι ◦M)

) ,
where we take d−1 := 0 and F−1 = 0. Because of Lemma 3.B.2 we can obtain from the

above the following isomorphism of abelian groups

ExtnRC

(
RC , ι ◦M

) ∼= ker ((dn ⊗ IdSC)
∗) / im ((dn−1 ⊗ IdSC)

∗) , (3.15)

where

(dn ⊗ IdSC)
∗ : HomS (Fn ⊗RC SC,M)→ HomS (Fn+1 ⊗RC SC,M) , and

(dn−1 ⊗ IdSC)
∗ : HomS (Fn−1 ⊗RC SC,M)→ HomS (Fn ⊗RC SC,M) .

Since RC ⊗RC SC ∼= SC as SC-modules, from Lemma 3.B.1 we obtain the free

resolution F∗ ⊗RC SC
ε⊗IdSC−→ SC → 0 of SC in SC -Mod. Therefore, from de�nition

of the ExtnSC groups, we can rewrite Equation (3.15) as

ExtnRC

(
RC , ι ◦M

) ∼= ExtnSC
(
SC ,M

)
.

The result follows from the above equivalence of abelian groups and [We07, Corollary
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5.2].

As a corollary of Proposition 3.B.3 we obtain the result that motivates the introduction

of this appendix.

Corollary 3.B.4. Let C be a small category with �nitely many objects, let p be a

prime and let ι : Fp -Mod → Zp -Mod be the natural inclusion. Then, for every non

negative integer n and every contravariant functor M : Cop → Fp -Mod there exists an

isomorphism of abelian groups limn
C (M) ∼= limn

C (ι ◦M) which is natural in M .

Proof. This is just a particular case of Proposition 3.B.3 taken with R := Zp and

x := p.
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Chapter 4

Conclusions and further work

Let F be a fusion system. In this thesis we de�ned Mackey functors over F and F -centric

Mackey functors (also known as F c-restricted Mackey functors) (see De�nitions 2.2.26

and 2.2.29). These de�nitions are in fact equivalent to those given in [DP15]. We then

explored the properties of F -centric Mackey functors proving that results like Higman's

criterion and the Green correspondence, which are known to be satis�ed for Mackey

functors over groups (see [Sa82]), can be translated to F -centric Mackey functors (see

Theorems 2.3.17 and 2.4.38).

Moreover we proved results which contribute to proving the sharpness conjecture for

fusion systems (see [DP15]) by both providing some tools to approach it (see Theorems

3.A and 3.C) and using such tools to prove that the conjecture is satis�ed for the only

known family of exotic fusion systems over 2-groups (see Theorem 3.B).

We would like to conclude this thesis by outlining a research project that could be pursued

as a continuation of the results exposed during Chapter 3.

We believe there exist at least two potential methods of using Theorems 3.A and 3.C

in order to make further progress towards proving the sharpness conjecture for fusion

systems.

The �rst method was explained in Section 3.4. It is based on the observation that,

because of [Br05, Proposition C], [DP15, Theorem B] and [Ya22, Lemma 10.4], then for

any fusion system F over a p-group S and any family P := {Pi}i∈I of fully F -normalized

and F -centric subgroups of S the set F := {NF (S)} ∪ {NF (Pi) : P ∈ P } satis�es
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Conditions (1)-(3) of Theorem 3.A. We suspect that, under some minimality conditions

on F , Condition (4) of Theorem 3.A is also satis�ed. More precisely we conjecture that,

if P is taken to be the family of all fully F -normalized and F -essential subgroups of S

(see [Li07, De�nition 5.1 (ii)]), then we can apply Theorem 3.A in order to prove that

the sharpness conjecture holds for F (see Conjecture 3.4.6). We think that the main

di�culty to overcome in attempting to prove the above is the varying nature and number

of F -essential subgroups depending on the fusion system F . This variety might in fact

lead to complications when attempting to obtain general results.

The second method is based on Theorem 3.C. With notation as before we know that

Conditions (2) and (3) of Theorem 3.C are satis�ed for any F1 ∈ F and F2 := NF (S).

We conjecture that, with some extra work, we can apply Theorem 3.C with F1 and F2

as above in order to prove the sharpness conjecture for the (non necessarily saturated)

fusion system F ′ over S generated by F1 and F2. Some additional work might then

allow us to repeat this process replacing F2 with F ′ and F1 with a di�erent fusion system

in F . We know from Alperin's fusion theorem that the fusion systems in F generate

F . Therefore, repeating this process a �nite number of times, we would prove that the

sharpness conjecture is satis�ed for F . We believe that the main di�culties to overcome

when trying to prove the above are:

� Unlike NF (S) the fusion system F1 might not be a fusion system over S. This

prevents us from applying Theorem 3.C with F2 := NF (S). In order to obtain a

similar result, major adaptations of the proof of Theorem 3.C might be necessary.

� The fusion system F ′ de�ned above might not be saturated. It is therefore

necessary to retrace the steps leading to Theorem 3.C and adapt them to non

saturated fusion systems.

� The fusion system F ′ de�ned above might not satisfy Condition (2) of Theorem

3.C. To solve this problem it might be necessary to replace Conditions (2) and (3)

by the weaker condition � limn
OFc (Fi)

(
M∗ ↓O(F)

OFc (Fi)

)
= 0 for every n ≥ 1, every

i = 1, 2 and every Mackey functor M = (M∗,M
∗) over F �. This relaxation of

conditions might lead to a less powerful result.
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