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1 Introduction

Mental health has been receiving an increasing attention. To assist people with mental health is-
sue, the digital health and natural language processing communities have been exploring methods
and techniques for automatically detecting mental health issues from textual data. A key tech-
nique useful for mental health analysis is the identification of emotions people express in their
social media messages. Mental state is closely related to people’s emotions. In fact, emotions
can be the second mostly used feature for detecting mental issues on social media, particularly
depression and suicide risk [1].

There exist various theories and psychological frameworks for classifying emotion cate-
gories. Some of them are coarse-grained, which divide emotions into broad main categories.
For example, Ekman’s scheme consists of six emotion categories [2]. Other emotion classifica-
tion schemes attempt to define fine-grained emotion categories. For example, the GoEmotions
scheme [3] consists of 27+1 emotion categories.

To automatically recognise emotions from textual data, several emotion classification mod-
els have been proposed and tested, such as [4, 5]. Since ChatGPT was introduced in late 2022,
which is capable of classifying text [6], generative AI models have been tested for emotion clas-
sification. An important issue in this regard is, how the granularity level of the different emotion
schemes can affect the emotion classification performance of generative AI. In this study, we in-
vestigate this issue by comparing the performance of ChatGPT4 for emotion classification with
two different emotion schemes including Ekman’s and GoEmotions schemes.

2 Methods and Data

In our experiment, we chose ChatGPT based on GPT-4 [7] as an emotion classification tool and
selected GoEmotions dataset [3] as our test data. GoEmotions dataset is a collection of English
Reddit messages, where each message is manually tagged with one or more emotion categories.
The annotation scheme of this dataset consists of a range of finely grained emotion categories,
including a total 27 emotion types and neutral category. These 27 emotion types can be grouped
under the Ekman’s broader six basic emotion categories.

We selected GPT-4 as the classifier because it was the latest generative AI model when we
started this study. We wrote a Python script to access the OpenAI API of GPT-4, and used
prompts to request GPT-4 to complete the emotion classification task. Figure 1 shows a prompt



template used in our experiment. The purpose of the prompt is to ask GPT-4 to select only one
emotion category from a provided list of emotions conveyed by the given Text.

Figure 1: A GPT-4 prompt template.

We tested GPT-4 based on Ekman and GoEmotions schemes separately. For each scheme, we
evaluated the performance of GPT-4 using an accuracy metric. First, we calculated an accuracy
for each emotion category. Then we averaged the accuracy of all emotion categories, obtaining
an overall accuracy for each scheme. Finally, we compared the overall accuracy between the two
schemes.

3 Results

In our experiment, GPT-4 achieved an overall accuracy of 46.5% with the Ekman’s scheme. It
showed the best performance in identifying fear followed by disgust and joy, with accuracy of
70.1%, 67.1%, and 52.4% respectively. With GoEmotion scheme, GPT-4 obtained an overall
accuracy of 35.6%, which is 10.9% lower than that with Ekman’s scheme. GPT-4 obtained
the best performance in identifying amusement with 80.1% accuracy, followed by nervousness
(75%) and disapproval (67.2%).

We found that GPT-4 sometimes classifies the messages into classes beyond the range of
provided candidate categories. With GoEmotion scheme, the number of emotions classified by
GPT-4 reached 46 categories, while it produced 10 categories with Ekman’s scheme. While some
of them are incorrect, some others indeed capture correct emotions linked to the manual gold-
standard annotation. In a couple of cases, GPT-4 suggestions appear to be even more appropriate
than manual annotation. Occasionally, GPT-4 lacks understanding of context and refused to
provide an answer when it determines a message as offensive.

4 Conclusion

Our experiment shows that, overall, a higher granularity level of emotion scheme negatively
affects the performance of GPT-4. However, as shown in the previous section, some emotion
categories of GoEmotion received higher accuracy than those of Ekman scheme. This implies
that generative AI can perform better on more specifically defined narrower emotion categories
than on broader basic categories. Another interesting finding is, the GPT-4 suggested 18 and 3
new categories to the GoEmotion and Ekman respectively, some of which even make more sense
than human classification. This result implies a possibility that generative AI can potentially
assist in designing a robust emotion classification scheme. Finally, it also raises an issue of
how to accurately evaluate classification of generative AI where human produced gold-standard
may not be completely reliable. For future work, we will extend our study for more emotion
classification schemes and multiple emotion classification cases.



5 Study Context

This study used a subset (4,590 Reddit posts) of GoEmotions dataset [3] which is accessible at
https://huggingface.co/datasets/go_emotions) and is publicly freely available. For detecting emo-
tions, we used GPT-4 API that was accessed using a Python program. There is no ethical issue
in our work.
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