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Abstract

A desire to move away from ceramic breeder materials that display a dependence on

the use of a beryllium multiplier, has seen octalithium compounds and particularly,

Li8PbO6, being considered for application in a future fusion reactor. Although, there

is little understanding of many of the basic properties of the material, importantly

how it might behave as a tritium breeding material.

By virtue of proximity to the fusion plasma, the extreme operating environment

the breeding material will be subject to inherently gives rise to a significant

population of defects throughout the operational lifetime. This has implications

for the not only the macroscopic physical properties of the material, but also the

mechanisms for tritium accommodation and release.

Modern first-principles simulations such as Density Functional Theory are widely

used to study the fundamental properties of crystalline materials, including the

behaviour of both intrinsic and extrinsic point defects. In this thesis, DFT

is used to assess the feasibility of Li8PbO6 as a breeder material and aims

to provide a comprehensive understanding of the underlying defect chemistry

and the mechanisms for tritium release. But also, when combined with simple

thermodynamics, how the defect population controls the underlying stoichiometry,

and how ultimately, the burn-up of lithium may result in the stability of octalithium

phase being lost.

It is shown that the defect chemistry, given the intrinsically high concentration of

lithium in Li8PbO6, is largely dominated by lithium vacancy defects (namely V−1
Li ),
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regardless of the operating conditions considered.

It is expected Li8PbO6 when accounting for point defect populations will

only be stable under Li-rich stoichiometries and may begin to undergo a phase

transformation into Li4PbO4 as lithium is depleted throughout the operational

lifetime.

Migration barriers for tritium diffusion as an interstitial and bound to a lithium

vacancy were found to be comparatively low compared to other lithium ceramics.

The low migration barriers for the defect complex in particular suggest the lithium

vacancy performs a collaborative role in assisting tritium escape from the bulk

crystal, which suggests aging of the blanket will be of low significance in comparison

with other leading candidate ceramics.

The works presented in this thesis provide a baseline theoretical understanding

of the potential performance of Li8PbO6 to operate as a breeding material. It is

hoped the works presented can be experimentally validated, and more importantly

to serve as encouragement for others to explore the viability of other, previously

dismissed materials.
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Chapter 1

Introduction

Beginning in the industrial revolution, the past 300 years have seen the widespread

adoption of hydrocarbon fuels as an energy source. The rapid increase in global

population, due to improved living conditions throughout the period, continues with

current estimates projecting a peak between 8.84 - 10.9 billion people by 2064 [1].

In conjunction with projected population increases, the collective energy use of

individuals is also rising. This is particularly evident in many developing countries,

which are experiencing major upward shifts in socioeconomic status towards the

middle class [2].

In recent decades, it has become clear that the burning of hydrocarbons is having

a significant impact on the Earth’s climate [3]. The emission of greenhouse gases,

primarily carbon dioxide and carbon monoxide (which eventually decomposes into

carbon dioxide) due to the widespread burning of hydrocarbon fuels such as coal, oil

and natural gas have already had a dramatic effect on the atmosphere, with the 10

warmest years on record occurring since 2010, and an average global temperature

increase in 2023 of 1.36 ◦C since the 1850-1900 pre-industrial average [4, 5]. By

2100, the Earth is projected in the 2023 IPCC report to have an average global

temperature rise of 3.2 ◦C, with a medium confidence range between 2.1 and 3.4 ◦C

[6].

Aside from reducing energy consumption, the burning of hydrocarbon fuels for
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energy has numerous alternatives, which can be broken down into 2 main categories:

renewable and nuclear energy. The reliability of renewable energy sources such as

solar, hydro and wind is routinely criticised due to concerns surrounding inconsistent

and unpredictable input into the energy grid, and thus must be sustained with some

form of base load in the form of either nuclear fission plants or vastly expanding

our energy storage capabilities. Fission reactors are also notoriously expensive and

take a significant time to construct due to the understandably extensive regulatory

environment. The construction of the Hinkley Point C site in the UK provides an

excellent demonstration of this, which began construction in 2017 and, at present, is

projected to take a minimum of 10 years to construct. The total cost of construction

for the Hinkley Point C site is also projected to increase to up to £46 billion

(accounting for inflation) [7]. Widespread fear of nuclear energy has propagated

over recent decades due to a combination of the publicity of a small number of

prominent accidents (i.e. Chernobyl, Fukushima Daiichi, Three Mile Island and

Windscale) [8].

Nuclear fusion offers a favourable alternative to traditional fission reactors from a

safety perspective as utilising a nuclear fusion reaction design completely eliminates

the risk of a catastrophic failure on the scale of the most prominent nuclear accidents

seen in the late 20th and early 21st centuries. Fusion reactions are not self-

sustaining, as is seen in fission. Due to the delicate conditions required to facilitate

a fusion reaction, total failure of a single component will quickly extinguish the

reaction [9]. Not only do fusion reactor designs offer a safer alternative for nuclear

energy production, but also offers the opportunity to utilise an effectively renewable

source of fuel should the challenges of demonstrating a sustainable reaction be

achieved.

Unfortunately, the technological challenges presented in producing a sustainable

fusion reaction with a high enough energy yield to be used as an energy source have

proven to be far more formidable than for fission, primarily in areas of reaction

confinement, energy efficiency and the procurement of fuel despite significant
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research effort.

The most suitable reaction for the nuclear fusion process is the D-T reaction,

which utilises a 1:1 mixture of the hydrogen isotopes, deuterium and tritium.

Although deuterium exists naturally in abundance in seawater [10], tritium is only

produced naturally at a rate of 0.4 kg per year by cosmic rays striking nitrogen

molecules in the atmosphere [11]. At present, the proposed method for tritium

procurement to sustain a fusion reactor is to exploit the highly energetic neutrons

produced by the D-T fusion reaction itself to fission lithium into tritium, and will

be done by surrounding the plasma with a lithium-rich material with the breeding

capability to sustain the reaction.

There are numerous options for breeding blanket concepts, which are broadly

categorised into ceramic and liquid blanket designs, with each offering various

benefits and shortcomings. Liquid blanket designs utilise either a liquid metal or

molten salt, which offer high thermal conductivities in comparison with ceramic

designs, making them effective heat exchangers. They also offer superior tritium

breeding rates, although, liquid lithium concepts are also highly reactive and pose

a significant safety concern. Despite the lower tritium breeding rates offered

by ceramics, ceramic concepts are chemically relatively unreactive, and thus are

significantly safer than the liquid designs.

The most viable method for the short-term is to utilise a ceramic material

due to their chemical inactivity compared with alternatives (typically liquid metal

or molten salt), their high operational temperatures and reasonable thermal

conductivities which allow them to doubly operate as heat exchangers.

The two largest projects attempting to demonstrate a fully functional fusion

reactor are the ITER (formally the International Thermonuclear Experimental

Reactor) and the DEMOnstration power plant DEMO. The extensive timeline

for the realisation of such large projects means these projects have seen many

advancements in nuclear fusion research that will not be tested or implemented

in their final construction. This has left a vacuum in the sector for the development
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of smaller, cheaper reactors that are much quicker to produce, and most importantly

allow for much more rapid experimentation of potential components in a real reactor

setting. Numerous smaller scale private enterprises have appeared in recent years,

each aiming to demonstrate a fully operational fusion reactor design. An example

of just one contender in the sector is Tokamak Energy, who aim to demonstrate a

fully realised reactor by the 2030s [12].

Many of the blanket concepts to be trialled on both ITER and DEMO projects

will be lithium ceramics, namely materials such as Li2TiO3 [13] and Li4SiO4 [14],

which despite being (at present) the most suitable candidate ceramics, they are

only theoretically barely capable of producing tritium at a sufficient rate to sustain

a reactor, and are highly dependent on beryllium to act as a neutron multiplier.

Beryllium poses a serious problem for fusion reactor design as not only is beryllium

intrinsically toxic (the most toxic non-radioactive element) [15], it is also a scarce

resource and contains trace quantities of uranium [16] which will result in the

accumulation of numerous fission waste products during operation [17].

Due to the drawbacks of the current leading candidate ceramics, there has

been a shift in focus in recent years to return to exploring alternative candidates.

Major contenders for research are the octalithium ceramics, which offer the highest

theoretical tritium breeding capabilities compared with other ceramics [18], and

allow for a reduction in the amount of beryllium required to ensure the fuel cycle

is sustainable. Of the lithium ceramics, octalithium plumbate (Li8PbO6) offers the

highest theoretical tritium breeding, although unfortunately very little is known

about this material.

1.1 Thesis Outline

The overall aim of this thesis is to evaluate the suitability of Li8PbO6 as a tritium

breeding material for future fusion reactors. To achieve this, the overall aim is

broken down into several objectives. Firstly, by establishing an understanding
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of the fundamental properties, such as the electronic, basic thermodynamic and

mechanical properties to establish a baseline understanding of the inert behaviour

of the material, and to draw inferences as to how these qualities might translate to

operational settings (e.g. heat capacity). Next, the phase stability of the material

under predicted reactor operational temperatures is explored, and compared to a

range of other potential octalithium compounds. Then the intrinsic defect chemistry

and its evolution during operation is examined, particularly when accounting for the

phase stability of the material. Finally the behaviour of tritium in the ceramic is

explored, in particular, how it is accommodated at point defects and how these can

facilitate the release process. Importantly we also look to predict how these will

change during operation.

The works of this thesis demonstrate a complete description of the tritium

solubility and release characteristics for Li8PbO6. A modified point defect model is

used to describe the tritium solubility under different environmental conditions.

The modified point defect model presented incorporates temperature-dependent

Gibbs free energies into the description of the constituent chemical potentials as

a computationally inexpensive way of including thermal effects into point defect

descriptions of solids. The optimal migration pathways for tritium in bulk Li8PbO6

are characterised. For total escape from the bulk crystal, activation energy

barriers for escape were found to be very low (< 0.91 eV), supporting previous

evidence provided by Hayashi [19] and [20] that Li8PbO6 has excellent tritium

release characteristics. It is hoped the defect chemistry and mechanisms for

tritium migration in this thesis will be experimentally validated, and encourage

the exploration of the feasibility of other previously discarded ceramics for use as

tritium breeding materials. An in-depth discussion of the concluding remarks and

direction for future works is included in chapter 8.
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Chapter 2

Literature review

2.1 Nuclear Fusion

The process which powers all stars, including our very own Sun, is thermonuclear

fusion. In the fusion process, two lighter nuclei are fused together to form a heavier

product. If the product is lighter than the sum of the reactants, the mass loss is

released as the ‘binding energy’ according to Einstein’s energy-mass relationship:

∆E = ∆mc2 (2.1)

where, ∆E is the binding energy, m is the atomic mass, and c is the speed of light.

If the binding energy per nucleon for the resulting product is higher, the reaction is

exothermic and thus will release energy. As a general rule, the lighter the reactants

and products in a fusion reaction, the higher the energy released. Figure 2.1 shows

an illustration of the binding energy per nucleon as a function of the number of

nucleons in a nucleus.

As can be seen in Figure 2.1, the peak binding energy as it relates to stars is

found at iron, and is known as the ‘iron peak’. Although, this is slightly misleading

as the iron peak is only a local maximum, the true peak binding energy occurs at

62Ni. Fusion reactions occurring past the iron peak return a net energy loss, as the

reaction is no longer exothermic. In stellar bodies, once a star begins to produce
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Figure 2.1: Binding energy per nucleon for a selection of typical atomic nuclei [21].

iron from the fusion process, it is doomed to die, as the star no longer has the

means of producing energy from the fusion process. Another major criteria for a

successful fusion reaction to occur is for the reactants to overcome the electrostatic

repulsion between them. As the electrostatic repulsion experienced by the reactants

is proportional to the number of protons in each of their nuclei, the electrostatic

repulsion is minimised by choosing nuclei with a low number of protons. Regardless,

overcoming the electrostatic repulsion requires the reactants to have extremely high

kinetic energies. For artificial fusion reactions which occur at significantly lower

densities than within a stellar core, significantly higher temperatures are required.

To demonstrate the extreme kinetic temperatures required to overcome electro-

static repulsion, the interaction between two deuterons is considered. Coulomb’s

law of electrostatic repulsion between two like nuclei can be expressed in terms of

the proton number Z, and is given by equation 2.2.
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Vc =
2Ze2

4πϵ0 × 2R
(2.2)

where, R is the radius of deuteron, (roughly 2 fm) Vc is the Coulomb barrier, e is

the elementary charge, and ϵ0 is the permittivity of free space. As deuteron has 1

proton, Vc can be roughly approximated to 720 keV. Assuming a single degree of

freedom, the kinetic energy is given by the expression in equation 2.3.

KE =
1

2
kBT (2.3)

where, KE is the kinetic energy, kB is the Boltzmann constant, and T is the kinetic

temperature. Equating Vc and KE results in a kinetic temperature of 1.6 × 1010 K.

Thankfully, temperatures of this magnitude do not need to be achieved to overcome

the repulsive force, as at sufficiently high energies quantum tunnelling through the

Coulomb barrier becomes increasingly more likely.

The likelihood of three-body (or greater) reactions occurring outside of stellar

densities is exceptionally low, and for terrestrial fusion is generally ignored, and only

two-body reactions (of which only those which have suitably high cross-sections)

are considered. Figure 2.2 illustrates the likelihood of fusion for some of the most

typically considered two-body fusion reactions.

The deuterium-tritium (i.e. D-T) reaction (shown in equation 2.4) is considered

the most energetic artificial fusion reaction, due to its extremely high energy output

of 17.6 MeV. It also possesses the highest cross-section, particularly for lower kinetic

energies.

2
1D+3

1 T →4
2 He +

1
0 n (2.4)

The majority of the energy output from the D-T reaction is in the form of kinetic

energy possessed by the neutron (14.1 MeV). Due to the high energy possessed by

the neutron, the materials required for operating a fusion reactor will be subjected

to extremely high heat loads and radiation damage, and must be able to continue

to function in such an environment.
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Figure 2.2: Cross-sections of two-body fusion reactions as a function of the incident

particle energy [22].

An integral concept to describe the necessary parameterisation to achieve

successful fusion is the Lawson parameter [23], which provides a lower boundary

condition for the product of ion density n and mean residence time τE (rate of

energy loss to the environment) of energetic ions in a plasma that leads to a net

energy output. The Lawson criterion is given in equation 2.5:

nτE ≥ 12T

Ech⟨σv⟩
(2.5)

where Ech is the energy of the charged fusion products, and ⟨σv⟩ is the averaged

fusion cross-section in the Maxwell-Boltzmann distribution. More conventionally,

the ‘triple product’ (also referred to as the ‘Lawson criterion’) of T , n and τE is used

as a figure of merit, shown in equation 2.6:

nTτE ≥ 12T 2

Ech⟨σv⟩
(2.6)

The Lawson criterion serves as the primary motivating factor for pursuing the
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D-T fusion reaction, as D-T yields the lowest fusion triple product relative to other

reactions, and is best illustrated in Figure 2.3, which shows a comparison of the

triple product with other commonly proposed fusion reactions:

Figure 2.3: Lawson criterion of commonly proposed fusion reactions. Data taken

from Bosch and Hale [24].

As is evident from Figure 2.3, D-T requires a significantly lower triple product

compared to other types of reaction at significantly lower temperatures. As it is

comparatively easier to reach the minimum conditions required for self-sustaining

fusion using D-T, it is the reaction of choice for modern fusion reactor design.

At present, a controlled and sustained fusion reaction satisfying the Lawson

criterion has yet to be demonstrated, due to the extreme environments required

to perform the reaction. Although, observing experimental fusion reactor designs

over time (illustrated by Figure 2.4), it is likely the threshold for self-sustained

fusion will soon be achieved. Currently, the approaches towards reactor design for

sustaining a controlled fusion reaction can be broadly divided into two categories,

the first of which is Magnetic Confinement Fusion (MCF), in which a plasma

containing a mixture of reactants (generally deuterium and tritium) is suspended
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Figure 2.4: Lawson criterion met by numerous reactor concepts [25].

in a magnetic field using either a tokamak or a stellarator. The second category is

Inertial Confinement Fusion (ICF) in which the reactants are compressed using a

shock-wave such that the density and temperature are high enough for the fusion

process to occur.

2.2 Magnetic Confinement

One of the earliest advancements in MCF design was the Soviet T-1 tokamak (Figure

2.5), credited to the works of Natan Yavlinsky and developed at the Kurchatov

Institute in Moscow in 1958, which successfully demonstrated the need for magnetic

field lines to coil around a torus-shaped reactor vessel for a stable plasma equilibrium

to be achieved [26], which previous iterations of fusion reactor design such as the
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Z-pinch were unable to accomplish. The success of the T-1 tokamak design built on

the initial conceptualisations of Soviet physicists Igor Tamm and Andrei Sakharov

by Yavlinsky would lay the groundwork for MCF reactor design in the proceeding

decades as the tokamak reactor concept.

Figure 2.5: Photograph of the Russian T-1 tokamak reactor taken at the Kurchatov

Institute in Moscow. (Wikicommons)

The core of the MCF concept is to confine the fusion plasma using a magnetic

trap arranged in such a manner as to prevent interaction with the reactor vessel

surface, and consequentially damage to the first wall. The toroidal shape of the

reactor vessel allows for a circular flow of the plasma within the vessel, and contact

with the surface can be prevented by confining the charged particles within the

plasma using an external magnetic field. The arrangement of the magnets used is

broken down into 3 classifications: the toroidal field coils; the poloidal field coils;

and finally the central solenoid. A diagram illustrating the arrangement of magnets

is given in Figure 2.6.

A major flaw with the toroidal configuration of the tokamak reactor design is the

spacing of the toroidal field coils which wrap vertically around the reactor vessel are

more closely spaced towards the centre of the reactor, and this difference in spacing
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Figure 2.6: Illustration of the arrangement of magnets used in modern tokamak

reactor designs, taken from EUROfusion [27].

Enrico Fermi proposed would separate the electrons from the nuclei in the plasma,

causing the volume of the plasma to expand throughout operation until contact with

the reactor vessel itself is made [28].

One solution to the problem of plasma volume expansion is to induce an electric

current inside the fusion plasma itself to generate a magnetic field perpendicular

to the current, which allows the particles inside the plasma to move helically, yet

remain within the torus of the tokamak reactor vessel.

An alternative solution is to modify the geometry of the torus-shaped pathway

of the plasma so the magnetic field lines turn in on themselves such that the charged

particles in the plasma are allowed to circulate indefinitely, preventing the charged

particles from interacting with the surface of the vessel. Such a design is called a

stellarator, and an example illustration of the complex geometry of the plasma

13



Chapter 2. Literature review

chamber and the field coils used by the Wendelstein 7-X (W7-X) experimental

stellarator [29] constructed in 2015 by the Max Planck Institute for Plasma Physics

(IPP) is given in Figure 2.7.

Figure 2.7: Illustration of the complex geometry of the magnetic field coils (blue)

and reactor chamber (yellow) for the W7-X experimental stellarator (taken from the

IPP website) [30].

Owing to the complex geometry, the stellarator concept was largely dismissed

until sufficient computational design tools to design such complicated magnets could

be developed, and thus in recent years with such tools now available, the stellarator

concept has seen a reemergence of interest. Although, the complex geometry still

remains one of the primary disadvantages of the stellarator approach, as it restricts

the use of superconducting magnets. Once constructed, the safety factor (the ratio

the magnetic field line traverses the minor vs major radius) is limited, and would

require the construction of an entirely new reactor to change.

Until recently, most MCF reactor designs such as the Joint European Torus

(JET), or in the private sector Tokamak Energy’s ST-40 (shown in Figure

2.8) have employed the use of copper magnets, whereas ITER will utilise low-

temperature superconducting (LTS) materials Nb3Sn and NbTi [31], possessing
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critical temperatures of 18 K and 9.3 K, and critical fields up to 30 T and 11.5

T respectively [32, 33].

Figure 2.8: Photograph of the ST-40 spherical tokamak reactor (taken from the

Tokamak Energy website) [34].

Based on the critical fields offered by LTS magnets, it was previously expected

that LTS magnets would require very large plasma volumes to be used for the

reaction to be self-sustaining, and results in a major radius of 6.2 m and a plasma

volume of 837 m3 [35] for ITER, relative to the much smaller JET experimental

reactor which offers a major radius of merely 2.96 m and a volume of 91 m3 [36].

The works of Bednorz and Müller in 1986 demonstrated a critical temperature

for the superconducting ceramic lanthanum barium copper oxide (LaBa2Cu3O7)

of Tc = 35 K [37], much higher than LTS magnets. This discovery gave rise to

the family of high-temperature superconducting (HTS) rare earth barium cuprates

(REBCO), demonstrating critical temperatures exceeding 90 K [38]. The advent of

HTS magnets, with their favourable critical fields offered the possibility to construct

reactors with a much smaller major radius, and are thus smaller and cheaper to

produce, and are known as compact spherical tokamaks.
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2.3 Tritium Breeding

As a consequence of the short half-life of 12.32 years of tritium [39], our current

global inventory of tritium is insufficient to supply and sustain a single fusion reactor,

let alone an entire fleet. The annual tritium consumption of a fusion power plant

operating at 1 GW fusion power is expected to be 55.6 kg per full power year (FPY)

or roughly 152g per full power day (FPD) [40].

There are a few possible sources for acquiring and building a sufficient supply

of tritium. Naturally, tritium is produced as a byproduct of cosmic rays which

fission nitrogen in the atmosphere and are deposited into seawater to form HTO

[41], although tritiated water in oceans has a concentration of the order of 10−18

parts tritium to hydrogen [42], which completely rules out acquisition by extraction

unlike deuterium which occurs at a rate of approximately 1 part for every 6420

hydrogen atoms [10]. There is also the option of finding a source of 3
2He to convert

into tritium via the 3He(n,p)T reaction. The only viable method for obtaining a

natural source at present is to extract it from lunar regolith where it exists in great

quantities due to solar bombardment, although this pathway presents a number of

challenges and does not present a suitable near-term solution to procuring more

tritium.

Currently tritium is primarily requisitioned as a byproduct of CANDU fission

reactors at a rate of approximately 130 grams per CANDU reactor per year

[43], although the total yield is insufficient. Pressurised and Boiling Water

Reactors (PWRs and BWRs respectively) are capable of producing tritium with the

introduction of TPBARs (Tritium Producing Burnable Absorber rods), although

are limited to a maximum production of 1.2 grams of tritium across the 600 day

lifetime of the rod [44]. The only remaining option is to procure tritium from the

transmutation of lithium.

The consensus for the manufacture of tritium is to extract it as a fission

byproduct of the Li(n,α)T reaction using a high energy neutron:
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6
3Li +

1
0 n→3

1 T +4
2 He (2.7)

and depending on the isotope of lithium used (6Li/7Li), a neutron may also be

produced:

7
3Li +

1
0 n→3

1 T +4
2 He +

1
0 n (2.8)

Conveniently, the D-T fusion reaction itself produces high energy neutrons which

are intended to be used as a heating agent to extract power from the reactor.

Although, only one neutron is generated for every D-T reaction which occurs in

the plasma, and as it is unreasonable to expect 100% of all neutrons to react with

the lithium, it is necessary to introduce a neutron multiplier such as beryllium

or lead (shown in equations 2.9 and 2.10 respectively) to increase the number of

neutrons available for tritium breeding. This will help to ensure the tritium breeding

ratio (TBR), defined as TBR = Number of tritium atoms generated/Number of

tritium atoms consumed in the plasma remains above 1, to make the whole process

sustainable.

9
4Be +

1
0 n→ 242He + 210n (2.9)

82
207Pb +1

0 n→82
206 Pb + 210n (2.10)

The combination of a lithium-rich material with some form of neutron multiplier

is known as a ’tritium breeding blanket’. This breeding blanket will line the reactor

vessel behind the first wall of the reactor as part of the ’tritium breeding module’

(TBM). The first wall acts as a thermodynamic and radiation shield for the other

components of the reactor, and is generally comprised of tungsten tiles [45] as

they offer significantly reduced pollution of the plasma chamber compared to the

previously proposed graphite walls [46].

In addition to breeding tritium, the blanket region is where the neutron energy

is converted into heat for electricity generation while simultaneously providing
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shielding for the magnets and other ancillary systems. Given the multiple roles

for the blanket region, it is perhaps unsurprising, that the choice of breeder material

is complicated and inevitably impacts other choices in the construction of a future

reactor. There are an array of different breeder blanket concepts that are due to

be tested on ITER [13]. In general, these employ either a lithium ceramic or liquid

lithium lead eutectic as breeder material.

2.3.1 Tritium Breeding Module Concepts

The following subsection highlights the various TBM concepts proposed for use in

a MCF tokamak reactor.

2.3.1.1 Liquid Blanket Concepts

In most instances, the preferred choice of liquid is the Pb-15.8Li (atomic fraction)

eutectic alloy [47], although alternatives to Pb-15.8Li have been proposed. The first

of which is to use pure lithium which offers superior tritium breeding capability in

comparison with other liquid breeder materials, and also possesses a high tritium

solubility which minimises permeation of tritium to the coolant [48]. Unfortunately,

lithium is highly reactive in both air and water, which in the event of blanket leakage,

could result in a dangerous hydrogen explosion [49]. In fact, liquid lithium is so

reactive it is capable of dissolving numerous structural materials, such as SiC/SiC

[50]. On top of the severity of an accident due to blanket leakage, the high tritium

solubility presents an issue for extraction of the tritium itself in comparison with

the Pb-15.8Li eutectic [51]. Another alternative is the FLiBe molten salt (Li2BeF4),

which offers a much higher tritium solubility in comparison to pure lithium, reducing

the complexity of tritium recovery from the blanket [52]. FLiBe is much more

chemically stable and can operate up to temperatures in excess of 650 ◦C [53],

although the tritium breeding capability is the lowest of the three liquids, and use

of FliBe may result in the production of tritiated hydrofluoric acid [54].

• HCLL - Helium Cooled Lithium Lead (HCLL) TBM concept [55] proposed for
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testing in the ITER and DEMO projects uses the Pb-15.8Li eutectic alloy as

both the tritium breeder and the neutron multiplier material, and uses helium

gas as coolant [56]. The lithium is enriched to 90% 6Li [57]. Connected to the

rear of the breeding units are the horizontal cooling plates, where high pressure

helium gas of 8 MPa is allowed to flow to extract heat for power generation,

with inlet/outlet temperatures of 300/500 ◦C respectively [57]. The eutectic

is circulated at low velocity to allow for the extraction of tritium.

• DCLL - Similar to the HCLL concept, the Dual Coolant Lithium Lead

(DCLL) concept also employs the use of the Pb-15.8Li eutectic to act as

both the tritium breeder and the neutron multiplier. Although in the DCLL

case, the eutectic also acts as a secondary coolant where it is circulated at

higher velocity compared to HCLL into large coolant channels composed of

Eurofer steel [56] to remove heat from the breeding zone. The helium in

this instance is used as the primary coolant for the first wall, and allows for

higher operational temperatures of the blanket. Much like the HCLL concept,

the lithium is enriched to 90% 6Li, with a helium pressure of 8 MPa and

inlet/outlet temperatures of 300/500 ◦C respectively [58].

• WCLL - The Water Cooled Lithium Lead (WCLL) concept due to be tested

in the TBM test modules of DEMO, and similarly to the HCLL and DCLL

utilises the Pb-15.8Li eutectic [59]. Although, the coolant is replaced with

pressurised water, which flows in small pipes which pass through the eutectic

pool, similar to that of a fission Pressurised Water Reactor (PWR).

2.3.1.2 Ceramic Blanket Concepts

Ceramic TBM concepts are advantageous due to the high lithium densities and low

chemical reactivity of the ceramics [60]. This ensures a degree of safety even in the

event of a loss of coolant accident. However, ceramic materials have relatively low

thermal conductivities of 2.5 W/mK [61] versus 10 W/mK for liquid metal concepts
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[62], which will impact the thermal efficiency of the reactor [62]. By contrast the

liquid lithium lead concepts offer a higher thermal efficiency, however, the reactivity

of the liquid metal poses a safety issue, particularly if water is used as a coolant

[63]. The liquid breeder concepts also offer an easier refuelling route that may

reduce reactor downtime, thereby increasing availability. Ceramic breeder materials

currently offer a more near-term solution for effective tritium breeding due to the

lack of technological innovation required in comparison with liquid breeder concepts

[64].

Figure 2.9: Example design of the HCPB blanket module, taken from Zhou et al.

[65].

• HCPB - The Helium Cooled Pebble Bed (HCPB) concept will use either

Li4SiO4 or Li2TiO3 pebble beds for tritium breeding, and neutron multiplica-

tion supplied by pellets of beryllium [13]. The HCPB utilises Eurofer steel as

the structural material. For the DEMO project, the lithium in both Li4SiO4

and Li2TiO3 is enriched to 60% 6Li [66]. Similar to the cooling system of the

HCLL liquid blanket, the HCPB is cooled by helium gas with a pressure of 8

MPa and inlet/outlet temperatures of 300/500 ◦C respectively [67, 20]. The

tritium is purged from the blanket using a low-pressure helium stream called

the ’purge gas’, where the tritium on the pebble surface undergoes isotope
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exchange with hydrogen in the helium gas in order to be extracted. The

purge gas flows initially through the beryllium pebble beds before reaching

the ceramic pebbles. The maximum operational temperature for the ceramic

pebbles are 920 ◦C, 650 ◦C for the beryllium pebbles and 550 ◦C for the Eurofer

steel [20]. An example of the HCPB design is shown in Figure 2.9.

• WCCB - The Water Cooled Ceramic Breeder (WCCB) [68] uses a Li2TiO3

pebble bed as the tritium breeding substance, utilises a beryllium pebble bed

for neutron multiplication, and uses a lithium enrichment of 6Li of 30% for

DEMO [56]. Unlike the HCPB, the WCCB utilises F82H steel as the structural

material, and uses pressurised water as the primary coolant. The ceramic and

beryllium pebble beds are divided by cooling panels, consisting of a series of

F82H steel tubes. Maximum operational temperatures for each component is

similar to that of the HCPB, with maximum temperatures of 900/600/550 ◦C

for the ceramic, beryllium and F82H steel respectively [13].

• HCCB - The Helium Cooled Ceramic Breeder (HCCB) similar to the WCCB

and the HCPB uses a combination of ceramic and beryllium pebbles for the

tritium breeding and neutron multiplication respectively, except the HCCB

utilises Li4SiO4 as the ceramic material, with a 6Li enrichment of 80% [13],

compared to the 60% used by the HCPB TBM concept. Much like the HCPB,

helium is used as both a coolant and the purge gas to extract the tritium from

the breeding zone. The breeding zone is comprised of a sequence of rows of

circular coolant channels.

• LLCB - The Lithium Lead Ceramic Breeder (LLCB) is a unique combination

of both the solid ceramic breeder and the liquid breeder concepts [69, 70].

The design uses a Li2TiO3 pebble bed in combination with a Pb–16Li eutectic

alloy for tritium breeding. The Pb-16Li also acts dually as a neutron multiplier,

eliminating the need for solid beryllium pellets. The Pb-16Li eutectic alloy also

serves as the primary coolant for the ceramic pebbles which flows around the
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pebble bed compartments to extract heat from both the ceramic pebbles and

the eutectic itself, with inlet/outlet temperatures of 300/480 ◦C respectively

[13]. A secondary coolant of pressurised helium (8 MPa) is used for the first

wall and the structural materials, with inlet/outlet temperatures of 300/360

◦C respectively [71]. Similarly to the HCPB, the tritium is extracted from

the ceramic via the use of a low-pressure helium purge gas, although tritium

produced in the eutectic must be extracted separately using an external

detritiation system.

2.4 Ceramic Blanket Materials

The choice of ceramic breeder material is constrained by the desire to use readily

available low activation materials to reduce the amount of radioactive waste

byproduct. The ideal material must possess a high lithium density such that

sufficient tritium fuel can be bred to sustain the reactor, it must be tolerant to

thermal stresses in order to avoid excessive fragmentation during operation, it must

have sufficient heat transfer properties as well as being able to resist and tolerate

excessively high neutron fluxes, resulting in potential radiation damage of the order

of >150 dpa [67], whilst also having sufficient tritium release characteristics such

that the tritium produced within the ceramic can be requisitioned [72]. Because of

these limitations, a wide range of potential materials have been considered, including

Li2O [73], Li2TiO3 [13], Li2ZrO3 [74], Li4SiO4 [14], γ-LiAlO2 [75], to name a few.

In recent years, the primary ceramic breeder materials selected for application in

the test blanket modules for ITER are lithium metatitanite (Li2TiO3) and lithium

orthosilicate (Li4SiO4) [13]. While Li4SiO4 offers a higher lithium density (and

consequentially, a higher potential for tritium breeding) and better tritium release

characteristics at lower temperatures in comparison with Li2TiO3, Li2TiO3 offers

a more favourable thermomechanical stability [76] and is much more insensitive

to moisture [77]. Li2TiO3 and Li4SiO4 both adopt complex crystal structures, with
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Li2TiO3 adopting a monoclinic unitcell in the C2/c space group [78], whereas Li4SiO4

adopts the low-symmetry p21/m space group [79]. Li2TiO3 compared to Li4SiO4

is much more flexible towards deviations in stoichiometry. The Li2O-TiO2 phase

diagram shows Li2TiO3 is able to accommodate stoichiometries ranging between

47 - 51.5 mol % TiO2 [80], allowing for fabrication with an excess in lithium

content and increasing the tritium breeding potential, and is able to accommodate

the loss of lithium due to transmutation [81] in comparison with Li4SiO4, which

cannot accommodate such non-stoichiometry as it is a line compound [82] and

accommodates excess lithium in the Li2SiO3 secondary phase.

Fabrication and characterisation of ceramic breeder pebbles has been studied

extensively, and a brief summary of the approaches used by various entities is

presented in Table 2.1.

Table 2.1: Fabrication processes of solid breeder blankets Li2TiO3 and Li4SiO4

adopted from Knitter et al. [83]

Entity Compound Fabrication Pebble Density Open/closed Pebble bed Reference

method diameter (mm) (%) porosity density (%)

China Li4SiO4 Melt-spraying 0.9-1.0 94 <4/<1.5 60.5 [83, 84]

Li2TiO3 Extrusion- 0.8-1.2 85 <11/<3 53 [83, 85]

spheronization

EU Li4SiO4 Melt-spraying 95 0.25-0.63 <1/<5 61 [86]

Li2TiO3 Extrusion- 0.8-1.2 90 5 / 5 55 [85]

spheronization

India Li2TiO3 Solution combustion/ 1.0-1.25 90 6-9/2-5 60 [87]

solid state

Japan Li2TiO3 Sol-gel 1.18 89 N.A. 64 [88]

Korea Li4SiO4 Slurry dropping 0.9-1.1 77 11/12 48 [83]

Li2TiO3 Sol-gel 0.9-1.1 91 5/4 56 [83]

The neutrons ejected by the fusion plasma are able to penetrate deep into the

pebbles such that the tritium ions generated as the product of the Li(n,α)T reaction
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form within the ceramic matrix. From the ceramic matrix, the tritium must then

diffuse to the pebble surface, where it can be extracted via isotope exchange reactions

with hydrogen in the helium purge gas. There are a number of competing processes

for diffusion of tritium through the bulk, which include inter/intra-granular diffusion

as well as trapping and de-trapping of defects. An illustration of the process of

tritium escape from from the ceramic matrix to the purge gas is shown in Figure

2.10.

Figure 2.10: Illustration of the diffusion process of tritium from the pebble ceramic

matrix to the He purge gas. Taken from Goswami and Murphy [89].

The rate limiting step for tritium recovery is the migration of the tritium through

the bulk until reaching a grain boundary. In neutron-irradiated lithium ceramics,

multiple peaks in the thermal desorption spectra are found, suggesting that there

are multiple distinct mechanisms in the tritium release process [90, 91, 92]. An

example of the multiple peaks seen in the thermal desorption spectra for Li4SiO4 is

shown in Figure 2.11.

Experimental activation energies for tritium diffusion for Li2TiO3 and Li4SiO4

vary between 0.63 - 1.5 eV [93, 94] and 0.4 - 0.88 eV [95, 96, 97] respectively. The

broad variation in activation energies measured is likely due to different experimental
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Figure 2.11: Thermal desorption spectra of tritium release for Li4SiO4, taken from

Qi et al. [92]. Tritium release rate is measured in Bq/g.

conditions, but nonetheless demonstrates the complexity of the diffusion process.

Tritium diffusion has also been studied computationally via the use of atomistic

simulation techniques such as Density Functional Theory (DFT) [98, 99]. The

activation energy barrier for tritium diffusion as an interstitial defect in Li2TiO3

was predicted to be 0.33 eV [100], although the introduction of lithium vacancy

defects into the crystal can act as trapping sites for the tritium, as the tritium

interstitial becomes bound to the lithium vacancy. Introducing lithium vacancies

leads to an increase in the activation energy for tritium migration to as high as 1 eV

when tritium is bound to the lithium vacancy defect [89]. The presence of defects

in the ceramic matrix arising throughout the lifetime of the blanket from either

lithium burn-up as lithium is transmuted into tritium, or from radiation damage,

are expected to prohibit tritium mobility, as decreasing rates of hydrogen release

have been observed due to irradiation by energetic particles [101] and γ-rays [102].

Regardless of the origin of defects, the production of defects in the ceramic pebbles

may significantly hinder the rate and quantity of tritium recovered from the ceramic

pebbles.
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The ceramic pebbles also need to meet numerous secondary criteria. These

include: possession of a high lithium density; a high thermo-mechanical stability;

a high crush load to deal with high thermo-mechanical loads; small grain size to

facilitate tritium recovery; be chemically compatible with beryllium; and depending

on coolant used, be unreactive to water/air to mitigate an accident scenario [103,

104]. Although, none of the current candidate materials satisfy all of these criteria.

For example as discussed previously, although Li4SiO4 has excellent low-temperature

tritium release properties compared to Li2TiO3, Li2TiO3 offers more favourable

thermo-mechanical stability and is insensitive to moisture. In recent years, there

has been an effort to examine the use of multiple phases in the ceramic pebbles to

combine the advantages of each phase and overcome the limitations presented by

using single-phase pebbles. To improve lithium density and radiation resistance,

Li2+xTiO3 [105] and Li4SiO4-Pb [106] pebbles have been fabricated respectively,

whereas Li4SiO4-SiO2 [107] pebbles have been fabricated in an effort to increase

the mechanical strength of Li4SiO4. Knitter et al. introduced a small amount of

titania into Li4SiO4 pebbles to improve the mechanical properties of Li4SiO4 instead,

creating secondary Li2TiO3 phases [76]. Xiang et al., developing on the biphasic

Li2TiO3-Li4SiO4 system studied by Knitter et al. fabricated 50% Li2TiO3-50%

Li4SiO4 core-shell pebbles, which exhibited significantly higher crush strengths [108].

The use of core-shell pebbles has enabled reconsideration of previously discarded

candidate ceramics, such as Li4TiO4, which was discarded as a candidate due to air

sensitivity, by coating a Li4TiO4 core with a protective Li2TiO3 shell [109]. Similar

thinking has lead to a number of previously discarded candidate materials now being

investigated in hybrid materials.

Regardless, the current candidate materials alone may not be sufficient for use as

a ceramic breeding material for tokamak reactors. Outside of the thermo-mechanical

drawbacks of the leading candidate materials, the TBRs of Li2TiO3 and Li4SiO4

depend significantly on the heavy use of beryllium as a neutron multiplier to increase

their TBRs to the required level. The use of beryllium also poses additional concerns
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due to not only the scarcity of beryllium as a resource, but also in that beryllium

naturally contains trace impurities of uranium. Uranium impurities in beryllium

generally don’t pose any significant concerns in environments where there is a low

fluence of neutrons. However, due to the proximity of the beryllium to the fusion

plasma, the presence of trace impurities of uranium pose a serious concern for

the production of radioactive waste. The uranium content in the beryllium for

ITER have a maximum requirement of 30 weighted parts per million (wppm) [110],

although even with such content, the total quantity of Be12Ti to be supplied to

DEMO as a neutron multiplier is estimated to be 700 tons [111], or 490 tons of

beryllium [112] every 4 years, and results in a total uranium content of 14.7 kg.

Figure 2.12: Activation processes of U trace impurities in Be. Taken from Kolbasov

et al. [16].

As seen from the activation processes of uranium shown in Figure 2.12, the

high neutron fluxes generated by the D-T fusion reactions activates the uranium
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and facilitates the production of a number of fissile isotopes, in particular 239Pu

within the neutron multiplier. As well as the generation of fissile isotopes, the decay

products of these radioactive nuclides also pose a concern. Thus, there is a drive to

reduce the amount of beryllium used and is a major motivating factor for exploring

alternative ceramic breeding materials with higher TBRs to compensate for the

reduction of beryllium, on top of the thermo-mechanical issues with current leading

candidates.

2.5 Octalithium Plumbate

A review article examining the current landscape of candidate breeding blanket

materials was published recently by Hernández and Pereslavtsev [18]. In this article,

they performed a neutronics analysis to show that the octalithium ceramics offer

highly favourable tritium release rates in comparison with other candidate materials,

most importantly Li2TiO3 and Li4SiO4, with predicted TBRs in the range of 1.17 -

1.21, owing to their high lithium densities and in some cases, the intrinsic neutron

multipliers within their crystal structures. Of particular note from this neutronics

analysis is the material octalithium plumbate (Li8PbO6), which offered the highest

TBR of all the ceramics analysed with a TBR of 1.21 (using a simplified DEMO

configuration of 6Li enrichment of 60%), due to the intrinsic neutron multiplication

offered by lead and the impressive lithium density the octalithium ceramic affords.

This can be compared to breeding ratios of 1.15 and 1.12 for the Li4SiO4 and Li2TiO3

respectively under the same conditions. A comparison of the lithium densities of

the octalithium ceramics with Li2TiO3 and Li4SiO4 taken from Hernández and

Pereslavtsev is presented in Table 2.2.

Li8PbO6 was previously dismissed as a potential candidate for use as a breeding

blanket due to concerns surrounding the thermal stability of octalithium ceramics

at high temperatures and the potential appearance of secondary phases such as

Li4PbO4 during fabrication. Due to the early dismissal of Li8PbO6 and other
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Table 2.2: Comparison of atomic density of lithium between the octalithium ceramics

and the leading candidate ceramic materials Li2TiO3 and Li4SiO4. Taken from

Hernández and Pereslavtsev [18]. (RT = Room temperature)

Atomic Li atomic Density at

Compound density (a/Å3) density (a/Å3) % Li RT (kg/cm3) Ref.

Li8PbO6 0.1077 0.0575 53.4 4.28 [19]

Li8GeO6 0.1062 0.0567 53.4 2.64 [113]

Li8CeO6 0.1006 0.0537 53.3 3.25 [114]

Li8ZrO6 0.1109 0.0591 53.3 2.98 [115]

Li8SnO6 0.1140 0.0608 53.3 3.41 [116]

Li8CoO6 0.1060 0.0565 53.3 2.47 [117]

Li2TiO3 0.1129 0.0376 33.3 3.43 [118]

Li4SiO4 0.1085 0.0482 44.4 2.40 [119]

octalithium ceramics, many of the fundamental properties of Li8PbO6 are largely

unknown. Li8PbO6 has successfully been produced by Konishi et al. using solid-

state synthesis, by sintering a 4:1 mixture of Li2O:PbO2 at 873 K under a dry oxygen

atmosphere for several hours [120]:

4Li2O(s) + PbO2(s) → Li8PbO6(s) (2.11)

In the same work they studied the lithium diffusivity using NMR, and concluded

that Li8PbO6 is stable under dry oxygen atmospheres at 973 K. The sintering

process demonstrated by Konishi et al. for Li8PbO6 was successfully reproduced

by Colominas et al. under different temperature conditions [121], and they observed

that a secondary phase of Li4PbO4 tends to form as a trace impurity. The production

of the Li4PbO4 secondary phase can be reduced by using high temperatures (1273 K)

and reducing the sintering time. At temperatures below 873 K, trace impurities of

Li2O and PbO2 are measured, indicating insufficient temperatures for the reaction to
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reach completion. Furthermore, recent experiments by Pedr Charlesworth of Oxford

University have suggested that high quality Li8PbO6 samples can be fabricated and

are stable up to 1004 ◦C, before melting (personal communication, 2023).

An initial assessment by Hayashi et al. [19] analysing the tritium diffusivity in

a range of lithium oxide ceramics previously indicated that octalithium plumbate

offers the highest tritium diffusivity of all the lithium ceramics they tested with an

activation energy of 0.78 eV, compared to 0.4 - 0.88 eV [95, 96, 97] for Li2TiO3

and 0.63 - 1.5 eV for Li4SiO4 [93, 94]. A comparison of the tritium diffusivity is

taken from Hayashi et al. and presented in Figure 2.13. Although they were able

to demonstrate that tritium primarily takes the form of T1+, they did not establish

an understanding of the mechanisms for tritium migration.

Understanding the mechanisms for tritium migration through the bulk crystal

of ceramic breeding materials allows for the characterisation of the tritium release

properties throughout the entire lifetime of the material as lithium is exhausted

through burn-up. As mentioned previously, there has been significant growth in

recent years in the use of atomistic simulation to characterise the solubility of tritium

and the mechanisms for tritium migration through ceramic materials, in particular

Li2TiO3 which has been extensively studied using DFT [89, 100, 122, 123]. The

works of this thesis aim to provide a complete description of the tritium solubility

and release mechanisms for Li8PbO6 using atomistic simulation.

2.5.1 Crystallography

As illustrated in Figure 2.14, Li8PbO6 crystallises into the R3̄H [148] space group

and forms a complex layered structure, alternating between a mixed lithium-lead and

pure lithium layers in the sequence PbLi2-O3-Li3-Li3. There are two symmetrically

distinct lithium sites, a tetrahedrally-coordinated site existing exclusively in the

pure lithium layer (18f Wyckoff site) and an octahedrally-coordinated site in the

mixed lithium-lead layer (6c). Lead ions are octahedrally coordinated in the +4

charge state, surrounded by 6 oxygen ions. The oxygen and lead ions occupy the
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Figure 2.13: Arrhenius plots of diffusion coefficients for tritium in Li8PbO6, crystals

(open circles, solid line), comparing with those of the other lithium-based oxide

ceramics (dotted lines). Taken from Hayashi et al. [19].

18f and 3a sites respectively.

The lattice parameters of Li8PbO6 have been measured experimentally, by Brazel

and Hoppe [125], with lattice parameters of a (=b) = 5.55 Å and c = 15.64 Å, in

agreement with Trömel et al., whom initially measured the lattice parameters to be

a = 5.54 Å and c = 15.63 Å [126], In both instances, α (= β) = 90◦, γ = 120◦.

As the works of this thesis aim to provide a complete description of the tritium

solubility and mechanisms for tritium migration in Li8PbO6, it is therefore important

to consider the role of defects in ceramics. In particular, how the presence of defects

in the crystal structure can influence the macroscopic properties of the material, such

as the tritium solubility. Section 2.6 provides an overview of how solid structures can
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Figure 2.14: 45-atom unitcell of Li8PbO6. Grey ions indicate lead, red ions indicate

oxygen and green ions indicate lithium. Visualisation of all crystal structures shown

throughout this thesis is done so using the Vesta 3D visualisation software [124].

be conveniently described using a simple crystallographic description, followed by a

description of the appearance and behaviour of point defects in crystalline solids.
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2.6 Crystalline Point Defects

Broadly speaking, the structure of solids can be broken down into two categories

depending on the ionic ordering. If the structure is disordered, it is considered

amorphous, conversely if the structure is ordered it is crystalline. The law of

rational intercepts [127] states that the form of crystal structures can be described

by reference to their crystal axes, their relative lengths and angles of inclination. In

crystalline structures, the symmetry allows the structure to be described by a single

unit cell, which when periodically expanded describes the lattice points of the entire

crystal structure. An illustration of the periodicity of a unit cell for a generic crystal

structure is shown in Figure 2.15.

Figure 2.15: A unit cell shows the locations of lattice points repeating in all

directions. Illustration taken from the Chemistry 2e (2014) textbook [128].

In total, the unique systems of crystal symmetry which represent the simplest

shapes which can be periodically repeated are: cubic, hexagonal, tetragonal,

orthorhombic, rhombohedral, monoclinic and triclinic. Within these systems,

Bravais determined there are 14 unique ways of arranging the lattice points [129].

In reality, crystal structures contain slight imperfections, or defects. Defects

described by the disordering of either a single, or a few localised atomic sites
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are considered ’point defects’, and those which extend over many atomic sites are

described as extended defects. If the defect does not contain the presence of any

foreign atoms, the defect is intrinsic to the crystal and is suitably labelled an intrinsic

defect, conversely if the defect does contain atoms foreign to the crystal, the defect is

an extrinsic defect. The presence of point defects in a material can have a significant

impact on the macroscopic behaviour of a material, such as the stoichiometry, or

semiconductors which use defects to modify the local electronic properties of the

material, and consequentially the band gap. Or, in the case of ceramic breeding

materials, the solubility and diffusivity of tritium through the ceramic.

2.6.1 Intrinsic Point Defects

Point defects can arise in a crystalline material from a number of different

mechanisms. This includes during crystal growth, thermal dissociation, or in the

context of ceramic breeding materials from radiation damage as a consequence of

the neutrons ejected from the fusion plasma. The simplest defect is the vacancy

defect, wherein an ion in the crystal is missing from its respective lattice point. An

example illustrating a lithium vacancy defect in Li2O is shown in Figure 2.16.

The removal of an ion from the lattice site causes deformation of the crystal in

the surrounding environment due to the disruption of bonding with neighbouring

ions, and such deformation is known as the strain field of the defect. At sufficient

temperatures, the vacancy defect may migrate to a neighbouring lattice site, as

a neighbouring ion (in the example given in Figure 2.16, a lithium ion) moves to

occupy the vacant space. If the vacancy is formed via the displacement of an ion, the

ion may reside somewhere within the lattice as an interstitial, and this dissociation

of an ion from its lattice site is known as a Frenkel pair:

OO → Oi +VO (2.12)

where OO represents an oxygen occupying an oxygen site, Oi represents an oxygen

interstitial, and VO represents an oxygen vacancy defect. This representation is
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Figure 2.16: Example of a lithium vacancy defect in Li2O, which is used as generic

example for easier comprehension of the defect compared to Li8PbO6. Green ions

represent lithium, and red ions represent oxygen.

known as Kröger-Vink notation [130].

Kröger-Vink notation is typically used to describe the occupation and charge

states of defects in crystalline solids, and takes the format XZ
Y :

• X - Represents the species occupying the defect site.

• Y - The defect site. If the defect exists on a lattice point in the perfect crystal,

Y is represented as the species of that site. Otherwise, if the defect exists as

an interstitial, i is used.

• Z - Represents the relative charge to the normal charge on site Y . Typically

a dot is used to represent positive relative charges, primes for negative charges

and an x for net-zero relative charge. For this thesis, the relative charge is

represented numerically, however, in the initial formulation positive charges

were represented with a · and negative charges by ′.

When a stoichiometric amount of anions and cations are displaced from their
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lattice positions, this is known as a Schottky defect. For example, in Lead(II) oxide:

PbPb +OO → VPb +VO + Pbi +Oi (2.13)

An interstitial defect does not necessarily have to be intrinsic, and may be an

extrinsic defect also, for example in the case of tritium which is extrinsic to the

crystal structure of ceramics. An example of an interstitial defect is shown in Figure

2.17.

Figure 2.17: Example of an interstitial defect in Li2O. Green ions represent lithium,

and red ions represent oxygen. The blue ion represents an interstitial defect of any

species.

A lattice site in the crystal may also in some cases be occupied by a different

species. This species can be intrinsic (known as an antisite), or extrinsic to the

crystal. In the case of ceramic breeding materials, tritium may occupy a lattice

site in the crystal, either by transmutation of lithium in the crystal or through

occupation of a vacancy defect. An example of a substitutional defect is given in

Figure 2.18.

In ceramic breeding materials, the tritium substitutional on the lithium vacancy

defect is displaced, and forms a hydroxyl bond with a neighbouring oxygen ion, as
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Figure 2.18: Example of an substitutional defect in Li2O. Green ions represent

lithium, and red ions represent oxygen. The blue ion represents a substitutional

defect of any species (excluding lithium).

is seen in Li2TiO3 [131]. An example is shown in Figure 2.19 of the substitution of

tritium on the lithium vacancy site in Li2TiO3, taken from Murphy [122].

2.6.2 Point Defect Concentrations

The total number of defects in a crystalline system is a direct function of

temperature. Introducing point defects into a system will invariably increase the

internal energy and the disordering (i.e. entropy) of the system, and in turn, the

free energy. Consider first the free energy of a thermodynamically isolated system.

The change in Gibbs free energy is given as:

∆G = ∆H − T∆Sconf (2.14)

where, ∆H is the internal energy change in the crystal (∆U is used if the pressure

in the system is not constant), and ∆Sconf is the change in configurational entropy.

Considering the case of a simple vacancy defect in a crystal, the change in energy by

introducing a vacancy is the formation energy of the defect, or if multiple vacancies
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Figure 2.19: Example of a tritium ion bound to a lithium vacancy defect in Li2TiO3.

The green, yellow, red, and blue spheres represent the lithium, titanium, oxygen,

and tritium, respectively. The tritium ion has moved off the substitutional site in the

mixed cation layer leaving a negatively charged lithium vacancy (transparent green

cube) and bonded with a neighbouring oxygen ion to form a hydroxide species. This

figure was taken from the works of Murphy [122].

of the same type are introduced, the change in energy is equivalent to:

∆H = nvEf (2.15)

where, nv is the number of vacancy defects, and Ef is the defect formation energy.

Using Boltzmann statistics, it is possible to derive the concentration of defects of

a species in a system. The configurational entropy increase from introducing the

defects can be found using the Boltzmann relation [132]:

∆Sconf = kBln(W ) (2.16)

where, kB is the Boltzmann constant, and W is the total number of ways to arrange

nv vacancies onto N lattice sites within the system:

W =
N !

(N − nv)!nv!
(2.17)
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Taking the natural logarithm of W results in the new expression:

ln(W ) = ln(N !)–ln[(N − nv)!]–ln[(nv)!] (2.18)

The natural logarithm of N ! can be simplified using the Sterling approximation

ln(N !) ≃ N ln(N) − N . Applying this approximation to ln(W ) results in the

equation:

ln(W ) = N ln

(
N

N − nv

)
+ nvln

(
N − nv

nv

)
(2.19)

Combining equations 2.19 and 2.16 into equation 2.14 and taking the differential

d
dnv

of the resulting expression gives the equation:

dG

dnv

= Ef − kBT ln

(
N − nv

nv

)
(= 0) (2.20)

where, the derivative dln(W )
dnv

is ln(N−nv

nv
), and as the system is considered to be in

thermodynamic equilibrium, the free energy is at a minimum, therefore dG
dnv

= 0. For

large N , N −nv ≃ N . Rearranging equation 2.20 for the defect concentration nv/N

results in the final expression for the concentration of vacancy defects in a system

as a function of temperature and formation energy:

nv

N
= exp

(
− Ef

kBT

)
(2.21)

Derivation of expressions for the interstitial and substitutional defects follows a

similar process, and the concentrations of all three defects can be expressed much

the same way.

2.7 Point Defect Diffusion

2.7.1 Fick’s Laws of Diffusion

Diffusion in solid state materials can be summarised as a chemical process describing

the mixing of dissimilar materials. The primary driving force for diffusion is the

presence of a chemical or concentration gradient between materials. Solid state
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materials, as previously discussed, possess an intrinsic population of defects which

allow for the exchange of atoms. The concentration gradient establishes a migratory

pathway for a collective of atoms within a system to move from a region of high

concentration to low concentration.

Alfred Fick, inspired by the experimental works of chemist Thomas Graham on

the diffusion of gases [133], posited two laws mathematically formalising the diffusion

process [134]. It should be noted that due to the widespread assumption during the

period of Fick that diffusion in solids is not possible, his work considered diffusion

in liquids. Regardless, Fick’s laws apply to the case of solid state diffusion. Fick’s

first law is given by the differential equation:

J = −D∇C (2.22)

which, relates the diffusion flux, J, to the concentration gradient ∇C, whereby C

represents the concentration of a substance andD represents the diffusion coefficient,

or the diffusivity.

As the concentration gradient encourages homogeneity between materials, the

concentration is a time dependent process, i.e., it is typically a non-steady-state

process for solid materials. Fick’s second law introduces time dependence in the

form of a partial differential equation:

δC

δt
= D∆C (2.23)

2.7.2 Diffusion Mechanisms

Solid state diffusion is described largely by the occurrence of random migratory

“hops” of atoms in the crystal lattice. Each type of defect constitutes their own

unique mechanism for migration through the host structure. For simple, isolated

point defects these mechanisms are relatively simple, but in environments where the

population of defects is high, these simple point defects can combine to form much

more complicated diffusion mechanisms.
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For temperatures above 0 K, there will be an intrinsic population of vacancy

defects for any crystalline structure. Thus, due to their commonality, provide

abundant pathways for diffusion. Isolated vacancy point defects will generally

migrate using the vacancy mechanism, wherein the atom from a neighbouring

atomic site randomly migrates to occupy the vacancy, leaving a new vacancy at

the previously occupied site. An illustrative example of the vacancy mechanism is

given in Figure 2.20.

Figure 2.20: Example of the vacancy mechanism for the migration of a lithium

vacancy defect in Li2O. Green ions represent lithium, and red ions represent oxygen.

Migration of an interstitial defect to a neighbouring interstitial site is known as

the interstitial mechanism, and is illustrated in Figure 2.21. Interstitial migration

becomes especially important when considering interstitial atoms which are much

smaller than the atoms in the host lattice. Due to their relatively low interaction

with atoms in the host compared with other much larger atoms (or even intrinsic

species), smaller atoms generally do not significantly displace atoms in the host

lattice.

A slightly more complicated mechanism compared to the previous examples is the

interstitialcy mechanism. In this case, the interstitial does not move directly from
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Figure 2.21: Example of an oxygen interstitial defect migrating via the interstial

mechanism. Green ions represent lithium, and red ions represent oxygen, and the

blue ion represents any generic species.

one interstitial site to the next, but rather it will displace an atom already situated

within the host lattice, replacing and pushing it into an interstitial configuration.

An illustration of the interstitialcy mechanism is given in Figure 2.22.

2.7.3 Diffusivity

As mentioned in the discussion on Fick’s laws, diffusivity is a proportionality factor

which relates the flow of a substance through a unit area to the concentration

gradient. More simply, diffusivity describes the flow rate of a substance.

As diffusion is inherently kinetic, it is a thermally-activated process, thus

diffusivity is dependent on temperature. The Arrhenius equation provides a

useful empirical relationship between the reaction rate of a chemical process and

temperature [135], and is generally found to be highly predictive for the diffusion

rate in solids. The Arrhenius relationship as it relates to diffusivity is

D = D0exp(−Eα/kBT ) (2.24)
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Figure 2.22: Example of an oxygen ion migrating via the interstitialcy mechanism.

Green ions represent lithium, and red ions represent oxygen.

where, D0 is the maximal diffusivity (at infinite temperature), and Eα is the

activation energy for diffusion, i.e., the energy threshold for a reaction to occur.

A major shortcoming of the Arrhenius relationship is that it provides no precise

definition of what the activation energy Eα represents. A more rigorous approach to

understanding reaction rates is to use Transition State Theory (TST) [136], although

in this instance, only the basic ideas behind TST are required to understand the

activation energy.

The potential energy surface is a topographical function which describes the

relationship between the molecular geometry and energy of a system. Atoms in

their ground states within a system are confined to minima on the energy surface,

and are able to escape by climbing the potential energy surface, provided there is

sufficient thermal activation. In general, the thermal energy atoms possess under

finite temperatures is low enough that atoms are unlikely to escape their respective

minima. Although, should an atom acquire sufficient thermal activation, it may

reach a ’transition state’ (at, or close to a saddle point in proximity to the energy

minimum) and successfully escape. The activation energy is defined as the energy
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required for an atom to reach the transition state. An example of the activation

energy barrier along a generic reaction pathway is given by Figure 2.23.

Figure 2.23: Illustrative example of a potential energy surface in a single dimension.

In this example, the transition state is located at the peak of the potential energy

surface.
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Methodology

This chapter provides an overview of the fundamental theories underlying the

atomistic simulation techniques covered throughout this thesis. In Section 3.2, the

underlying principles of quantum mechanics are covered before introducing Hartree-

Fock theory, and subsequently, the development of Density Functional Theory.

Section 3.3 continues with a brief discussion exploring thermodynamics in DFT,

namely the quasi-harmonic approximation within the finite displacement method.

Section 3.4 provides a detailed formalism for the defect chemistry of a system using

a point defect model. Finally, in Section 3.5 the nudged elastic band method for

optimising reaction pathways is described.

3.1 Atomistic simulation

Atomistic simulations can be broken down broadly into two main branches: quantum

mechanical simulations (i.e. ab initio) which aim to solve to the many-body

Schrödinger equation, and classical simulations, which are based on using empirically

derived parameters to model interactions between atoms and molecules.

Classical simulations are generally significantly cheaper to run computationally

in comparison with quantum mechanical simulations due to their reliance on simple

inter-atomic potentials to model ionic interactions. Due to this, they are often the
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method of choice due to their ability to reveal the underlying mechanisms of quite

complex phenomena, particularly in the field of nuclear engineering they are often

the go-to tools to use for problems such as ionic mobility [137], radiation damage

[138] and bubble formation in nuclear fuels [139]. Although, a core limitation of the

classical approach is that they provide no details on the electronic structure.

Quantum mechanical methods, unlike classical methods such as molecular

dynamics, rely on solving the many-body Schrödinger equation. The quantum

mechanical method allows for analysis of the electronic structure of a system, and in

cases of simple systems can generally be considered formally exact. Although, this

comes at the cost of significantly higher computational demand in comparison with

classical methods, and for larger and more complex simulations, it may be necessary

to introduce corrections to reduce computational load.

In this thesis, the majority of the works conducted utilise the quantum

mechanical modelling method Density Functional Theory, as no set of inter-atomic

potentials for octalithium plumbate currently exists.

3.2 Quantum Mechanics

As discussed, fundamental to the works presented in this thesis is Density Functional

Theory, a quantum mechanical modelling tool developed by Kohn and Hohenberg

for modelling molecular and crystalline systems [99], which uses the electron density

as an allegory for the ground-state energy derived from Schrödinger’s equation. In

this section, the core principles behind Density Functional Theory are outlined,

beginning with discussion of the many-body Schrödinger equation, which is central

to understanding the fundamentals of all quantum mechanical modelling methods.

3.2.1 The Many-Body Schrödinger Equation

Prior to discussing Density Functional Theory itself, it’s important first to cover the

core principles surrounding the many-body Schrödinger equation:
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ĤΨ(RI , ri) = EΨ(RI , ri) (3.1)

where Ψ(RI , ri) is the many-body wave function and E is the total energy of the

system. Ĥ is the Hamiltonian, which contains all of the operators for the ionic-ionic,

electronic-electronic and ionic-electronic interactions, and is given by:

Ĥ = −
∑
i

h̄2

2me

∇2
ri
+ Vext(RI) + Ve−e(ri) (3.2)

where h̄ is the reduced Plank’s constant, me is the electron mass, Vext is the

external potential imposed by the ionic configuration {RI}, and Ve−e is the electronic

interaction potential, given by the Hartree term:

Ve−e =
∑
i<j

e2

|ri − rj|
(3.3)

where e is the constant for elementary charge. The ionic and electronic degrees of

freedom have been separated according to the Born-Oppenheimer approximation

[140], as due to the huge discrepancy in mass between the electrons and the ionic

nuclei and the comparable forces both experience, the electrons will respond to any

small perturbation of the nuclei much more quickly compared to the reverse.

The Born-Oppenheimer approximation ignoring any ion-ion interaction, allows

for exclusive treatment in the wave function of the electron position alone, resulting

in the new Hamiltonian:

Ĥ = −
∑
i

h̄2

2me

∇2
ri
−
∑
I,i

ZIe
2

|RI − ri|
+
∑
i<j

e2

|ri − rj|
(3.4)

where −
∑

I,i
ZIe

2

|RI−ri| is the attractive potential interaction between the nuclei and

the electrons in the system, which are assumed to respond instantaneously, and the

eigenvalue E resulting from the modified Hamiltonian operator gives the electronic

potential energy.
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3.2.2 Hartree-Fock Theory

Thanks to the Born-Oppenheimer approximation, only the wave functions of the

electrons in the system need to be considered. The most straightforward way of

constructing the wave function of the system is to treat the electrons within the

system as a series of non-interacting particles, i.e.:

ΨHP (r1, r2, . . . , rN) =
N∏
i=1

ψi(ri) (3.5)

where ψi(ri) represents the normalised wave function for the ith electron in a system

of N electrons. Treating the electrons as independent of one another is a bold

assumption, but nonetheless, it is a good starting point, and this approximation is

known as the Hartree product ΨHP . Although the Hartree product is a reasonable

initial approximation to begin with, it fails to satisfy the Pauli exclusion principle

[141] as it does not recognise the electrons are fermions and have an intrinsic spin

component, i.e. that the wave function of the electrons should be treated as anti-

symmetric with respect to any interchange in electron coordinates:

χ(x1)χ(x2) = −χ(x2)χ(x1) (3.6)

where χ(xi) represents the spin orbital of an electron at the spacial coordinate ϕ(ri),

and includes the spin component ωi.

In the simple case of two electrons, we can express a wave function which satisfies

the anti-symmetry requirement using the following normalised wave function:

Ψ(x1,x2) =
1√
2
|χ(x1)χ(x2)− χ(x2)χ(x1)| (3.7)

or, in determinant form:

Ψ(x1,x2) =
1√
2

∣∣∣∣∣∣ χ(x1) χ(x2)

χ(x1) χ(x2)

∣∣∣∣∣∣ (3.8)

Extrapolating the simple case to a system of N orbitals, we arrive at the Slater

determinant [142]:
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Ψ =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣

χ1(x1) χ2(x1) . . . χN(x1)

χ1(x2) χ2(x2) . . . χN(x2)
...

...
. . .

...

χ1(xN) χ2(xN) . . . χN(xN)

∣∣∣∣∣∣∣∣∣∣∣∣
(3.9)

With the Slater determinant, we now have a description of each electron within a

system, and each electron is now associated with every orbital. A consequence

of using the Slater determinant is that each electron is described as moving

independently of one another, aside from the Coulomb repulsion force arising from

the average positions of the other electrons in the system, i.e. it is an independent

particle or mean field theory, and known as Hartree-Fock theory [143].

Using Dirac notation, the total energy of a system can now be described as:

E = ⟨Ψ|Ĥ|Ψ⟩ (3.10)

where Ψ is the normalised wave function in Slater determinant form.

3.2.3 Density Functional Theory

Attempting to solve the many-body wave-function for more complex systems such as

molecules or crystals is no small feat, so instead through a series of works published

by Hohenberg, Kohn and Sham [99, 98] the problem was reformulated to instead

rely on the electron density n(r) (equation 3.11) rather than the wave-function itself,

and resulted in the development of Density Functional Theory (DFT).

The electron density n(r) is defined in terms of single-particle wave-functions in

the following equation:

n(r) =
∑
i

|ψi(r)|2 (3.11)

The basis of DFT is that the single-electron density can be treated as a

fundamental variable, which is a consequence of the Hohenberg-Kohn theorem [99]

that states the ground-state density n0(r) minimises the energy functional:
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E[n(r)] = F [n(r)] +

∫
n(r)Vext(r)d

3r (3.12)

where Vext is the external potential, and F [n(r)] is a universal functional which

describes the electron-electron interaction and the kinetic energy, and the lowest

value of E is the ground-state electron energy E0. As this result is exact, it is

possible in theory to describe both the electron density and ground-state energy

using a variational minimisation over n(r).

The universal functional which encapsulates the electron-electron interaction and

the kinetic energy of a system is defined as the following:

F [n(r)] = ⟨Ψ|(T̂ + Û)|Ψ⟩ (3.13)

where T̂ and Û represent operators for the kinetic energy and the electron-interaction

respectively. If F [n(r)] were a known and relatively simple functional, determining

the ground-state would be relatively straightforward since it would be a simple case

of minimising the functional relative to the electron density function. Although,

currently no universal functional for F [n(r)] has been found.

For the sake of convenience, the Hartree electron-electron interaction can be

removed from the F [n(r)] functional:

E[n(r)] =

∫
n(r)Vext(r)d

3r+
e2

2

∫∫
n(r)n(r′)

|r − r′|
drdr′ +G[n(r)] (3.14)

where G[n(r)] is a new universal function.

Using the one-particle density matrix n1(r, r
′) and the two-particle correlation

function C2(r, r
′), an expression for G[n(r)] can be obtained:

G[n(r)] = − ℏ2

2me

∫
∇2

rn1(r, r
′)|r=r′dr +

∫∫
C2(r, r

′)

|r − r′|
drdr′ (3.15)

where the first term is the kinetic energy contribution, the one-particle density

matrix is equivalent to the charge density n1(r, r
′) ≡ n(r) and the two-particle

correlation function is defined as:
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C2(r, r
′) = n2(r, r

′; r, r′)− n1(r, r)n1(r
′, r′) (3.16)

The expression for E[n(r)] can now be reduced to a set of single-particle

equations:

[
− ℏ2

2me

∇2
r + Veff (r, n(r))

]
ψ = ϵiψ(r) (3.17)

where Veff contains the external potential, the electron-electron interaction and the

exchange-correlation interactions:

Veff (r, n(r)) = Vext(r) + e2
∫

n(r)

|r − r′|
dr +

δEXC [n(r)]

δn(r)
(3.18)

The exchange-correlation functional EXC [n(r)] encapsulates the effects of self-

interaction. Currently, an exact form for EXC [n(r)] has not yet been found. Up until

now, the Kohn-Sham approach can be considered formally exact. As the EXC [n(r)]

functional is defined in the Kohn-Sham approach as the difference between the ’true’

universal functional F [n(r)] and the known terms, an approximation must be used.

Many approximations to the exchange-correlation functional have been proposed.

The simplest is the Local Density Approximation (LDA) [144] in which the exchange-

correlation energy is treated as a uniform electron gas for every infinitesimal point

of density:

EXC [n(r)] =

∫
ϵXC(n(r))n(r)dr (3.19)

where ϵXC(n(r)) is the exchange-correlation energy per unit volume of electron gas

with density n(r), and has previously been calculated using Quantum Monte Carlo

methods by Ceperley and Alder [145].

As the electron density is evidently non-uniform, the LDA approximation is

generally appropriate for systems where the electron density is somewhat uniform.

Building on the LDA method by accounting for the non-uniformity of the electron

density, we arrive at the Generalised Gradient Approximation (GGA) [146], which
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includes a dependence on the gradient of the electron density into the exchange-

correlation energy:

EXC [n(r)] =

∫
ϵXC(∇n(r), n(r))n(r)dr (3.20)

There are many options for the choice of GGA functional. Generally, LDA tends

to overbind atoms, resulting in smaller bond lengths in comparison with GGA which

is generally more physically consistent, although sometimes GGA may overcorrect

and result in slightly larger bond lengths. Both approximations remain highly

effective for calculating differences in energy which generally aren’t significantly

impacted by such overestimation.

Another option is to use the Hartree-Fock method [143] as a hybrid functional.

The hybrid functional is able to negate the effects of the self-interaction energy by

cancelling out the contributions to the energy in the Hartree-Fock method:

EXC [n(r)] = EGGA
XC + α(EHF

XC − EGGA
EX ) (3.21)

where EGGA
XC and EHF

XC are the GGA and Hartree-Fock exchange energies, and α is

a mixing parameter.

For the majority of the works presented in this thesis, the GGA functional of

Perdew, Burke and Ernzerhof (PBE) [146] has been used. In instances where the

self-interaction is expected to have a significant contribution (i.e. in predicting the

electronic density of states), a hybrid functional as defined in equation 3.21 is used

instead.

3.2.4 Plane-Wave DFT

The Kohn-Sham wave-functions can easily be represented by a complete basis set.

Typically in DFT, the plane-wave basis set is used for periodic crystal structures

due to its efficiency in calculating ionic forces, the lack of any inherent superposition

error and that the plane-wave basis set makes no assumptions about the general form

of the final solution.
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Introducing a periodic boundary condition onto the plane-wave basis set allows

for much more efficient calculation, as there is no requirement for a continuous basis

set. This is done via the use of Bloch’s Theorem [147], where the solutions to

Schrödinger’s equation can be represented by a periodic basis set.

Representing the wave-function as a Bloch state:

ψk(r) = uk(r)e
i(k·r) (3.22)

where r and k represent the real vector and reciprocal wave vector for the electron

associated by the wave-function ψk(r), and uk(r) is a periodic function with the

same periodicity as the crystal, a generalised description for the wave-function is

obtained.

As the wave-function is expressed in terms of the wave vector k, the wave-

function can also be expressed in terms of k+G, where G is any generic reciprocal

lattice vector. i.e. wave vectors that differ by a reciprocal lattice vector are

equivalent, and k can be treated as a symmetry label. The Brillouin zone is an

area containing a restricted set of non-equivalent values of k, with every value of k

being equivalent to a k in the first Brillouin zone, i.e. only the k-points within the

first Brillouin zone are necessary.

Expressing the periodic function uk(r) as a Fourier series:

uk(r) =
∑
G

cGe
i(G·r) (3.23)

where cG are plane expansion coefficients, and combining this with equation 3.22

we arrive at the full periodic description of the wave-function in terms of real and

reciprocal lattice vectors:

ψi,k(r) =
∑
G

ci,G+ke
i(G+k)·r (3.24)

Equation 3.24 implies there is an infinite amount of G vectors allowed, although in

practice the set of plane waves is restricted to a sphere in reciprocal space according
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to a pre-defined energy cut-off Ecut:

ℏ2|G+ k|2

2me

≤ Ecut (3.25)

As seen by equation 3.25, the convergence of the simulation is highly dependent

on not only the choice of basis set, but also on the number of k-points chosen, so

it is essential to ensure the k-point density and Ecut are high enough such that the

energy of the system is sufficiently converged.

The electron density and the total energy for the system can be found by

averaging all values over k found within the first Brillouin zone:

n(r) =
1

V1BZ

∫
1BZ

nk(r)d
3k (3.26)

and

E =
1

V1BZ

∫
1BZ

E(k)d3k (3.27)

where V1BZ is the volume of the first Brillouin zone.

The primary disadvantage with using a plane-wave basis set is that a very large

amount of plane-waves is generally required for an adequate Fourier expansion. This

can be mitigated by instead using pseudo-potentials, which are discussed briefly in

the following subsection.

3.2.5 Pseudo-potentials

Due to the strong potential in the region close to atomic nuclei and the rapid

oscillations in such regions, a very large number of k-points is typically required

to describe regions close to the atomic core. Fortunately, the core electrons of atoms

rarely show any significance to the local environment surrounding the atom and

thus it is appropriate to incorporate the core electrons into the nucleus and consider

only the impact the valence electrons have on the local environment, in the form

of a pseudo-potential [148]. The pseudo-potential is designed such that the rapid

oscillations within the core region are smoothed, greatly reducing both the number
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of plane-waves and the energy cut-off Ecut required. An example schematic taken

from Payne et al. [149] is shown in Figure 3.1.

Figure 3.1: Illustrative example of the all-electron (ψV , Z/r) and pseudo-electron

(ψpseudo, Vpseudo) potentials (bold and dotted lines respectively). rc represents the

cut-off radius under which both schemes match, and for r > rc, both schemes are

identical. This schematic is taken from Payne et al. [149].

Outside the cut-off radius rc, the pseudo-potential is designed in such a way to

match the true potential, as well as the charge-density outside the core region, i.e.

the integral of the squared amplitudes over both the real and pseudo-potentials must

be the same, and is known as norm-conservation [150].

Broadly speaking the choice of pseudo-potentials can be broken down into two

main categories, which are ’soft’ and ’hard’ pseudopotentials. Soft (or even ultra-

soft) pseudo-potentials require fewer plane-waves (and thus a lower Ecut) compared

to hard pseudo-potentials, i.e. the degree of hardness of a pseudopotential describes

the number of plane-waves required to perform a sufficient calculation. Ultra-soft

pseudopotentials are an extreme case of the soft potential, and relax the norm-
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conserving requirement to reduce the amount of plane-waves necessary to perform

an accurate calculation [151]. The most commonly used pseudopotentials are the

soft/norm-conserving pseudopotentials.

The works presented throughout this thesis utilise projector augmented wave

(PAW) pseudopotentials [152], which are a development of the ultra-soft pseudopo-

tential, and utilise a localised basis set close to the the atomic cores.

3.3 Thermodynamics in DFT

Many of the physical properties of a material can’t be investigated using energy

minimisation alone. This is because it does not account for time dependence making

it difficult to examine properties that are dependent on the presence of perturbations

in the crystal structure. Methods such as Density Functional Perturbation Theory

(DFPT) [153] or the finite displacement method [154] allow for this by introducing

small perturbations onto atoms in the crystal to obtain the phonon density of states.

Using the phonon density of states, many of the thermodynamic properties of a

material can be measured. For this work, the finite differences method in the

Phonopy post-processing package [155] is used to extract temperature-dependent

properties such as the specific heat capacity.

3.3.1 Harmonic Approximation

The Helmholtz free energy is taken to be the sum of the electronic and phonon

contributions F = U+Fphonon where U is the internal energy of the unit cell obtained

directly from DFT. The phonon contribution to the Helmholtz free energy Fphonon

is given by the equation:

Fphonon =
1

2

∑
q̄,v

ℏωq̄,v

+ kBT
∑
q̄,v

ln
(
1− e−ℏωq̄,v/kBT

) (3.28)
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where q̄ is the wave vector, v is the band index, ωq̄,v is the phonon frequency [156],

T is the temperature, and kB is the Boltzmann constant.

The specific heat capacity for constant volume can be calculated using:

CV =

(
δF

δT

)
V

=
∑
q̄,v

kB

(
ℏωq̄,v

kBT

)
e−ℏωq̄,v/kBT

(e−ℏωq̄,v/kBT − 1)
2

(3.29)

and for a fixed volume V , the vibrational entropy can be given by the the following

equation:

S =− kB
∑
q̄,v

ln
(
1− e−ℏωq̄,v/kBT

)
− 1

T

∑
q̄,v

ℏωq̄,v

e−ℏωq̄,v/kBT − 1

(3.30)

3.3.2 Quasi-Harmonic Approximation

In order to fully understand the thermodynamic properties of a material at high

temperature it is important to consider the thermal expansion. The volume

dependence must, therefore, be introduced into the calculation to account for volume

expansion and relaxation. To do this, the quasi-harmonic approximation (QHA)

[156] is implemented in Phonopy [155]. The volume-dependent thermodynamic

properties can be predicted by trialling a series of different unit cell volumes and

using the pressure-dependent internal energies and respective phonon frequencies

of each chosen volume to estimate the minimum Gibbs free energy of the system

regardless of volume, effectively replacing pressure for volume dependence. For all

materials, 11 different volumes were chosen in equal steps of 3% within a range of

±15% of the relaxed unit cell volume.

The pressure-dependent Gibbs free energy can be found by measuring the lowest

internal energy and respective phonon contribution for the volume range trialled:

G(T, p) = (U(V ) + Fphonon(T ;V ) + pV )min (3.31)
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The specific heat capacity for constant pressure can be derived either directly

from the Gibbs free energy G(T, p) obtained from equation 3.31, or from the specific

heat for constant volume CV and the entropy S(T ;V ):

Cp = −T δ
2G(T, p)

δT 2
= T

δV

δT

δS(T ;V )

δV
+ CV (T, V ) (3.32)

where V = V (T, p) represents the volume for the minimum Gibbs energy state at

T and p given by equation 3.31 and S(T ;V ) is given by equation 3.29. As entropy

increases with increasing temperature, Cp must always be greater than CV .

3.4 Defect Chemistry

Central to the works of this thesis is the characterisation and evolution of point

defects in different environments. In this subsection, the process for analysing the

defect chemistry of Li8PbO6 using a point defect model is outlined.

3.4.1 Point defect concentrations

The charge neutrality condition requires an overall balance between the ionic and

electronic defects in the system, i.e.:∑
i

qici − ce + ch = 0 (3.33)

where, ci is the concentration of any point defect, i, with a charge qi and ce and ch

are the concentrations of electrons in the conduction band and holes in the valence

band respectively.

The concentration of any point defect in a material is related to the Gibbs

formation energy according to:

ci ∝ miexp

(
−∆Gi

f

kBT

)
(3.34)

where, mi is the multiplicity of the defect, kB is the Boltzmann constant and T is

the temperature.
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It is typically assumed that the vibrational contributions to the free energy of a

defect are negligible and so the Gibbs formation energy can be approximated to be

the change in internal energy associated with formation of the defect i, using:

∆Ei
f = Edefect − Eperfect +

∑
α

nαµα + qi(EVBM + εf ) + Ecorr (3.35)

where, Edefect and Eperfect are the DFT total energies of the supercell with and

without the presence of the point defect, respectively, nα is the number of atoms,

of species α, added/removed from the supercell to construct the defect, µα is the

chemical potential of the species α, qi is the charge of the defect i, EVBM is the

valence band maximum (VBM) of the defect-free system, εf is the Fermi energy

relative to the VBM and Ecorr is a charge correction term used to mitigate for

finite-size effects (discussed in Section 6.3.1.1).

3.4.2 Constituent chemical potential contribution

To calculate the chemical potentials of the constituents of Li8PbO6, we first assume

Li8PbO6 can be formed from the two binary oxides Li2O and PbO2 (as is done by

Colominas et al. [121]) via the reaction:

4Li2O(s) + PbO2(s) → Li8PbO6(s) (3.36)

For any condition, the sum of the chemical potentials of the constituents must

equal the chemical potential of Li8PbO6:

4µLi2O(pO2 , T ) + µPbO2(pO2 , T ) = µLi8PbO6(s)
(T ) (3.37)

where, µLi2O(pO2 , T ) and µPbO2(pO2 , T ) are the chemical potentials of Li2O and

PbO2 as a function of oxygen partial pressure and temperature respectively, and

µLi8PbO6(s)
(T ) is the chemical potential of solid Li8PbO6.

At low temperatures, vibrational contributions to the constituent chemical po-

tentials can be safely assumed to be negligible, and so µ(p◦O2
, T ◦) ≈ µ(0, 0). However,

for breeder blankets that typically operate at high temperatures, vibrational and
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entropic factors may contribute strongly to the formation energy of a defect.

Therefore, the works of this thesis introduce a novel method for incorporating

temperature effects into defect formation energies.

The chemical potentials of the solid oxide reference states are traditionally

bound to their respective DFT lattice energy. Although, it is possible to introduce

temperature dependence into the chemical potentials by substituting the DFT lattice

energies for their respective Gibbs free energies. If the chemical potential exceeds

this upper bound, it becomes thermodynamically favourable for a precipitate to

form. At the Li2O saturation limit, or Li2O-rich conditions, the chemical potential

of the binary oxide can be determined using DFT as:

µLi2O−rich
Li2O

(T ) = µLi2O(s)
(T ) (3.38)

To calculate the lower bound for the chemical potential of each binary compound,

we assume the other component must be at their upper bound:

µLi2O−poor
Li2O

(T ) =
µLi8PbO6(s)

(T )− µPbO2(s)
(T )

4
(3.39)

The values for the chemical potentials can fall anywhere in this rich/poor range,

therefore we define a fraction, f , for each oxide which controls where in this range

the chemical potential falls:

µf
Li2O

= fµLi2O−rich
Li2O

(T ) + (1− f)µLi2O−poor
Li2O

(T ) (3.40)

The fraction, f , assigned to each oxide is constrained by the following equation:

∑
fLi2O(T ) + fPbO2 (T ) = 1 (3.41)

The two constituent oxides can also be decomposed to their sub-components to

determine the chemical potentials of the elements Li, Pb, and O. Using Li2O once

again as an example:

µLi2O(s)
(pO2 , T ) = 2µLi(pO2 , T ) + µO(pO2 , T ) (3.42)
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where, µLi(pO2 , T ) and µO(pO2 , T ) are the chemical potentials of Li and O in Li2O.

Rather than determining the chemical potential of oxygen from the O2 molecule

directly from DFT, which is problematic due to self-interaction, the method of

Finnis et al. [157] is adopted, and the experimental formation energy of the oxide

compound is used:

∆GLi2O
f (p◦O2

, T ◦) = µLi2O(s)
− 2µLi(s) − µO(p

◦
O2
, T ◦) (3.43)

where, ∆GLi2O
f (p◦O2

, T ◦) is the known experimental formation energy for Li2O, taken

as -6.205 eV, and -2.845 eV for PbO2 according to Chase [158]. µLi(s) is the chemical

potential of Li metal, obtained with DFT. This method results in µO(p
◦
O2
, T ◦) being

calculated twice, once for each oxide. A final value of µO(p
◦
O2
, T ◦) is calculated as a

weighted average of the contributions by the fractions of oxides present:

µO(p
◦
O2
, T ◦) =

∑
j

f jµj
O(p

◦
O2
, T ◦) (3.44)

The temperature and pressure dependence of the oxygen chemical potential cannot

be neglected, and is extrapolated from µO(p
◦
O2
, T ◦) using the relationship:

µO(pO2 , T ) = µO(p
◦
O2
, T ◦) +G(p◦O2

, T )

−G(p◦O2
, T ◦) + kBT ln

(
pO2

p◦O2

) (3.45)

where, G(p◦O2
, T ) is determined from the description of the real heat capacities for

the O2 molecule using the Shomate equations:

G(p◦O2
, T ◦) = H(p◦O2

, T ◦)− TS(p◦O2
, T ◦) (3.46)

H(p◦O2
, T ◦) = 1000(At+ B

t2

2
+ C

t3

3
+ D

t4

4
− E

t
+ F− H) (3.47)

S(p◦O2
, T ◦) = Aln(t) + Bt+ C

t2

2
+ D

t3

3
− E

2t2
+G (3.48)

where, t = T/1000 K. Coefficients for the Shomate equations used for the O2

molecule are taken from the NIST Chemistry WebBook [159], and are given in

Table 3.1.
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Table 3.1: Shomate equation coefficients for gaseous O2 [159].

Temperature (K) 100-700 700 - 2000 2000 - 6000

A (× 103) 0.324659 0.311288 0.215745

B (× 103) -0.209741 9.09326 × 10−2 0.111121

C (× 103) 0.559979 -4.13373 × 10−2 -2.09426 × 10−2

D (× 103) -0.37839 8.17093 × 10−3 1.51796 × 10−3

E (× 103) -7.64321 × 10−5 -7.68674 × 10−3 9.58327 × 10−2

F (× 103) -9.22852 × 10−2 -0.117381 5.53252 × 10−2

G (× 103) 2.558046 2.447884 2.462936

H 0 0 0

3.4.3 Electronic defects

The concentrations of electronic defects in the system can be determined from Fermi-

Dirac statistics according to:

ce =

∫ ∞

ECBM

gc(E)

1 + exp
(

E−εf
kBT

) dE (3.49)

and

ch =

∫ EV BM

−∞

gv(E)

1 + exp
(

εf−E

kBT

) dE (3.50)

where, gc(E) and gv(E), are calculated from the electronic density of states for

Li8PbO6 found using the hybrid functional of Heyd, Scuseria and Ernzerhof (HSE06)

[160], and EVBM and ECBM are the energies of the valence band maximum and the

conduction band minimum respectively.

3.4.4 Finite size effects

The Coulombic interaction between a defect and its periodic images in neighbouring

unit cells results in an artificial inflation to the calculated total energy of the cell.
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This is in part reduced by the interaction with the charge-neutralising background.

As these interactions are slow to converge with unit cell size, it is appropriate to

apply a finite size correction to compensate for this error.

The anisotropic screening correction developed by Kumagai and Oba [161] builds

on the point charge correction developed by Freysoldt, Neugebauer and Van de Walle

(FNV) [162] by using atomic site potentials rather than planar averaged electrostatic

potentials. Using the atomic site electronic potentials of supercells with (Vdef,q) and

without (Vperf ) defects, Ecorr for a defect with charge q is calculated:

Ecorr = EPC − q∆VPC,q/b|far (3.51)

∆VPC,q/b = Vq/b − VPC,q (3.52)

Vq/b = Vdef,q − Vperf (3.53)

∆VPC,q/b is the potential difference between the defect induced potential (Vq/b) and

the point charge (PC) potential, VPC,q. ∆VPC,q/b|far is ∆VPC,q/b at a position far from

the defect site but still within the supercell. EPC is the PC correction, calculated

for each charged defect using equation 3.54:

EPC =
1

2
q2vscrM (3.54)

where vscrM is the Madelung potential for a point charge in a general 3-dimensional

box screened by a general dielectric. Taking into account the anisotropic dielectric

properties of Li8PbO6, a value of vscrM using the system’s dielectric tensor, ϵ̄,

calculated using the method described by Murphy and Hine [163]:

vscrM =

i ̸=0∑
Ri

1√
det ϵ̄

erfc(γ
√
Ri · ϵ̄−1 ·Ri)√

Ri · ϵ̄−1 ·Ri

+

i ̸=0∑
Gi

4π

Vc
× exp(−Gi · ϵ̄ ·Gi/4γ

2)

Gi · ϵ̄ ·Gi

− 2γ√
π det ϵ̄

− π

Vcγ2

(3.55)

where, the sum extends over all basis vectors of the direct (Ri) and reciprocal (Gi)

lattices, γ is a suitably chosen convergence parameter, and Vc is the volume of the

supercell.
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Chapters 4 and 5 utilise only the Madelung point charge correction EPC as

the charges of the defects considered in these chapters are low enough that the

Coulombic correction alone is sufficient, whereas the remaining chapters utilise the

full Kumagai and Oba anisotropic screening correction.

3.5 Nudged Elastic Band

To examine possible reaction pathways for defects within DFT, the Nudged Elastic

Band (NEB) method [164] may be used. The primary objective of NEB is to find the

optimal reaction pathway between two energy minima along the potential energy

surface.

In the standard NEB approach, a series of intermediate images are placed along

the path between the initial and final states. The total number of images used to

describe a reaction pathway should be suitably large to reach sufficient convergence

towards the optimal reaction pathway. The initial reaction pathway is determined

using an interpolation method (most commonly a linear interpolation) to acquire the

initial set of intermediate images. Optimising the pathway is done by introducing

an iterative algorithm beginning with the initial interpolated pathway.

Keeping the initial and final reaction coordinates fixed, a gradient-based

optimisation method is used in conjunction with an effective NEB force acting on the

atoms. The effective NEB force contains two components, a spring force tangential

to the reaction pathway F∥, and a restoring force perpendicular to the path F⊥, and

is given by:

Fi = F
∥
i + F⊥

i (3.56)

where the perpendicular restoring force is found via the following equation:

F⊥
i = ∇E(Ri)−∇E(Ri) · τ̂i (3.57)

where τ̂i is the local unit tangent for image i, where the unit tangent is taken as

the normalised tangent along the pathway of the current and neighbouring higher
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energy image [165], and Ri is the 3M-dimensional coordinates of the ion along the

reaction pathway for image i. At the extrema, the unit tangent is taken as the

normalised energy weighted average of the two connected line segments connected

either side.

The spring force controls the distribution of images along the reaction pathway,

and is given by the following:

F
∥
i = (k

∥
i |Ri+1 −Ri| − k

∥
i−1|Ri −Ri−1|)τ̂i (3.58)

where k
∥
i is the spring constant. An illustration of the migration of an image from

the initial migration pathway to the minimum energy path is shown in Figure

3.2. All NEB simulations performed in this thesis utilise a value of 5 eV/Å2, as

it provides sufficient force to keep the distribution of images equidistant from one

another without compromising on time to convergence.

The energy maximum along the final reaction pathway gives an approximation

for the energy barrier required for the reaction to occur. For standard NEB

calculations as described using equations 3.57 and 3.58, the tangential force applied

to the highest energy image in many instances may prevent full convergence to the

saddle point (as an equal spring constant for each line segment will result in the

images being placed equidistantly) so only serves as a rough approximation to the

actual energy barrier. A more accurate approach is to treat the tangential forces

applied to the highest energy image in such a way that the image is forced upwards on

the energy surface towards the saddle point. This method is known as the climbing

Nudged Elastic band (cNEB) method [167].

Following a few iterations of standard NEB optimisation, a climbing image

(highest energy image which will be pushed towards the saddle point) is chosen.

Should in subsequent steps an alternate image to the currently designated climbing

image exceed that of the climbing image, the alternate image will be converted into

the climbing image instead, and ensures the climbing image will reach the saddle

point for the reaction pathway. The effective force on the climbing image in equation
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Figure 3.2: Illustrative example of the reaction pathway migration towards the

minimum energy path (MEP) using the NEB method. Taken from Sheppard et al.

[166].

3.56 is modified to become:

F CI
i = −∇E(RCI

i ) + 2∇E(RCI
i ) · τ̂CI

i τ̂CI
i (3.59)

where CI represents the climbing image. This modification removes the dependence

of the force experienced by the climbing image on the tangential spring force,

effectively pushing the image towards the saddle point. At convergence, the climbing

image will rest at the saddle point and represents the energy barrier for the reaction

process. As the climbing image is pushed towards the saddle point, the reaction

coordinate of the images on one side of the climbing image will become compressed,

and the other side will try to spread out. It is also possible to specify more than

one climbing image in the event that multiple distinct energy barriers are expected.

66



Chapter 4

Fundamental properties of

Li8PbO6

The contents of this chapter has been published in:

A. W. Davies, S. T. Murphy, Fundamental properties of octalithium plumbate

ceramic breeder material, J. Nucl. Mater. 552 (2021) 152982. [168]

4.1 Introduction

Of the ceramic breeder materials recent attention has focused on two leading

candidates, lithium orthosilicate (Li4SiO4) and lithium metatitanate (Li2TiO3), with

some more recent studies looking at developing hybrid ceramic breeder pebbles [169]

or creating core shell Li2TiO3/Li4SiO4 pebbles [108, 109]. Irrespective, it is necessary

to enrich with 6Li and to employ a neutron multiplier to achieve the desired TBR.

The principle neutron multiplier material is beryllium (typically in Be12Ti) [170],

however, there is now a desire to reduce the reliance on this element as it is relatively

rare and is found to contain traces of uranium [17]. As a consequence, Hernandez and

Pereslavtsev re-examined a wide range of solid breeder materials [18]. Of the oxides

considered, octalithium plumbate (Li8PbO6) was predicted to offer the highest

Tritium Breeding Rate (TBR), at least partially due to the Pb which also offers
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an (n,2n) neutron multiplying reaction. Previous experiments have also indicated

favourable tritium release characteristics [19]. Palermo et al. have proposed a design

for a solid breeder blanket based on Li8PbO6 via a neutronics assessment which also

suggested potential for high tritium release [171]. There are, however, concerns

regarding the high temperature stability of the material. Importantly, Hernandes

et al. suggest the melting temperature of Li8PbO6 to have a minimum of 800 ◦C,

although little else is known on the thermodynamics of Li8PbO6.

Despite its potential for use as a breeder material in a future fusion reactor,

the fundamental properties of Li8PbO6 have not been widely studied and there is a

requirement to understand more about this material, including basic thermodynamic

and elastic data (such as formation energies, heat capacities and elasic moduli) as

well as how tritium may be accommodated in the lattice. In recent years there

has been a significant growth in the use of atomistic simulation to examine the

properties of ceramic breeder materials [172, 173] as well as tritium solubility [122,

174] and diffusivity [123]. Therefore, the present Chapter will use DFT, to calculate

key electronic, elastic and thermodynamics properties of Li8PbO6 as well as offering

a first examination of how tritium may be accommodated in the lattice.

4.2 DFT Parameterisation

Simulations presented were performed using a combination of both VASP (version

5.4.4) [175] and CASTEP (version 18.1) [176, 177] planewave pseudopotential codes.

Within DFT an infinite crystal is described using supercells and periodic boundary

conditions with special point integration over the Brillouin zone. The majority

of simulations for both codes employed the generalised gradient approximation

(GGA) of Perdew, Burke and Ernzerhof (PBE) [146], however, due to the failure

of such semi-local functionals to accurately reproduce band gaps of materials

some hybrid simulations employed the hybrid functional of Heyd, Scuseria and

Ernzerhof (HSE06) [160]. Integration over the Brillouin zone was performed using
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a Monkhorst-Pack grid [178] with 6×6×2 k-points in the unitcell, corresponding

to a separation between points of 0.0316×2π Å−1 in the z-axis and 0.0344×2π

Å−1 along the x and y axes. Note that the k-point grid was reduced to a

single k-point at Γ for the hybrid simulations in CASTEP due to computational

constraints. Atoms in CASTEP simulations were represented using norm-conserving

pseudopotentials based on the default settings in CASTEP 18.1, whereas VASP

simulations employed projector augmented wave (PAW) [179] pseudopotentials.

Consequentially, the difference in pseudopotentials used requires different planewave

cutoff energies are used to ensure similar convergence. Due to the hardness of

the oxygen pseudopotential used in CASTEP a high cutoff energy of 1150 eV

was required to ensure a structural convergence of 0.01 eV per atom. PAW

pseudopotentials in VASP allowed the use of a lower cutoff energy of 520 eV to

maintain the same level of convergence, although this value was increased by 30%

to 650 eV to ensure correct evaluation of the elastic tensor and remained consistent

across all calculations. The energy criteria for electronic convergence was set to 10−8

eV for both VASP and CASTEP simulations. The inclusion of spin-orbit coupling

in simulations was not found to have a significant contribution on results. Both

codes were able to reproduce the lattice parameters for Li8PbO6 and many of its

subsystems as illustrated in Table 4.1.

Phonon calculations for VASP were performed using the Phonopy [155] post-

processing software, and utilised a much larger supercell and finer k-point grid. For

example, Li8PbO6 utilised a 3×3×1 supercell of the 45-atom unitcell, with a 2×2×2

k-point grid. A Monkhorst-pack 15×15×15 q-point grid centred on the Γ-point is

also used. Parameterisation used for all Phonon calculations performed using the

Phonopy software are included in Table A.1 in Appendix A.

Simulations of defects were performed under similar parameterisation. Beginning

with the relaxed 45-atom unitcell, a 2×2×1 supercell is utilised to minimise defect

interactions with neighbouring periodic cells, and the volume of the supercell is kept

fixed.
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Table 4.1: Table showing the lattice parameters for Li8PbO6 and its subsystems

compared to experimental values.

Literature % Difference

System Property CASTEP VASP Value CASTEP VASP Reference

Li8PbO6 a /Å 5.59 5.58 5.55 0.72 0.54 [125]

c /Å 15.83 15.81 15.64 1.21 1.09

Li2O a /Å 4.62 4.62 4.54 1.76 1.76 [180]

PbO2 a /Å 5.07 5.10 4.971 1.99 2.60 [181]

b /Å 6.05 6.07 5.95 1.68 2.01

c /Å 5.55 5.58 5.43 2.21 2.76

Li a /Å 3.43 3.46 3.51 2.28 1.42 [182]

Pb a /Å 5.02 5.06 4.95 1.41 2.22 [183]

O2 r (O-O) /Å 1.24 1.23 1.21 2.48 1.65 [184]

4.3 Results and Discussion

4.3.1 Electronic Properties

The density of states for both models was calculated using both PBE and HSE

functionals, due to the tendency for semi-local functionals to underestimate band

gaps. A comparison between density of states calculated in VASP and CASTEP are

shown in Figure 4.1.

There is a strong agreement in the structure of the electronic density of states

between both simulation packages, with both showing roughly the same increase in

bandgap energy between semi-local and hybrid functionals. PBE bandgap energies

of 2.05 eV and 1.94 eV and HSE bandgap energies of 3.25 eV and 3.36 eV were

predicted for CASTEP and VASP softwares respectively.
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Figure 4.1: Electronic density of states for Li8PbO6 using the PBE and HSE

exchange-correlation functionals. Top = PBE, bottom = HSE

The dielectric tensor is calculated using Density Functional Perturbation Theory

(DFPT) for both VASP [185] and CASTEP [186] simulation codes. The symmetry of

the crystal structure illustrated by the unit cell in Figure 2.14 suggests the dielectric

constant in the z axis will differ from the values predicted in the x and y axes,
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which are expected to be the same. Static and high frequency dielectric tensors were

calculated using both CASTEP (equations 4.1 & 4.2) and VASP (equations 4.3 &

4.4) simulation packages and are shown below. Both codes are in close agreement

with one another, which are in consensus with the expected anisotropic behaviour

of the crystal structure.

ϵ̄CASTEP
0 =


12.89 0 0

0 12.89 0

0 0 13.84

 (4.1)

ϵ̄CASTEP
∞ =


3.67 0 0

0 3.67 0

0 0 3.93

 (4.2)

ϵ̄VASP
0 =


13.09 0 0

0 13.09 0

0 0 14.29

 (4.3)

ϵ̄VASP
∞ =


3.96 0 0

0 3.96 0

0 0 4.25

 (4.4)

The dielectric tensor for Li8PbO6 is comparatively low in comparison to other

proposed ceramic breeder materials such as Li2TiO3 [163], which may have a

significant impact on ionic conductivity and the mobility of tritium ions in the

crystal, due to the low mass of tritium and the similar charge magnitude tritium

has with an electron.

4.3.2 Elastic Properties

The elastic tensor is derived from the stress-strain relationship predicted by

performing finite distortions on the crystal in both codes. The elastic response of

Li8PbO6 is summarised in the elastic constant tensor shown in Table 4.2. According
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to Neumann’s rules there are seven unique elastic constants for the R3̄H space

group, these are c11, c12, c13, c14, c15, c33 and c44. Seven more elastic constants

can be derived from equivalences with these values, these are: c22 = c11, c23 = c13,

c24 = −c56 = c14, c25 = c64 = −c15 and c55 = c44. The final elastic constant is

related to these unique elastic constants according to c66 = (c11 − c12) /2. It is clear

from the data presented that this relation holds for Li8PbO6.

Table 4.2: Table showing the elastic constants for Li8PbO6.

Parameter CASTEP (GPa) VASP (GPa)

c11 191.54 163.54

c12 54.27 55.32

c13 53.80 50.11

c14 20.74 21.87

c15 -1.10 -1.98

c33 150.90 161.56

c44 64.50 54.46

c66 68.64 52.63

Bulk modulus 94.74 88.46

Shear modulus 61.61 51.11

Young’s Modulus

x 155.14 121.85

y 155.14 120.03

z 127.34 138.74

Elastic constants were calculated using a 6×6×2 k-point grid on the relaxed

hexagonal unit cell. Despite general agreement between codes, there is a slight

discrepancy between the c11 elastic constants.

The inconsistency in c11 manifests in the Young’s modulus. Due to the large
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contribution the c11 elastic constant plays, particularly in the x and y directions,

large differences in c11 values between codes can produce radically different values

for the Young’s moduli. The CASTEP code predicts the x and y components of

the Young’s modulus is over 25% greater in comparison with the VASP code. This

consequentially equates to CASTEP suggesting Li8PbO6 is stiffer in the x and y

directions compared with z, in contrast to VASP which suggests the opposite.

4.3.3 Thermodynamics Properties

Due to the scarcity of literature on the physical characteristics of Li8PbO6,

thermodynamic properties of Li8PbO6 were examined in VASP using the finite

differences method in the Phonopy post-processing package [155] and using default

phonon DFPT calculations provided by CASTEP [187]. As mentioned previously,

parameterisation of phonon calculations has been included in Table A.1 in Appendix

A. As ceramic breeder materials are expected to transfer heat to the reactor coolant

and maintain performance in high temperature regimes (>800◦C), an understanding

of the thermal properties such as the heat capacity is critical for determining

the efficacy of Li8PbO6 as a breeder material. Phonon density of states for both

simulation packages are included in Figure 4.2.

As there is no published value in the literature for the enthalpy of formation

of Li8PbO6 from Li2O and PbO2, Born-Haber cycles were created to illustrate

enthalpies of fomation of the Li8PbO6 compound from its constitiuent elements.

There is general agreement in enthalpies of formation between simulation packages.

Given that the formation energies of Li2O and PbO2 are in reasonable agreement

with the literature, the enthalpy of formation of Li8PbO6 estimated is likely a

reasonable approximation to the true value.

The relationship between the Helmholtz free energies, internal energy and

entropy have been calculated from the phonon density of states. There is very

strong agreement between simulation packages as might be expected from the close

agreement with the phonon density of states. The internal energy shown in Figure
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Figure 4.2: Phonon density of states for Li8PbO6.

Figure 4.3: Born-Haber cycle for Li8PbO6 and its constituents. First value = VASP,

second = CASTEP and bracketed values are obtained from literature [158].

4.4 becomes roughly linear above approximately 500 K. The contribution given by

the entropy of the crystal plays a major role in the final result for Helmholtz free

energy at high temperatures.

The specific heat for a constant volume CV has also been calculated and is

illustrated in Figure 4.5. An understanding of the specific heat for Li8PbO6 is
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Figure 4.4: Helmholtz free energy (F), phonon contributions to internal energy (E)

and entropy (S) as a function of temperature per mole of Li8PbO6. Top = CASTEP,

bottom = VASP

important as ceramic breeder materials are often used dually as a means to transfer

heat to the reactor coolant to generate power, due to their close proximity to the

fusion plasma. The predicted specific heat of Li8PbO6 is generally lower than

76



4.3. Results and Discussion

0 200 400 600 800 1000 1200
Temperature /K

0

50

100

150

200

250

300

350

400

C v
 /J

 m
ol

1  K
1

0 200 400 600 800 1000 1200
Temperature /K

0

50

100

150

200

250

300

350

400

C v
 /J

 m
ol

1  K
1

Figure 4.5: Specific heat for constant volume of Li8PbO6 as a function of

temperature. Top = CASTEP, bottom = VASP

estimates for other lithium-ceramics, such as the DFT-calculated estimate made

by Wan et al. for β-Li2TiO3 [188] and that of Yan et al. for Li4TiO4 [189],

indicating Li8PbO6 may be more susceptible to experiencing higher temperatures

during reactor operation compared to other proposed breeder blanket materials.
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Comparisons with other materials such as Li2SiO3 [190] predicted by Ma et al.

indicate a much higher heat capacity for Li8PbO6, with a heat capacity more than

twice as large at 300 K, with 267.19 J K−1 mol −1 for Li8PbO6 compared with 101.79

J K−1 mol −1 for Li2SiO3.

4.3.4 High Temperature Stability

The stability of Li8PbO6 at high temperatures has been examined by implementing

the quasi-harmonic approximation given by the Phonopy package to introduce

a volume dependence onto the thermal properties of Li8PbO6, as well as its

constituents. The molar heat for constant pressure CP , volume-dependent enthalpies

and Gibbs free energies were calculated for Li8PbO6, Li2O, PbO2 and Li4PbO4

(sharing the same energy cut-off and k-point density), as traces of Li4PbO4 were

found to be present during the sintering process for temperatures of 600-800◦C,

although no traces were found at 1000◦C over a period of 24 hours [121]. Therefore,

the key processes to consider are:

Li4PbO4 + 2Li2O → Li8PbO6 (4.5)

PbO2 + 4Li2O → Li8PbO6 (4.6)

PbO2 + 2Li2O → Li4PbO4 (4.7)

Due to the similarity in results for thermodynamic properties between simulation

packages, results for this section were produced using only the VASP software.

Volumes in the range of ±15% of the relaxed crystal were used in steps of 3%

for all materials examined. The resulting heat capacities are presented in Figure

4.6.

Using these specific heats, it is possible to determine the enthalpy changes

associated with reactions 4.5 - 4.7, these are illustrated in Figure 4.7. Figure 4.7

shows that the enthalpy changes are negative across the temperature range, implying

the Li8PbO6 is the more favourable state and only grows more favourable with
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Figure 4.6: Specific heat for constant pressure of Li8PbO6 and its constituents (per

mole) as a function of temperature.

increasing temperature. The enthalpy of formation of the reaction PbO2 + 2Li2O

→ Li4PbO4 was also found to be negative, although with a marginal preference

towards the formation of Li8PbO6 over Li4PbO4 and this preference increasing with

temperature.

Examination of the Gibbs formation energy is critical in discussion of the phase

stability of Li8PbO6. The Gibbs formation energy of Li8PbO6 and Li4PbO4 from

PbO2 and Li2O are strongly negative. Due to the smaller entropy in the formation

of Li8PbO6 compared to Li4PbO4, the Gibbs formation energy rises above that of

the formation of Li4PbO4 at roughly 1000 K. Implying that the Li8PbO6 phase

is unstable at higher temperatures. This result suggests that Li8PbO6 may be

inappropriate for application in fusion reactors, therefore, this will be explored in

more detail in Chapter 5.
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Figure 4.7: Enthalpy of formation of Li8PbO6 and its constituents as a function of

temperature.

4.3.5 Lithium Vacancy Defects

During operation, the ceramic breeder material ages and the lithium will be burnt-

up to produce tritium, resulting in a reduction in its availability in the matrix. This

paucity of lithium will be accommodated by point defects such as interstitials and

vacancies. As discussed for other ceramic breeder materials it is anticipated that

the lithium vacancy defects will play a significant role in the accommodation of this

substochiometry [122]. Therefore, the formation energy for the formally charged,

V −1
Li , is examined here and other defects and charge states will be the focus of future

work.

As discussed in the Literature Review, there are two symmetrically distinct

lithium sites in Li8PbO6, therefore the defect formation energy for the two different

sites has been calculated and the energies presented in Table 4.3.

The data presented in Table 4.3 shows that the formation energy for the vacancy

on the tetrahedrally co-ordinated 18f site is lower than on the octahedrally co-
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Figure 4.8: Gibbs formation energy of Li8PbO6 and its constituents as a function of

temperature.

Table 4.3: Defect formation energies for the lithium vacancy defects in Li8PbO6.

CASTEP VASP

Lithium site Wychoff notation Ef /eV Ef /eV

Li1 18f 3.728 3.641

Li2 6c 4.071 4.007

ordinated 6c site. This implies that the majority of such defects will occur on the

18c Li1 site. Defect formation energies between codes show remarkable agreement

with a deviation of less than 0.1 eV between each other for both lithium sites, with

VASP measurements being slightly lower. The difference between the two vacancy

defects is similar between DFT simulation packages, with values of 0.34 eV and 0.37

eV for CASTEP and VASP respectively. This is larger than the difference between

possible Li sites in Li2TiO3 [172] although significantly smaller than predicted for
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Li4SiO4 [191]. In Li8PbO6, the origin of this discrepancy is the increased electrostatic

attraction between the Li1+ ion and the six surrounding O2− ions making it more

difficult to remove the lithium from the 6c site.

4.3.6 Tritium Solubility at Lithium Sites

Given the likely high concentration of lithium vacancy defects as the material ages

it is anticipated that this defect will play an important role in the accommodation

and diffusion [89] of tritium in the crystal. Therefore, the substitution of tritium

onto the lithium sublattice will be examined (i.e. T0
Li). Previous DFT studies of

tritium accommodation in Li2TiO3 show that the tritium will move from the Li site

and bond with a nearest neighbour oxygen atom to form a hydroxide that could

be considered to be a {V −1
Li : T 1

i }0 cluster [122]. Li et al. have shown that the

energy of the resulting hydroxide bond depends on exactly which of the nearest

neighbour oxygens the tritium ion bonds to [123]. Therefore, the energy for all

possible hydroxide orientations around both Li vacancies in Li8PbO6 is investigated,

and the results are presented in Table 4.4.

The data presented in Table 4.4 shows that there are four symmetrically distinct

{V −1
Li : T 1

i }0 clusters involving the tetrahedral Li1 site. By contrast, despite there

being six oxygen nearest neighbours surrounding the Li2 site, there appear to be just

two symmetrically distinct hydroxides formed in both VASP and CASTEP models

due to the symmetry of the crystal. Once again, like the lithium vacancy defects

there is excellent agreement in formation energies produced by both codes, with a

discrepancy of less than 20 meV. Visualisations of the {V −1
Li : T 1

i }0 defect clusters

are given in Figures 4.9 and 4.10.

The formation energies for the {V −1
Li : T 1

i }0 defect indicate that tritium will

preferentially form a hydroxide that is bound to an Li1 site.
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Table 4.4: Defect formation energies for the tritium accommodation at lithium

vacancy defects in Li8PbO6. Also included are the resulting O-H bond distances

CASTEP VASP

Lithium site O atom Ef /eV r (O− H) /Å Ef /eV r (O− H) /Å

Li1 1 1.591 0.988 1.593 0.989

(18f) 2 1.437 0.980 1.438 0.980

3 1.491 0.986 1.490 0.990

4 1.747 0.990 1.747 0.991

Li2 1 1.769 0.982 1.783 0.984

(6c) 2 1.769 0.982 1.785 0.983

3 1.769 0.982 1.784 0.986

4 1.880 0.985 1.892 0.988

5 1.880 0.985 1.891 0.986

6 1.880 0.985 1.889 0.987

4.4 Conclusion

Thermal, elastic and electronic properties of Li8PbO6 have been examined using first

principles simulations using DFT. Application of Li8PbO6 as a breeding material

may be inadequate due to the potential for Li8PbO6 to undergo a change of phase

into Li4PbO4 at high temperatures, as is suggested by the Gibbs formation energy

of Li8PbO6 from Li4PbO4 at temperatures above 1000 K. Formation energies for

lithium vacancy defects and {V −1
Li : T 1

i }0 defect clusters have been determined.

Despite the different basis sets used, there is a remarkable level of agreement

between codes for many of the fundamental properties properties of Li8PbO6. This

is especially true for defect formation energy calculations, which are accurate to

within 0.1 eV of each other. It is shown there is a preference in Li8PbO6 for lithium

vacancies to form at 18f Wyckoff sites and consequently it is expected more native
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Figure 4.9: Possible tritium sites for {V −1
Li : T 1

i }0 defect clusters at the Li1 site.

Grey, green and red spheres represent the lead, lithium and oxygen ions respectively.

Yellow spheres represent the possible tritium sites and the green cube represents a

lithium vacancy site.

Figure 4.10: Possible tritium sites for {V −1
Li : T 1

i }0 defect clusters at the Li2 site.

vacancies will form here rather than at 6c sites. It is also shown there is a preference

for tritium to bond to nearest neighbour oxygen sites at lithium 18f sites over 6c

84



4.4. Conclusion

sites, suggesting higher accommodation of tritium at the 18f sites in general.
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Chapter 5

Thermodynamics of octalithium

ceramics

The contents of this chapter has been published in:

A. W. Davies, S. T. Murphy, Thermodynamics and phase stability of Li8XO6

octalithium ceramic breeder materials (x = Pb, Ce, Ge, Zr, Sn), J. Phys.: Condens.

Matter 34 (2022) 355701. [192]

5.1 Introduction

Octalithium ceramics such as Li8SnO6 [193] and Li8ZrO6 [194] have typically only

been considered in the literature for use as cathode materials for Li-ion batteries,

owing predominantly to their favourably high lithium content. In a recent review

of candidate breeder materials, Hernandez and Pereslavtsev [18] suggested that

octalithium compounds may be attractive candidates for use as breeder blanket

materials due to their high stoichiometric concentration of lithium and, in some

materials, intrinsic neutron multiplier (i.e. Pb). Such properties lead to high TBRs

relative to Li2TiO3 and Li4SiO4, though there are concerns surrounding the stability

of these materials at high temperatures and many possess relatively low melting

temperatures compared to other candidates. As a consequence of these assumptions,
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the octalithium ceramics as a whole have received very little attention, with the

exception of Li8ZrO6, which has been the most studied in recent years [195, 196].

In the previous chapter we identified a potential concern regarding the phase

stability of Li8PbO6 at high temperature. Therefore, in this Chapter we reexamine

the issue of the thermodynamic stability of Li8PbO6 at high temperature and

broaden our study to examine other octalithium compounds that may be interesting

as potential breeder material, specifically Li8{Pb,Ce,Ge,Zr,Sn}O6. Due to the dual

application of breeder blankets to act as a heat exchanger, the specific heat capacities

of this class of material are also investigated and included in Appendix A.

5.1.1 Crystallography

As shown in Table 5.1, all octalithium compounds examined contain an atomic

lithium density greater than both Li4SiO4 and Li2TiO3 (0.0482 and 0.0376 a/Å3

respectively), due to their intrinsically higher stoichiometric concentration of

lithium, which has been shown by Okuno and Kudo to directly impact tritium

mobility [197]. They also offer estimated TBRs in the range of 1.19-1.21, equating

to an improvement of 3.5-5.2% versus Li4SiO4 and 6.3-8.0% for Li2TiO3.

The octalithium ceramics exhibit one of two space groups. Li8{Pb,Zr,Sn,Ce}O6

exhibit the trigonal R3̄H (number 148) space group and Li8GeO6 crystallises in the

hexagonal P63cm (number 185) space groups.

The R3̄H structure has been previously shown in Chapter 2 in Figure 2.13,

whereas the P63cm structure is shown in Figure 5.1. In Li8{Pb,Zr,Sn,Ce}O6

candidates, their constituents also share the same Wyckoff positions. Oxygen ions

and the unique component metals (Pb,Zr,Sn,Ce) are equivalent and occupy the

18f and 3a sites respectively. The lithium ions occupy two symmetrically distinct

positions, which are the 18f and 6c sites. For the P63cm space group, the oxygen

ions occupy three distinct sites which are the 6c, 4b and 2c positions. Germanium

exclusively occupies the 2c position whereas the lithium, much like the R3̄H space

group, also possesses two symmetrically distinct sites which are the 4b and 6c
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Table 5.1: Tritium breeding ratios (TBRs) of chosen candidate octalithium ceramics

with 60% Li6 enrichment [18]. †Li8PbO6 remains a solid when sintered at 1000 ◦C

[121] and is thus treated as a minimum.

Li atomic Melting

Compound density (a/Å3) point (◦C) TBR

Li8PbO6 0.0575 >1000† 1.21

Li8GeO6 0.0567 Unknown 1.19

Li8CeO6 0.0537 Unknown 1.19

Li8ZrO6 0.0591 1336 1.20

Li8SnO6 0.0608 1050 1.19

positions. All unique metals for the R3̄H space group are octahedrally coordinated

in the +4 charge state, surrounded by 6 oxygen ions. On the other hand, in the

P63cm space group germanium is tetrahedrally coordinated with 4 neighbouring

oxygen ions, leading to a relatively low ionic radius in comparison.

5.2 DFT Parameterisation

Given the similarity between the CASTEP and VASP results presented in Chapter

4, we choose to proceed using VASP alone as the reduced planewave cutoff energies

for the pseudopotentials ensures a reduced computational cost. DFT simulations

were performed using the Vienna Ab Initio Simulation Package (VASP - version

5.4.4) planewave pseudopotential code [175], employing projector augmented wave

(PAW) pseudopotentials [179]. All simulations (unless otherwise stated) utilised the

generalised gradient approximation (GGA) of Perdew, Burke and Ernzerhof (PBE)

[146]. Integration over the Brillouin zone for all materials investigated was performed

using a Monkhorst-Pack grid [178] with an approximate separation between k-points

of 0.03 - 0.04×2π Å−1 along each axis. The exact k-point grids for each material

88



5.2. DFT Parameterisation

Figure 5.1: Structure of 30-atom unitcell in the P63cm space group used by

the Li8GeO6 ceramic. Green, red and grey spheres correspond to Li, O and Ge

respectively.

are included in Table A.1 in Appendix A. The planewave cutoff energy was set to

650 eV for all materials to ensure a minimum convergence of 0.01 eV per atom. In

order to demonstrate the efficacy of the DFT model the energy minimised lattice

parameters for the octalithium compounds as well as a number of related systems

is presented in Table 5.2 alongside their existing experimental values. As evident

from Table 5.2, the predicted lattice parameters are in excellent agreement with

experimental values.

Due to the inability of semi-local functionals, to accurately replicate experimen-

tally measured bandgaps, the hybrid functional of HSE06 [160] was employed. Due

to computational restraints imposed by the use of hybrid functionals, a single k-point

was used at the Γ-point for simulations using the HSE06 functional to calculate the
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Table 5.2: DFT-predicted lattice parameters compared with literature.

Compound a/Å b/Å c/Å α/◦ β/◦ γ/◦ Space group Reference

Li8PbO6 5.58 5.58 15.81 90 90 120 R3̄H (148) [168]

5.55 5.55 15.64 90 90 120 [125]

Li4PbO4 7.36 8.46 6.63 90 90 90 Cmcm (63)

7.30 8.31 6.52 90 90 90 [198]

PbO2 5.10 6.07 5.58 90 90 90 Pbcn (60) [168]

4.97 5.95 5.43 90 90 90 [181]

Li8GeO6 5.53 5.53 10.78 90 90 120 P63cm (185)

5.51 5.51 10.72 90 90 120 [113]

Li4GeO4 7.38 7.84 6.11 90 90 90 Cmcm (63)

7.36 7.76 6.05 90 90 90 [199]

GeO2 5.07 5.07 5.76 90 90 120 P3121 (152)

4.99 4.99 5.65 90 90 120 [200]

Li8CeO6 5.63 5.63 16.20 90 90 120 R3̄H (148)

5.64 5.64 16.03 90 90 120 [114]

Li2CeO3 4.50 9.59 3.56 90 90 90 Cmmm (65)

4.49 9.67 3.55 90 90 90 [201]

CeO2 5.46 5.46 5.46 90 90 90 Fm3̄m (225)

5.41 5.41 5.41 90 90 90 [202]

Li8ZrO6 5.50 5.50 15.55 90 90 120 R3̄H (148)

5.48 5.48 15.45 90 90 120 [203]

Li6Zr2O7 10.48 6.01 10.26 90 100.26 90 C2/c (15)

10.45 5.99 10.20 90 100.26 90 [204]

ZrO2 5.19 5.24 5.38 90 99.67 90 P21/c (14)

5.15 5.20 5.32 90 99.20 90 [205]

Li8SnO6 5.49 5.49 15.43 90 90 120 R3̄H (148)

5.46 5.46 15.27 90 90 120 [116]

Li2SnO3 5.35 9.29 10.11 90 100.38 90 C2/c (15)

5.29 9.19 10.03 90 100.35 90 [206]

SnO2 4.83 4.83 6.48 90 90 90 P42/mnm (136)

4.74 4.74 6.38 90 90 90 [207]

Li2O 4.62 4.62 4.62 90 90 90 Fm3̄m (225) [168]

4.54 4.54 4.54 90 90 90 [180]
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electronic density of states, although it is not expected to have a significant impact

on calculated band gap.

To account for finite size effects arising due to the relatively small simulation

cells used when studying defects, an electrostatic correction, dE, is added to the

defect formation energy, previously defined in equation 3.51. As only single lithium

vacancy point defects are considered, the potential alignment correction is assumed

to be negligible [208]. The chemical potential for lithium used in this paper is taken

directly from the lithium metal.

5.3 Results and Discussion

5.3.1 Cation Radius

In the first instance we explore the dependence of some key material properties

as a function of the ionic radii of the tetravalent cation. Specifically, the lattice

parameters and band gaps derived from the electronic density of states as a function

of cation radii. Cation radii for the tetravalent metals in the octalithium compounds

studied are included in Table 5.3.

Table 5.3: Cation radii for the unique metals occupying the octalithium compounds

studied. Radii were taken from the revised effective ionic radii measured by R. D.

Shannon [209].

Metal Charge Coordination Ionic radius (Å)

Pb 4 VI 0.775

Ge 4 IV 0.39

Ce 4 VI 0.87

Zr 4 VI 0.72

Sn 4 VI 0.69
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Shown in Figure 5.2 is the relationship between lattice parameter length and

cation radius in R3̄H ceramics. From the figure, it is obvious the lattice parameter

scales proportionally to the radius of the cation.

Figure 5.2: Comparison of lattice parameters for materials in the R3̄H space group

with cation radii.

Table 5.4: PBE and HSE-predicted electronic band gaps.

Compound PBE (eV) HSE (eV)

Li8PbO6 1.94 3.36

Li8GeO6 3.24 4.86

Li8CeO6 2.02 4.06

Li8ZrO6 4.55 6.17

Li8SnO6 3.59 5.15

No discernible correlation was found between both the PBE and HSE band gaps

and the cation radii, shown in Table 5.4. For both the PBE and HSE functionals the
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band gaps for Li8PbO6 is predicted to be the lowest at 1.94 and 3.36 eV respectively.

By contrast, Li8ZrO6 is predicted to have the largest band gap, despite the similar

cation radii of the constituent metals.
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Figure 5.3: Permittivity as a function of cation radius for octalithium compounds.

Static and high-frequency dielectric tensors for the octalithium compounds were

also measured using DFPT implemented in the VASP simulation software for

application in the finite size correction used in defect formation energy calculations.

Due to the symmetry of both R3̄H and P63cm crystal structures, the dielectric

tensor ϵij can be reduced to only the ϵ11, ϵ22 and ϵ33 components, where ϵ11 = ϵ22.

Figure 5.3 shows the permittivity as a function of cation radius for all octalithium

compounds considered. The permittivity along the z-axis regardless of cation radius

was measured to be slightly greater than along x and y. Both static and high

frequency permittivities are generally predicted to increase with cation radius.

Charged lithium vacancy formation energies were calculated for ceramics belong-

ing to the R3̄H space group and are shown as a function of cation radius in Figure

6.2. Excluding Li8GeO6, the formation energies of the lithium vacancy defects

at the Valence Band Maximum in the R3̄H compounds decrease with increasing
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Figure 5.4: Comparison of lithium vacancy formation energies at the Valence Band

Maximum in the R3̄H space group with cation radii. VLi1 defects occupy the

tetrahedrally coordinated 18f sites and VLi2 occupy the octahedrally coordinated

6c sites. Horizontal lines represent VLi defects in Li8GeO6.

cation radius of the constituent metal. Consequently, Li8CeO6 is predicted to have

the lowest lithium vacancy formation energies for both unique sites. Conversely,

Li8SnO6 is predicted to have the highest lithium vacancy formation energy for each

site.

5.3.2 Specific Heat Capacity

Due to the proximity of the breeder blanket to the fusion plasma, an understanding

of the temperature distribution through the breeder blanket as well as the quality

of heat transfer from the blanket material to the reactor coolant is essential

for determining the feasibility of candidate ceramics as breeder materials. The

temperature-dependent specific heat capacities for constant volume CV were

predicted using the finite displacement method in the Phonopy package [155, 154],
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and the QHA was used to predict the specific heat capacities for constant pressure

Cp. The size of the supercell used was set to a minimum lattice parameter of

10Å. Note that the specific heats for all compounds considered here are presented

in Appendix A. Due to the large number of materials explored, the exact size of

the supercells as well as the corresponding k-point and q-point grids used for each

material are detailed in Table A.1 in Appendix A.

Experimental and theoretical predictions for heat capacities for a significant

majority of the materials examined are not available in the literature. In the cases

where this data could be found it is plotted in Figure 5.5. The results show that for

PbO2 and ZrO2, specific heat capacities are closely aligned with the NIST database

[210] and results for Li2SnO3 replicated experimental measurements conducted by

Asou et al. [211]. Overall, in the cases where experimental data are available

there is excellent agreement between the calculated specific heats and values in the

literature.
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Figure 5.5: Comparison of QHA-derived specific heat capacities for PbO2, ZrO2 and

Li2SnO3 with literature [210, 211].

Of particular interest for the present work is the specific heat capacity for Li2O,

95



Chapter 5. Thermodynamics of octalithium ceramics

which is plotted in Figure 5.6. For low temperatures, the heat capacity predicted by

the QHA is in excellent agreement with the experimental measurements. However,

at 600 K, an obvious deviation begins to appear showing an upward trend in gradient.

It is known that the fundamental assumptions at the heart of the QHA start to

break down at higher temperatures, however, this is not seen in any of the 18

other materials examined here, with the minor exception of CeO2 that exhibits a

slight increase in gradient at high temperatures (see Figure A.3), but not as severe.

For some crystal structures, such as FCC, phonon-phonon interactions neglected

by the quasi-harmonic model can become a significant contribution to the specific

heat capacity [212]. As Li2O exhibits the antifluorite structure, where the oxygen

sublattice adopts an FCC structure (Fm3̄m [225]), anharmonicity in the crystal may

be contributing significantly leading to the observed deviation. To account for this,

specific heat capacities for Li2O taken from Chase [210] and Johnston and Bauer

[213] were combined and used as an alternative in subsequent sections. CeO2 shares

the same structure as Li2O, but due to the significant mass difference between Ce

and Li, this effect is notably smaller and thus a specific heat capacity from literature

is not used for the CeO2 case.

5.3.3 Formation Enthalpy

The formation enthalpy of a compound is simply the difference in enthalpy between

the final compound and the reactants: ∆H = Hproduct −
∑

α nαHα where nα is the

quantity of reactant α.

The processes considered for the formation of Li8{Pb,Ce,Ge,Zr,Sn}O6 and other

minor ternary compounds are:

Li4PbO4 + 2Li2O → Li8PbO6 (5.1)

PbO2 + 4Li2O → Li8PbO6 (5.2)

PbO2 + 2Li2O → Li4PbO4 (5.3)
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Figure 5.6: Deviation of QHA-predicted Cp for Li2O from the literature [210, 213].

Li4GeO4 + 2Li2O → Li8GeO6 (5.4)

GeO2 + 4Li2O → Li8GeO6 (5.5)

GeO2 + 2Li2O → Li4GeO4 (5.6)

Li2CeO3 + 3Li2O → Li8CeO6 (5.7)

CeO2 + 4Li2O → Li8CeO6 (5.8)

CeO2 + Li2O → Li2CeO3 (5.9)

0.5Li6Zr2O7 + 2.5Li2O → Li8ZrO6 (5.10)

ZrO2 + 4Li2O → Li8ZrO6 (5.11)

2ZrO2 + 3Li2O → Li6Zr2O7 (5.12)

Li2SnO3 + 3Li2O → Li8SnO6 (5.13)
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SnO2 + 4Li2O → Li8SnO6 (5.14)

SnO2 + Li2O → Li2SnO3 (5.15)

The experimentally measured constant pressure heat capacity for Li2O was used

to calculate the enthalpy using the following equation:

H(T ) = E0 + EZPE +

∫ T

T=0

Cp dT (5.16)

where E0 is the energy of the relaxed primitive cell of Li2O and EZPE is the zero-

point energy contribution given by Phonopy.

Formation enthalpies were plotted for reactions 5.1 - 5.15 in Figures 5.7a - 5.7e. A

comparison is made between formation enthalpies using the QHA-derived enthalpy

for Li2O and the enthalpy derived from the experimental pressure-dependent specific

heat capacity.

The formation enthalpy for Li8GeO6 lies close to 0 J/mol, with -790 J/mol at

0 K and increases above 0 at temperatures of >358.5 K and >170.5 K for QHA

and experimental Li2O respectively. Using the enthalpy derived from experimental

Cp for Li2O, Li2GeO3 is the preferred state above 170.5 K, whereas using the

QHA-predicted Li2O enthalpy, Li8GeO6 becomes the preferred state once again at

1125.1K. For Li8CeO6, degradation into Li2CeO3 is preferred at low temperatures

(<392.3 K and <686.7 K for QHA and experimental Li2O respectively) but for

higher temperatures, Li8CeO6 is the preferred state. Similarly with Li8ZrO6,

Li6Zr2O7 is slightly preferred for temperatures above 231.5 K using the QHA-derived

Li2O enthalpy and 326.9 K using the experimentally derived enthalpy. There is

a clear enthalpic driving force for the formation of both Li8PbO6 and Li8SnO6

across the entire temperature range explored, particularly for higher temperatures.

The Li-Sn-O system is the most promising of the candidates tested, showing

a marked preference for Li8SnO6 over Li2SnO3, even at 0 K. The enthalpy of

formation for octalithium compounds generally appears to increase in negativity

with temperature, with the exception of the Li8GeO6.
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Figure 5.7: Formation enthalpies in the Li-X-O phase group. X = Pb, Ge, Ce, Zr,

Sn for subfigures a-e respectively. Bold lines represent the use of literature-obtained

Cp to derive the enthalpy of Li2O. Dotted lines represent the use of QHA-derived

Li2O Cp containing the uncorrected anharmonicity.

5.3.4 Gibbs Formation Energy

Enthalpy of formation alone is not enough to determine the phase stability of a

compound, the Gibbs formation energy ultimately determines this. The Gibbs

formation energy can be used to predict the stability of a substance, and is calculated
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in the same manner as the formation enthalpy: ∆G = Gproduct −
∑

α nαGα. A

negative Gibbs formation energy implies there is a driving force for the forward

reaction , whereas a positive energy implies the direction of the reaction is reversed.

The Gibbs formation energy for Li2O can, much like the enthalpy, be derived

from the pressure-dependant specific heat capacity using the equation G = H−TS.

Writing the entropy in terms of the specific heat capacity, the following expression

can be used to calculate the Gibbs energy of Li2O:

G(T ) = H(T )− T

∫ T

T=0

Cp

T
dT (5.17)

where H(T ) is the enthalpy derived from equation 5.16.

Figures 5.8a - 5.8e show the Gibbs formation energies for the octalithium

compounds. The figures show that only the group-IV-containing octalithium

compounds are stable. The similar electron configuration of the group-IV metals

is likely the dominant factor in deciding the phase stability of the crystal rather

than the cation radius, as the outermost electrons of Ge, Sn, and Pb occupy the

4p2, 5p2 and 6p2 orbitals respectively versus the less stable Zr and Ce, which

occupy the 5s2 and 6s2 orbitals. Of the Ge, Sn and Pb-containing compounds,

Li8SnO6 is the only material shown to break down using both the QHA-predicted

and literature-referenced Gibbs energy for Li2O, at temperatures of 991.8 K and

1168.3 K respectively. Li8PbO6 is only predicted to break down when using the

QHA-predicted Li2O Gibbs energy at a temperature of 1005.9 K. By contrast to

both Li8SnO6 and Li8PbO6, Li8GeO6 from a Gibbs energy perspective, is predicted

to be entirely stable up to 1200 K. Despite this, Li8PbO6 appears to be the most

viable candidate of all the materials assessed, due to the lack of phase change below

1200 K when using the literature-referenced Gibbs energy for Li2O.
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Figure 5.8: Gibbs formation energies in the Li-X-O phase group. X = Pb, Ge, Ce,

Zr, Sn for subfigures a-e respectively. Bold lines represent the use of literature-

obtained Cp to derive the Gibbs formation energy of Li2O. Dotted lines represent

the use of QHA-derived Li2O Cp containing the uncorrected anharmonicity.

5.4 Conclusion

The fundamental thermodynamic properties of Li8{Pb,Ce,Ge,Zr,Sn}O6 octalithium

ceramics have been investigated using the QHA. Despite the potentially high tritium

101



Chapter 5. Thermodynamics of octalithium ceramics

breeding rates of all the ceramics investigated, many are prone to degradation,

even at relatively low temperatures, with the exception of compounds containing

group-IV elements. Although materials such as Li8SnO6 and Li8GeO6 show

promising thermal properties, the potential for Li8PbO6 exceeds the others, with the

octalithium phase predicted to be most stable up to temperatures of 1200 K. With

a sufficiently high TBR of 1.21 in combination with the lack of signs of degradation

compared to the other materials tested, Li8PbO6 may be the most viable candidate

to pursue as a breeder blanket material, followed closely by Li8SnO6. Therefore, as

the plumbate appears to be the most promising breeder material, we will investigate

the defect chemistry and tritium accommodation and diffusion in this material in

Chapters 6 and 7.
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Chapter 6

Intrinsic defect chemistry

The contents of this chapter have been published in:

A. W. Davies, W. D. Neilson, R. T. Bedford, S. T. Murphy, The High Temperature

Intrinsic Defect Chemistry of Li8PbO6 Ceramic Breeding Material, J. Phys. Chem.

C. 127 (2023) 22265. [214]

6.1 Introduction

Previous Chapters examined the thermodynamic stability of a range of different

octalithium ceramics within the quasiharmonic approximation and predicted that

of the candidates tested, octalithium plumbate (Li8PbO6, with a predicted TBR

of 1.21) appears thermodynamically stable enough to justify further investigation.

The work of Hayashi et al. showed that Li8PbO6 exhibits excellent tritium release

characteristics [19], however, what is less clear is how this will change during

operation. Lithium burn-up and radiation damage will introduce defects into the

material, that could have a significant impact on tritium release. Therefore, due

to the importance of point defects for controlling tritium mobility through the

bulk crystal, this work focuses on understanding the intrinsic defect chemistry of

Li8PbO6 using a point defect model similar to the works of Murphy and Hine [122,

215]. High temperatures expected during reactor operation will be a significant
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contributor towards the defect composition. Thus, we also explore in this Chapter a

modified method to include temperature incorporation into the defect chemistry,

by calculating the constituent chemical potentials used in the defect formation

energy calculations from the T-dependent Gibbs free energies of the reactants, as is

described in section 3.3.2.

6.2 Crystallography

Figure 6.1: Structure of 45-atom unitcell of Li8PbO6. Green spheres represent Li

ions, red spheres represent O ions and the grey spheres represent Pb ions. Interstitial

sites 1 - 3 are illustrated as orange, blue, and yellow and ions respectively. Not all

possible interstitial sites are shown in the figure.

The crystal structure of Li8PbO6 is introduced in Chapter 2, however, a summary

is provided to aid understanding the results in this Chapter. Li8PbO6 adopts

104



6.3. Parameterisation

the trigonal R3̄H [148] space group [125]. Within the unitcell, Li occupies two

symmetrically distinct Wyckoff positions, which are the tetragonally-coordinated

18f sites and the octahedrally-coordinated 6c sites. The O and Pb ions occupy

the 18f and 3a Wyckoff positions respectively. Li8PbO6 adopts a complex layered

structure alternating between a pure Li layer and a mixed Li-Pb layer in the following

sequence: PbLi2-O3-Li3-Li3-O3. In the pure Li layers, Li occupies the tetrahedrally-

coordinated site exclusively, whereas in the mixed Li-Pb layer Li occupies the

octahedrally-coordinated site. For the remainder of this chapter, the tetragonally-

coordinated Li will be referred to as Li1 and the octahedrally-coordinated Li will be

referred to as Li2. Three symmetrically distinct interstitial sites were identified in

Li8PbO6. The coordinates of the interstitial sites are presented in Table 6.1 and the

sites are indicated in Figure 6.1.

Table 6.1: Interstitial sites in Li8PbO6 in fractional coordinates.

Interstitial site x y z

1 0.25 0 0

2 0 0 0.17275

3 0 0 0.5

6.3 Parameterisation

Parameterisation of the DFT simulations is similar to that introduced in Chapter

4, which establishes the efficacy of the computational model. A summary of the

parameterisation is nonetheless provided in this section. DFT simulations were

performed using the VASP planewave pseudopotential code [175], employing PAW

pseudopotentials [179]. All defect simulations utilised GGA PBE functionals [146].

Integration over the Brillouin zone was performed using a 6 × 6 × 2 Monkhorst-Pack

grid [178] corresponding to a separation between k-points of 0.0316 × 2π Å−1 along
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the x and y axes and 0.0344 × 2π Å−1 along the z-axis. The planewave cutoff energy

was set to 650 eV, the energy threshold for electronic convergence is set as 10−8 eV,

and structural convergence was deemed complete when the forces on all atoms did

not exceed 0.01 eV Å−1. Defects are inserted into a supercell constructed from 2 ×

2 × 1 repetitions of the 45-atom, 5.58 × 5.58 × 15.81 Å−1 unit cell, resulting in a

supercell containing 180 atoms. Defect charges are modelled by adding or removing

electrons from the supercell.

6.3.1 Finite Size Effects

6.3.1.1 Finite size effects

The introduction of charged defects into relatively small supercells in DFT results

in the presence of finite size artefacts. The main source of these artefacts is the

Coulombic interaction between the defect and its periodic image and the neutralizing

background charge. Finite size effects are accounted for in the defect formation

energy via implementation of a charge correction term, labelled Ecorr in equation

3.35.

In this chapter, the anisotropic screening correction developed by Kumagai and

Oba [161] is utilised, which builds on the point charge correction developed by

Freysoldt, Neugebauer and Van de Walle (FNV) [162]. Kumagai and Oba build on

the method by utilising atomic site potentials instead of planar averaged electrostatic

potentials utilised by FNV. A summary is outlined in section 3.3.4.

6.3.1.2 Phonon calculations

The Gibbs free energies of Li2O, PbO2 and Li8PbO6 can be obtained using the finite

displacement method. Gibbs free energies for Li8PbO6 and the reactant PbO2 are

taken from Chapter 5, examining thermodynamic properties of octalithium ceramics

[192] using QHA. QHA calculations were performed for additional binary and

ternary compounds in the Li-Pb-O phase group (Li2PbO3, PbO-M (orthorhombic),
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PbO-L (tetragonal), Pb3O4), with a k-point separation of 0.2-0.3×2π Å−1, and

using 11 different volumes in equal steps of 3% within a range of ±15% of the

respective relaxed unit cell. Specific parameterisation details of the supercell size,

k-point and q-point grids for these materials are included in Table B.2 in Appendix

B. Lattice parameters and heat capacities for the additional compounds included

in this Chapter are also included in Appendix B. The energy for Li2O is taken

from specific heat capacities obtained using a combination of Chase [210] and

Johnston and Bauer [213], due to the presence of phonon-phonon interactions in

Li2O which cause an overestimate of heat capacities in FCC lattice structures [212].

Due to computational limitations with performing finite displacement simulations

of point defects (particularly due to the asymmetry introduced), finite displacement

simulations for the point defects were not performed in this work, although it is

noted that this could impact the high temperature defect chemistry [216].

6.3.1.3 Defect analysis

Vacancy, interstitial, and antisite-type defects in Li8PbO6 have been investigated.

All possible charge states are studied for each of these defects and a full list of

the defects considered in this study are presented in Table 6.2, using Kröger–Vink

notation, modified to display relative charge as an integer value [130].

Final calculation of the defect concentrations at a given temperature and oxygen

partial pressure can be obtained by determining the Fermi energy that achieves

charge neutrality according to equation 3.33. The Fermi level is determined using a

linear bisection approach in the Defect Analysis Package (DefAP)[217].

6.4 Results and Discussion
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Table 6.2: Defect formation energies at the valence band maximum at 1000 K under

Li2O-rich conditions with an oxygen partial pressure of 0.2 atm. The Ef values

are those where the energy minimised values for the reference states are employed

and Einc
f (T ) have temperature effects incorporated into the reference states for the

solids. Note that for the oxygen defects the values are identical as they have no

dependence on the reference states.

Defect Ef (eV) Einc
f (T ) (eV) Defect Ef (eV) Einc

f (T ) (eV)

1 V −1
Li1 2.261 1.909 29 Li0i3 2.509 2.861

2 V 0
Li1 1.179 0.827 30 Li1i3 -0.826 -0.474

3 V −1
Li2 2.663 2.312 31 Li0i4 2.849 3.201

4 V 0
Li2 1.526 1.175 32 Li1i4 -0.433 -0.081

5 V −4
Pb 10.238 8.698 33 Pb0

i1 8.773 10.314

6 V −3
Pb 8.110 6.569 34 Pb1

i1 5.988 7.529

7 V −2
Pb 6.514 4.974 35 Pb2

i1 3.142 4.682

8 V −1
Pb 5.376 3.835 36 Pb3

i1 1.822 3.363

9 V 0
Pb 4.968 3.427 37 Pb4

i1 0.259 1.800

10 V 0
O 2.870 2.870 38 Pb0

i2 6.799 8.340

11 V 1
O 0.484 0.484 39 Pb1

i2 3.950 5.491

12 V 2
O -1.813 -1.813 40 Pb2

i2 1.108 2.649

13 Pb0
Li1 4.939 6.128 41 Pb3

i2 -0.316 1.225

14 Pb1
Li1 1.638 2.827 42 Pb4

i2 -1.766 -0.225

15 Pb2
Li1 -0.102 1.087 43 Pb0

i3 8.021 9.562

16 Pb3
Li1 -1.789 -0.600 44 Pb1

i3 4.696 6.236

17 Pb0
Li2 3.964 5.154 45 Pb2

i3 1.544 3.084

18 Pb1
Li2 0.689 1.879 46 Pb3

i3 -0.025 1.515

19 Pb2
Li2 -1.162 0.027 47 Pb4

i3 -1.640 -0.099

20 Pb3
Li2 -2.980 -1.791 48 O−2

i1 8.181 8.181

21 Li−3
Pb 7.435 6.246 49 O−1

i1 4.751 4.751

22 Li−2
Pb 5.651 4.461 50 O0

i1 1.739 1.739

23 Li−1
Pb 4.363 3.175 51 O−2

i2 7.601 7.601

24 Li0Pb 3.640 2.451 52 O−1
i2 5.057 5.057

25 Li0i1 3.006 3,358 53 O0
i2 3.578 3.578

26 Li1i1 -0.305 0.046 54 O−2
i3 7.789 7.789

27 Li0i2 2.666 3.018 55 O−1
i3 4.985 4.985

28 Li1i2 -0.605 -0.253 56 O0
i3 3.553 3.553
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6.4. Results and Discussion

6.4.1 Defect Formation Energies

In the following subsection, defect formation energies under Li2O-rich conditions

with an oxygen partial pressure of 0.2 atmospheres (atm) at 1000 K are examined.

Defect formation energies for all possible intrinsic point defects and their respective

charge states at the valence band maximum have been included in Table 6.2.

Lithium vacancy defects for both unique lattice sites occupy the -1 charge state

across the entire band gap, with the Li1 site having a lower formation energy, as

seen in Figure 6.2. This suggests the majority of lithium vacancy defects will occur

at the tetrahedrally coordinated 18f Wyckoff position, rather than the octahedral

6c site. This is simply due to the requirement to break fewer bonds to remove the

tetrahedrally coordinated atom, as discussed in Chapter 4.
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Figure 6.2: Formation energy of the lithium vacancy defects as a function of the

Fermi energy (relative to the valence band maximum).

The formation energies for the oxygen and lead vacancy defects as a function of

the Fermi level are presented in Figures 6.3 and 6.4. At the valence band maximum

the oxygen vacancy is predicted to be in the +2 charge state. The same charge

state is predicted to dominate for the majority of the band gap. At roughly 2.3 eV

there is a transition to the +1 charge state, although the region where this state
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Figure 6.3: Formation energy of the oxygen vacancy defect as a function of the

Fermi energy.
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Figure 6.4: Formation energy of the lead vacancy defect as a function of the Fermi

energy.

dominates is relatively small. As the Fermi level approaches the conduction band

the charge neutral oxygen vacancy dominates. For the lead vacancy defect (Figure

6.4) only the highly charged states -2, -3 and -4 are predicted to be stable across

the width of the band gap.
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Figure 6.5: Formation energies for lead substitution on the lithium sites as a function

of the Fermi energy.
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Figure 6.6: Formation energy for lithium substitution on the lead site as a function

of the Fermi energy.

Figures 6.5 and 6.6 shows the formation energies for the antisite defects in

Li8PbO6 (PbLi and LiPb respectively). Lead may substitute for lithium on either of

the two symmetrically distinct sites. Both sites show broadly the same distribution

of charge states as a function of the Fermi Energy. Figure 6.5 suggests that it
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is thermodynamically preferable for lead to occupy the octahedrally coordinated

6c position in the mixed Li-Pb layer, rather than the pure lithium layer, due to

the greater number of nearest neighbour oxygen ions. PbLi does not appear to

occupy the charge-neutral state, and instead broadly favours the +3 and +1 states

at the valence band maximum and conduction band minimum respectively, with

some minor transitional occupation of the +2 state. The dominance of the +3

and +1 defect charge states correspond to lead in the +4 and +2 oxidation states

occupying a V−1
Li vacancy. For lithium substitution onto the lead site, the -1 charge

state is predicted to dominate at the valance band maximum, while the -3 charge

state dominates at the conduction band minimum. The transitions between charge

states occur in very similar positions in the bandgap to the lead vacancy defect.
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Figure 6.7: Formation energies for lithium interstitial defects as a function of the

Fermi energy.

Figures 6.7 - 6.9 show the formation energies for the interstitial defects as a

function of the Fermi energy. Lithium interstitial defects (Figure 6.7) are predicted

to exist in the +1 charge state across the entire width of the band gap. Li interstitial

defects are predicted to be most favourable on sites 2 and 3, which are located

between the two pure Li planes. By contrast interstitial site 1, which lies in the
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Figure 6.8: Formation energies for oxygen interstitial defects as a function of the

Fermi energy.
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Figure 6.9: Formation energies for the lead interstitial defects as a function of the

Fermi energy.

mixed Li-Pb plane, is shown to have a high formation energy, which is likely due

to the proximity to a positively charged lead ion. It should be noted that a split

interstitial site was found in the Li interstitial case within the mixed Li-Pb layer,

distinct from site 1. The site is visualised in Figure 6.10.
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Figure 6.10: Li split interstitial defect in the mixed Li-Pb plane. The blue sphere

represents the lithium ion placed into the unit cell, which forms a split interstitial

with the displaced lithium ion represented using the teal sphere.

As shown in Figure 6.8, the oxygen interstitial defects exhibit significantly

different behaviour depending on the site they occupy. The most favourable

interstitial site for oxygen to occupy was found to be site 1 in the mixed Li-Pb plane,

where the charge-neutral defect dominates across nearly the entire width of the band

gap, with some occupation of the -1 state towards the edge of the conduction band.

Sites 2 and 3 exhibit a similar trend in formation energies as a function of the Fermi

Energy, with the -1 and charge-neutral states dominating across the majority of the

band gap and the -2 states only becoming important close to the conduction band.

For the lead interstitial defect, it is predicted that site 2 is the most thermody-

namically stable. For all 3 sites, the majority of the band gap is occupied by the +4

and +2 charge states, indicating depopulation of the outermost p orbitals in both

cases, and both p and s orbitals in the +4 state. For site 3 the +2 charge state

extends up to the conduction band minimum, whereas for sites 1 and 2, there are

transitions to lower charge states evident.

Almost all defects shown in Figures 6.7 - 6.9 occupy primarily their formal charge

states, with the exception of the oxygen interstitial defect that appears to have
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a slight preference for the -1 state. As most defects occupy their formal charge

states, there will be few states in bandgap and, consequently, the widely known self

interaction error will not significantly impact the defect chemistry predicted here

[218].

6.4.2 Temperature of Stable Phases

Due to the lack of literature available on the stability of Li8PbO6, phase diagrams

were constructed to explore stable regions in the Li-Pb-O system. Compounds

examined other than Li8PbO6 include Li2O and PbO2 (both reactants used in the

sintering process for Li8PbO6), Li2PbO3 and Li4PbO4 (a trace compound found

during sintering). Alternative binary oxide phases in the Li-O [219] (Li2O2, LiO2)

and Pb-O [220] (PbO-M, PbO-L, Pb3O4) groups have been considered, although

the alternative binary oxide phases are not shown to have a significant impact

on the phase stability region of Li8PbO6, particularly alternative Li-O phases, as

under the conditions considered for this work, Li2O is predicted to be the most

thermodynamically preferred phase [221].

In this chapter, a comparison is made between use of the internal and Gibbs

free energies for the binary and ternary compounds in the Li-Pb-O system in

determination of phase stability. The alternative Pb-O phases have been included

in the phase stability diagrams presented in Figures 6.11 and 6.12.

For low temperatures, there is a clear distinction between the plots given in

Figure 6.11 as to whether there exists a region where Li8PbO6 is stable. If the

Gibbs free energy is not accounted for in the constituent compounds Li2O and

PbO2, Li8PbO6 is deemed unstable, with significant quantities of Li4PbO4 and

Li2PbO3 appearing within the system. By contrast, using the Gibbs free energies

there is a small stable region for Li8PbO6 where no formation of secondary phases

is expected, suggesting if accounted for, Li8PbO6 may form at 300 K. The stable

region is bordered by boundaries of Li4PbO4 and Li2O regions so the presence of

trace quantities of Li2O and Li4PbO4 is likely. Aside from a single paper exploring
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Figure 6.11: Phases of Li-Pb-O system as a function of Li and Pb chemical potentials

using internal (left) and Gibbs free energies (right) respectively. Each line represents

the minimum boundary of
∑

i µi where the respective compound is stable. The grey

shaded region illustrates the phase space where formation is exclusively Li8PbO6

over any other phase (i.e. E(Li8PbO6) <
∑

i µi, ∀ E(compound ̸= Li8PbO6)), and

the red region shows the region where Li4PbO4 is a secondary phase to Li8PbO6.

The dotted line represents PbO-L to better distinguish between PbO phases. T =

300 K, Oxygen partial pressure (OPP) = 0.2 atm, µ 1
2
O2

= -4.78 eV.

the sintering process for Li8PbO6 from Li2O and PbO2 by Colominas et al. [121],

there is a lack of literature on fabrication of Li8PbO6, with which to compare our

results.

For high temperatures (figure 6.12), there is a stark difference between the

internal and Gibbs free energy phase diagrams. At 1000 K, both the massicot and

litharge phases of PbO and Pb3O4 are predicted to have more favourable internal

energies compared to PbO2, as expected. Although Pb3O4 is predicted to have a

slightly lower Gibbs formation energy compared to PbO. The stability region for

Li8PbO6 is not impacted by any of the alternative phases excluding Li4PbO4, which

accords with formation of a trace amount of Li4PbO4 as seen in Colominas et al.

116



6.4. Results and Discussion

Figure 6.12: Stable phases of Li-Pb-O system as function of Li and Pb chemical

potentials using internal (left) and Gibbs free energies (right) respectively. T =

1000 K, OPP = 0.2 atm, µ 1
2
O2

= -5.60 eV.

[121]. Unfortunately, the exclusive region for Li8PbO6 formation in the chemical

potential phase space is relatively quite small, regardless of the choice of method,

and it is expected the formation of Li8PbO6 will thus only occur close to the Li2O-

rich limit.

6.4.3 Intrinsic Defect Chemistry

Having defined the region of chemical potential space where Li8PbO6 is thermo-

dynamically stable, we now explore the defect chemistry of the material in this

region. Figures 6.11 and 6.12, show that the Li8PbO6 phase is not stable at the

PbO2 saturation limit, due to the formation of Li4PbO4 and Li2PbO3 phases. By

contrast, there is a region where the octalithium compound is stable at the Li2O

saturation limit. Therefore, this region is explored first. A comparison is made

between the predicted defect chemistry where the temperature effects are included

in the energies for the references states and where they are not. This is important

due to the high operational temperatures anticipated in breeder blanket materials,
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which have a maximum operational temperature of 920◦C for the ceramic in HCPB

designs [222]. As the expected OPP is not known, typical atmospheric conditions

are assumed, and also serves as a natural maximum for the oxygen concentration

the blanket may need to endure.

Figure 6.13: Defect chemistry of Li8PbO6 under Li2O-rich conditions ignoring

and incorporating temperature contributions to the energies of the reference states

respectively. OPP = 0.2 atm.

Under Li2O-rich conditions (Figure 6.13), charged lithium vacancy defects are the

dominant type of defect across the entire temperature range, which is significant as

the lithium vacancy may act as a trapping site for tritium [89]. The method of charge

compensation, however, is shown to be different when including temperatures effects

for the reference states. If temperature effects are neglected, charge compensation

is provided by oppositely-charged lithium interstitials for the entire temperature

range. The Li1i is also predicted to provide charge balance at low temperatures

(<980 K) when the reference states are modified to include temperature. By

contrast, for high temperatures (>980 K), incorporating temperature into the
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energies for reference states changes the charge compensation mechanism to the

V2
O defect. Further, the introduction of temperature effects also reduces the

overall concentration of lead-containing defects at high temperature. Overall,

the modification of the defect chemistry due to incorporating temperature into

the reference states demonstrates the importance of including these for study of

materials operating at high temperatures.

6.4.4 Oxygen Partial Pressure

Next, the dependence of the defect chemistry on the oxygen partial pressure at the

Li2O saturation limit in Li8PbO6 at high temperatures using both procedures is

examined in Figure 6.14.

Figure 6.14: Oxygen partial pressure dependence of intrinsic defects in Li8PbO6

under Li-rich conditions ignoring and incorporating temperature contributions to

the energies of the reference states respectively. The temperature is fixed to 1000

K.
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Figure 6.14 further highlights the differences that arise due to incorporating

temperature effects in a more complete manner. When temperature contributions

to the reference states are ignored the lithium vacancy defect is expected to be

dominant across the partial pressure range. At low oxygen partial pressures charge

compensation is provided by the Pb1
Li defect. At higher partial pressures there is

a transition to a point where the Li1i defect provides charge compensation. This is

a marked contrast to what is predicted if the temperature contributions are added.

This model predicts that the V−1
Li defect is dominant with charge compensation

coming from a combination of the V2
O and Li1i defects.

6.4.5 Dominant defects in stable regions

In this section, the defect chemistry of Li8PbO6 away from the saturation limit for

Li2O is explored, by plotting the dominant defects or compounds as a function of

the rich/poor fraction, f (see equation 3.40) and the temperature in Figure 6.15.

Throughout this subsection, only the defect chemistry with temperature effects

introduced into the reference states is presented.

As would be expected from Figures 6.11 and 6.12, the only region where Li8PbO6

is predicted to dominate over competing phases is close to the Li2O saturation limit.

At the PbO2 limit, the Li2PbO3 phase is the most stable, particularly for higher

temperatures. The narrow width of the Li8PbO6 region may place a limit on the

operational lifetime of the material when employed as a ceramic breeding material,

as the quantity of Li that can undergo transmutation before the material undergoes

a phase change is quite low.

Inspecting the dominant defects in the Li8PbO6 phase, it is clear that the

charged lithium vacancy defect dominates almost the entire defect profile, with a

small region where oxygen interstitial defects become the most common defect at

room temperature. The primary charge-compensation mechanism is the Li1i lithium

interstitial, followed by the V2
O vacancy at high temperatures. Due to the Li8PbO6

phase only being stable close to the Li2O saturation limit, the defect chemistry of
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Figure 6.15: Phase diagram illustrating stable regions for the Li-Pb-O ternary

system as a function of stoichiometry and temperature. 0 represents the Li2O-

rich limit and 1 represents that for PbO2. The yellow and pink regions represent

areas where a competing Li-Pb-O ternary compound becomes the dominating phase.

Regions occupied by Li8PbO6 are shown as the dominant defect predicted in the

respective region. OPP = 0.2 atm.

Li8PbO6 is essentially very similar to that of the Li2O-rich material (Figures 6.13

and 6.14).

As illustrated in Figure 6.16, regardless of choice of oxygen partial pressure in the

atmosphere and temperature, the V−1
Li defect is predicted to be the dominant defect

for nearly the entire phase space, with the primary charge-compensation mechanism

being the Li1i interstitial at low-moderate temperatures and V2
O at high temperatures

above roughly 960 K, where the change in charge-compensation mechanism for the

V−1
Li defect to V2

O acts almost completely independently of oxygen partial pressure.

At low oxygen partial pressures and high temperatures the concentration of VO

defects increases. Initially charge-compensating for the lithium vacancies in the

form of the V2
O defect in oxygen-rich conditions, a transition where the V1

O defect

becomes the most common defect as temperature increases at low oxygen partial
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Figure 6.16: Phase diagram illustrating regions for predictions of the dominant

defect in the temperature-oxygen partial pressure space under Li2O-rich conditions.

pressure before finally in the extreme case, a small region appears at concentrations

of 10−20 atm and at 1200 K where V0
O begins to dominate.

6.4.6 Li burn-up

The defect chemistry is expected to change throughout the operating lifetime of

the ceramic as lithium is progressively used up due to transmutation. Figures 6.17,

6.18 and 6.19 show the defect chemistry of Li8PbO6 as a function of the Li:Pb ratio

in the system at 800 K, 1000 K and 1200 K respectively. In each case, the x-axis

extends to point at which the chemical potential reaches the PbO2 saturation point.

This measure is analogous to presented the changing defect chemistry throughout

the temporal lifetime of Li8PbO6.

At 800 K (Figure 6.17), the limit at which PbO2 saturation limit is reached

is predicted to be at a ratio of Li/Pb of 7.991(5), meaning there is very little

room for lithium burn-up before a transition to an alternative ternary phase at

this temperature. Examining the defect chemistry, as expected, the lithium vacancy

is the dominant defect and becomes more pronounced as lithium is depleted from
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Figure 6.17: Intrinsic defect concentration in Li8PbO6 as a function of lithium burn-

up. T = 800 K, OPP = 0.2 atm.

the system, with Li1i interstitials depleting proportionally with the increase in V−1
Li .

Lead begins to occupy the newly vacant V−1
Li sites as the charged Pb3

Li substitutional.

All charge states of PbLi as expected increase as the proportion of overall lead in the

system increases. Interestingly, the number of oxygen vacancy V2
O defects begins to

drop as Li/Pb decreases, due to the overall increase in stoichiometric concentration

of oxygen as lithium drops.

At 1000 K (Figure 6.18), the minimum possible ratio of Li to Pb is predicted to be

7.937, the limit at which a precipitate begins to form. The overall defect chemistry

is broadly very similar to the 800 K case, although the primary charge-compensation

mechanism is instead the V2
O vacancy defect at high Li/Pb ratio, rather than Pb3

Li.

At 1200 K (Figure 6.19), PbO2 will begin to form a precipitate at a much
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Figure 6.18: Intrinsic defect concentration in Li8PbO6 as a function of lithium burn-

up. T = 1000 K, OPP = 0.2 atm.

lower proportion of Li/Pb, at a ratio of 7.75. The concentration of lithium vacancy

V1
Li is much greater at higher temperatures. The charge-compensation mechanism

for V1
Li is similar to that at 1000 K, although the ratio of Li/Pb at which the

compensation mechanism changes from V2
O to Pb3

Li is markedly lower (7.88 Li/Pb).

At 1200 K, the overall concentration of the non-charge-compensating defects is much

higher compared to lower temperatures, as is to be expected. Interestingly, the

interdependence of Li1i interstitials and V0
Li charge-neutral vacancies on one another

are relatively insensitive to temperature.
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Figure 6.19: Intrinsic defect concentration in Li8PbO6 as a function of lithium burn-

up. T = 1200 K, OPP = 0.2 atm.

6.5 Conclusion

The phase stability and intrinsic defect chemistry of Li8PbO6 was explored in

this Chapter. Importantly, the appropriateness of accounting for vibrational

contributions in the phase stability and the defect chemistry by incorporating

temperature contributions into the chemical potential reference states is discussed.

For high temperatures, it is shown that including these temperature effects does have

a significant influence on the defect chemistry. This indicates that when considering

the defect chemistry of materials at high temperatures, it is inappropriate to neglect

the temperature induced changes to the reservoirs as is widely done in the literature.
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Charged lithium vacancy defects appear to dominate the intrinsic defect

chemistry for Li8PbO6 under almost every condition measured. Incorporating

temperature effects appears to predominantly impact the high temperature charge

compensation mechanism for V−1
Li . This may have a significant impact on the

tritium migration mechanism through the crystal lattice, predominantly due to

the higher predicted concentrations of oxygen vacancy defects at reactor operating

temperatures. Most importantly, Li8PbO6 has been predicted to only have a stable

phase close to the Li2O saturation limit. The low threshold of lithium loss for a

phase change to Li4PbO4 to occur indicates Li8PbO6 may have a short operational

lifetime within a reactor, due to the inherent burnup of lithium.
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Chapter 7

Mechanisms for tritium migration

The contents of this chapter have been submitted as an article for peer review as:

A. W. Davies, S. T. Murphy, Tritium accommodation and diffusion in Li8PbO6 from

first-principle simulations, J. Phys. Chem. C. (in peer review)

7.1 Introduction

Although a prediction for the TBR of Li8PbO6 has been made, the mechanisms for

tritium release are entirely unknown for this material. After tritium has successfully

formed and been accommodated into the crystal, the tritium must diffuse through

the bulk material until it reaches a grain boundary where it can then be transported

to the surface and extracted by a helium purge gas. The rate limiting step for

tritium recovery in the entire process of diffusion to the surface of the pebble is the

migration of the tritium through the bulk until reaching a grain boundary.

Atomistic simulation studies of migration pathways of tritium in other ceramic

breeding materials such as Li2TiO3 have utilised a point defect model in order to

predict defect migration barriers [89]. As observed by other studies, the amount of

doping of lithium into the ceramic likely determines the mode of tritium transport.

If there is a lithium excess, tritium is expected to migrate almost exclusively as an

interstitial and bond with a neighbouring oxygen ion to form a hydroxyl. If there
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is a depletion of lithium (which is expected to occur as the material ages), tritium

is more likely to form a {T1
i : V

−1
Li } defect complex, becoming bound to a lithium

vacancy defect. In this Chapter, DFT is used to examine the accommodation of

tritium according to typical reactor conditions, followed by characterisation of the

possible and likely migration pathways for tritium in the bulk crystal with and

without the presence of lithium vacancy defects.

7.2 Methodology

For this chapter, the computational procedure and parameterisation follows that of

Chapter 6. The behaviour of tritium in DFT simulations is analogous to hydrogen,

thus hydrogen ions in the DFT simulations performed throughout this chapter are

treated as tritium ions. The chemical potential of tritium is taken as half the DFT

lattice energy of the H2 dimer. Simulating the H2 dimer utilised an energy cut-off

of 650 eV. The electronic convergence criteria was taken as 10−8 eV, and 0.01 eV

Å
−1

as the maximum force per atom to achieve structural convergence. A single

H2 dimer is placed in the centre of a 20 Å × 20 Å × 20 Å unit cell, with a single

k-point at Γ.

Activation energy barriers for defect migration were predicted using the climbing

Nudged Elastic Band method (cNEB) [167, 165]. NEB is a method for finding

minimum energy paths by following saddle points between reactants. A series of

images of the defect along the migration pathway is generated and optimised, and a

tangential spring force applied to each image to find the optimal pathway between

images. A small spring force is applied between images ensure they are as equally

spaced as possible. cNEB differentiates by instead pushing the image with the

highest energy upwards towards the saddle point by inverting the tangential force

at this image such that it tries to maximise its energy along the pathway. As the

maximised image does not feel the same spring force between neighbouring images,

the images are no longer evenly spaced like in regular NEB.
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For each migration pathway considered in this work, 6 images were generated

between the initial and final sites. The spring constant used was kept as the default

-5 eV/Å2. As the images are placed at sub-optimal positions for ionic convergence

to be reached, the requirement for structural convergence is modified so that instead

of requiring the total forces on all atoms to fall below 0.01 eV Å−1, this is raised to

0.08 eV Å−1 to ensure sufficient convergence can be achieved.

7.3 Results and Discussion

7.3.1 Tritium Defect Formation Energies

Four symmetrically distinct interstitial sites for tritium were found in the vicinity

of the Li1 site (labelled a - d in Figure 7.1) by performing a geometry optimisation

of a charged tritium ion at the midpoint of the connecting Li-O bonds and allowing

the tritium to form a hydroxyl with a neighbouring oxygen ion. In Chapter 4, the

6 Li-O bonds surrounding the Li2 site were examined, and showed that irrespective

of starting point, all initial arrangements relaxed to give the a configuration. Site

a occupies the mixed Li-Pb layer, wherein there are two parallel planes within the

same Li-Pb layer stacked on top of one another. The stacking behaviour is shown

in Figure 7.1. The planes occupied by d also stack on top of one another, but unlike

occupation in the mixed Li-Pb layer, this is due to the stacking of the pure Li layers

in Li8PbO6. The b and c sites are found within the pure O layer. The arrangement

of the interstitial sites across each layer are shown in Figures 7.2 - 7.4.

For NEB calculations, the inclusion of a finite size correction for calculation

of diffusion activation energies is not required, thus is not included in the NEB

calculations.

Introduction of T into a VLi defect by repeating the same method of allowing T to

relax from the midpoint between the lithium vacancy and the neighbouring oxygen

ions to form a {T+1
i :V−1

Li }× defect cluster, as observed in Li2TiO3 [122], causes the

hydroxyl to point almost directly towards the lithium vacancy. Surrounding the
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Figure 7.1: Location of tritium interstitial sites in Li8PbO6. Orange, blue, yellow,

and teal ions represent tritium interstitial sites a - d respectively.

VLi2 defect, there are now 2 symmetrically distinct sites for the tritium to occupy.

In VLi1, there are four unique sites. For clarity, the four symmetrically distinct sites

found in VLi1 corresponding to interstitial sites a-d shall be labelled a′-d′. The two

new sites found surrounding VLi2 shall be labelled with e′ and f ′. Illustrations of

the {T+1
i :V−1

Li } defect cluster at the Li1 and Li2 sites are shown in Figures 7.5-7.6.

Formation energies for all tritium-accommodating defects are presented in Table

7.1. A comparison is drawn (as was performed for the defect chemistry in Chapter

6) on the incorporation of temperature effects into the chemical potentials for the

constituent compounds Li2O, PbO2 as well as Li8PbO6 used in calculating the defect

formation energies.

In the interstitial case, regardless of charge state tritium prefers to occupy the
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Figure 7.2: Mixed Li-Pb plane and occupation of T at interstitial site a, represented

by orange-coloured ions.

Figure 7.3: Pure O plane and occupation of T at interstitial sites b and c, represented

by blue and yellow-coloured ions respectively.

mixed Li-Pb plane at site a, and least prefers site d in between the pure Li planes

with a relative formation energy 0.49 eV greater than site a. The energy for the two

sites in the oxygen plane (b and c) are predicted to have very similar energies. An

131



Chapter 7. Mechanisms for tritium migration

Figure 7.4: Pure Li plane and occupation of T at interstitial site d, represented by

teal-coloured ions.

Figure 7.5: Possible tritium hydroxyl sites within the VLi1 defect. Orange, blue,

yellow and teal ions represent the a′ - d′ sites respectively. The pink ion represents

the position of the lithium vacancy defect.

illustration of the formation energies for the charge states of the tritium interstitial

defects relative to the Fermi level within the band gap is given in Figure 7.8, and
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Figure 7.6: Possible tritium hydroxyl sites within the VLi2 defect. Dark red and

purple ions represent the e′ - f ′ sites respectively.

demonstrates the preference for tritium to occupy the +1 charge state, rather than

the charge-neutral state.

For the {T:VLi} defect clusters, the overall charge state of the cluster ultimately

determines the preferred occupation of the defect in the material. In the charge-

neutral case, the c′ site is the preferred occupation state for the cluster situated

on the Li1 site and for the Li2 site, e′ is preferred over f ′. When a +1 charge

is introduced the preference for the cluster around Li1 site changes to the a′

configuration, which is the lowest energy configuration overall. Although, as the

majority of tritium formed is expected to form as a T+1 defect in the charge-neutral

{T+1
i :V−1

Li }0 cluster due to the transmutation of lithium ions in the crystal, the

overall population of the {Ti:VLi}+1 defect is predicted to be low [19], as is evident

from Figure 7.8.

The discrepancy in formation energies predicted between Ef and Einc
f (T) is

effectively negligible, with a roughly 0.02 eV difference in the substitutional cases,

and in the interstitial case, there is a 0.19 eV discrepancy, much smaller than what

was previously seen in the intrinsic case [214]. However, this is to be expected due
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Table 7.1: Formation energies of tritium accommodating defects in Li8PbO6 under

Li2O-rich conditions at the VBM. T = 1000 K, OPP = 0.2 atm, [T] = 10−5 pfu ([T]

represents the concentration of tritium).

Defect Site Ef (eV) Einc
f (T) (eV)

1 T0
i a 2.85 3.04

2 T0
i b 3.11 3.30

3 T0
i c 3.05 3.24

4 T0
i d 3.34 3.53

5 T+1
i a -0.30 -0.11

6 T+1
i b 0.06 0.25

7 T+1
i c -0.07 0.12

8 T+1
i d 0.10 0.29

9 T0
Li1 a′ 1.27 1.25

10 T0
Li1 b′ 1.17 1.15

11 T0
Li1 c′ 1.12 1.09

12 T0
Li1 d′ 1.43 1.40

13 T0
Li2 e′ 1.46 1.44

14 T0
Li2 f ′ 1.57 1.55

15 T+1
Li1 a′ 0.15 0.13

16 T+1
Li1 b′ 0.22 0.19

17 T+1
Li1 c′ 0.31 0.28

18 T+1
Li1 d′ 0.43 0.41

19 T+1
Li2 e′ 0.49 0.47

20 T+1
Li2 f ′ 0.60 0.58

to the chemical potentials of Li and Pb derived from Gibbs energies of Li2O and

PbO2 having no impact on the chemical potential of hydrogen used in DefAP, as
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Figure 7.7: Defect formation energies for the tritium interstitial in Li8PbO6 as a

function of the Fermi energy.

well as the fixing of the hydrogen chemical potential to half the DFT lattice energy

of a H2 dimer as opposed to using the Gibbs energy.

7.3.2 Tritium accommodation

Similar to the approach adopted in Chapter 6, the DefAP [217] code is used to

predict defect concentrations under different environmental conditions. Once more,

a comparison is drawn between inclusion of temperature effects into the chemical

potentials used in the calculation of defect formation energies in Figure 7.9. In

construction of these plots the tritium concentration is set to 10−5 per formula unit.

Li8PbO6 is expected to be stable under Li2O-rich conditions according to the

Li2O-PbO2 phase diagram described in Chapter 6 [214], and thus only tritium

accommodation under these conditions are considered here. In Li8PbO6, tritium

is accommodated primarily as a substitutional defect on the VLi vacancy site as
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Figure 7.8: Defect formation energies for the {T:VLi} defect cluster in Li8PbO6 as

a function of the Fermi energy.

a charge-neutral {T+1
i :V−1

Li } cluster (Figure 7.9). For moderate temperatures in

the range of 600-900 K, the charged interstitial becomes the dominant tritium-

accommodating defect in the crystal, although when chemical potentials for Li

and Pb are derived from lattice energies of the constituent compounds rather than

incorporating temperature effects into the reference states, the interstitial remains

the dominant form of accommodation for tritium for temperatures above 600 K.

Similar to the previous chapter examining the intrinsic chemistry of Li8PbO6

[214], the defect chemistry during Li burn-up has been predicted with the inclusion

of tritium in Figure 7.10 under various temperatures. As seen for all temperatures

in Figure 7.10, tritium will be trapped almost exclusively in the lithium vacancy

throughout the entire lifetime of the blanket, particularly for high temperatures.
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Figure 7.9: Defect chemistry of tritium-accommodated Li8PbO6 under Li2O-rich

conditions. The top figure uses the lattice energies of constituent compounds to

derive the chemical potentials of Li and Pb, whereas the bottom figure incorporates

temperature contributions to the energies of the reference states. OPP = 0.2 atm.

[T] = 10−5 per formula unit. DefAP fits the chemical potential for T.
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Figure 7.10: Tritium solubility in Li8PbO6 as a function of lithium burn-up (Li:Pb

ratio). OPP = 0.2 atm. Top left: T = 800 K. Top right: T = 1000 K. Bottom left:

T = 1200 K. [T] = 10−5 per formula unit.

7.3.3 VLi migration

The lithium vacancy is predicted to be the dominant intrinsic defect in Li8PbO6,

therefore, it is important to understand how it behaves in the crystal as well as its

interaction with tritium.

The neighbouring cation environments for Li1 and Li2 are illustrated in Figure

7.11. Surrounding the Li1 site are 12 neighbouring cations, 11 of which are other
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Figure 7.11: Neighbouring cation environment for the Li1 and Li2 lithium sites.

lithium ions: 6 in the same pure lithium plane, 3 in the neighbouring lithium plane

and 2 in the mixed Li-Pb plane. Although due to symmetry, there are only 6 distinct

nearest neighbour pathways for the lithium vacancy to migrate: 3 within the same

pure-Li plane; 1 into the neighbouring pure-Li plane; and 2 into the mixed Li-Pb
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plane. Li2 also has 12 neighbouring cations, although 3 of these are lead ions in

the same mixed Li-Pb plane, resulting in 9 neighbouring lithium ions. Of which,

there are only 3 symmetrically distinct pathways: 1 within the same mixed Li-Pb

plane, and 1 in each of the neighbouring pure-Li planes above and below. Activation

energies for these processes are presented in Table 7.2.

Table 7.2: Activation energies for the migration of V−1
Li lithium vacancy defects.

Plane Pathway d (Å) Forward Reverse

(eV) (eV)

Above Li-Pb VLi1 → VLi2 2.784 0.49 0.14

VLi1 → VLi2 2.486 0.44 0.10

Same Li VLi1 → VLi1 2.932 0.52 0.52

VLi1 → VLi1 3.499 1.61 1.61

VLi1 → VLi1 3.267 0.84 0.84

Below Li VLi1 → VLi1 2.374 0.33 0.33

Above Li VLi2 → VLi1 2.784 0.14 0.49

Same Li-Pb VLi2 → VLi2 3.278 0.72 0.72

Below Li VLi2 → VLi1 2.486 0.10 0.44

It was found regardless of which charge state was chosen for the VLi defect,

there is virtually no difference in activation energy, with the greatest difference in

activation energies occurring in the transition between the VLi2 and VLi1 states with

the charge-neutral state possessing an activation energy 11 meV greater than for

the charged defect migration. Due to this, we assume the barriers for diffusion of

both charge states for the VLi defect to be the same.

The lowest migration barriers found are those for VLi2 migrating to the VLi1

site, with barriers of 0.10 and 0.14 eV, showing a strong desire for the vacancies to

migrate towards the pure lithium plane, rather than occupy the mixed Li-Pb layer.
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This can be explained by the lower formation energy possessed by VLi1 compared

to the VLi2 defect [168] caused by the lower number of Li-O bonds the Li+1 ion has

to break to remove from the Li1 site.

Once the lithium vacancy is in a pure-Li plane, the optimal pathway for it to

migrate is to the neighbouring pure-Li plane with an activation barrier of 0.33 eV.

The optimal migration pathway for the lithium vacancy defect is to hop between

and migrate through the pure-Li layers in the xy-plane until a grain boundary is

reached, rather than migrate to a mixed Li-Pb plane, which has migration barriers

of 0.44 and 0.49 eV. An illustration of the lithium migration is shown in Figure 7.12.

An illustration of the reaction pathway is also shown in Figure 7.13.

Figure 7.12: Optimal migration pathway for escape of the V−1
Li defect. Green and

yellow ions are the Li1 and Li2 sites respectively. Oxygen ions are not shown to

enable easier visualisation.

Therefore, the overall barrier for migration in the xy-plane is 0.33 eV through

the pure-Li plane, and diffusion in the z -direction is 0.44 eV.
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Figure 7.13: Reaction pathway for escape of the V−1
Li defect.

7.3.4 T interstitial migration

As illustrated in Figures 7.1 - 7.4 in section 7.3.2, there are 4 unique interstitial sites

the tritium can occupy: site a in the mixed Li-Pb plane; two sites b and c within the

oxygen plane which lies between the pure Li and mixed Li-Pb Planes; and finally

site d, which exists in the pure Li plane. In total, 23 unique pathways for tritium

interstitial migration were found and considered. The pathways and their respective

activation energies are presented in Table 7.3.

Given the high quantity of options available to the tritium interstitial, it is more

suitable to discuss only the most favourable pathways along each axis. Considering

first the migration of the tritium interstitial within the mixed Li-Pb, oxygen and

pure-Li planes separately, migration exclusively through the oxygen plane is found

to have a relatively high potential barrier, with a pathway of b → b → c → c →
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Table 7.3: Activation energies for the migration of T+1 tritium interstitial defects.

Accented sites represent interstitials which lie on a neighbouring interstitial plane.

Initial Plane Final Plane Pathway d (Å) Forward (eV) Reverse (eV)

Li-Pb Li-Pb a → a 2.729 0.56 0.56

a → a 2.943 0.77 0.77

a → ā 1.199 0.29 0.29

a → ā 2.630 0.88 0.88

Oxygen a → b 2.042 0.74 0.47

a → b 1.397 0.26 0

a → c 1.902 0.56 0.34

a → c 1.355 0.22 0

Oxygen Oxygen b → b 1.808 0.48 0.48

c → b 2.555 0.73 0.67

c → b 1.992 1.89 1.84

c → c 1.486 0.35 0.35

Pure-Li Li-Pb d → a 2.683 0.46 0.90

Oxygen d → b 2.043 0.29 0.45

d → b 2.226 0.47 0.63

d̄ → b 1.580 0.32 0.48

d → c 2.378 0.46 0.68

d → c 2.293 0.47 0.69

d̄ → c 1.304 0 0.20

Pure-Li d → d 2.528 0.50 0.50

d → d 3.247 0.13 0.13

d → d̄ 2.065 0.45 0.45

d → d̄ 2.364 0.27 0.27

b, and a total barrier of 0.73 eV for the entire migratory process. If instead of

migrating directly between sites b and c (which share the same T-O hydroxyl bond),

an intermediary step is placed by allowing the hydroxyl to rotate into the mixed

Li-Pb plane to site a such that b → a → c (and vice-versa), the activation energy

of the migration along the oxygen plane is relatively unchanged, with an energy of

0.74 eV and a full pathway of b → b → a → c → c → a → b. As it is difficult
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to visualise such a pathway, an illustrative example of this pathway is presented in

Figure 7.14.

Figure 7.14: Illustration of a migration pathway of tritium through the combined

mixed Li-Pb and pure oxygen planes (b→ b→ a→ c→ c→ a→ b).

Migrating through the mixed Li-Pb plane results in a very similar migration

barrier to that for the case of migration through the oxygen plane, although using

a completely different mechanism. As seen in Figure 7.1, within the mixed Li-

Pb plane, there exists two stacked planes the tritium interstitial can occupy (site

a). The most efficient pathway is for the tritium to hop between the two sub-

planes once for every occurrence the tritium migrates within the same sub-plane, i.e.

a→ a→ ā→ ā→ a, and the bar indicates the interstitial sits on the neighbouring

sub-plane. With such a pathway, a total activation energy for the entire migration

is 0.56 eV.

Migration exclusively within the pure-Li plane of the tritium interstitial defect

appears much more favourable. Much like the case of migration through the mixed

Li-Pb plane, there are two sub-planes the tritium interstitial occupies within the
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pure-Li plane stacked on top of one another, and the tritium utilises both planes in

order to migrate. Relative to the previous pathways considered, migration anywhere

through the pure-Li plane yields a lower activation barrier, with a maximum barrier

of 0.50 eV. The pathway yielding the lowest activation barrier is that of the migration

d→ d̄→ d̄→ d, with a total barrier of 0.27 eV for the entire process. An illustration

of the migration pathway is given by Figure 7.15. Such a low barrier is due to the

presence of a semi-stable site for the tritium interstitial along the sub-path d → d

yielding a barrier of 0.13 eV. It is expected that the majority of tritium interstitial

migration will occur along the pure-Li plane, as the tritium is predicted to vacate

the mixed Li-Pb and oxygen planes via c→ a. The barrier for this pathway is very

low and is effectively 0 eV. However, there must be a barrier as the final position

is a stable site. This is similar to the observations made by Shi et al. for Li2TiO3,

and deduce the tritium sites associated with such low barriers are not true energy

minimums, but cusps along a flat energy surface.

In the vertical direction perpendicular to the mixed Li-Pb and pure-Li planes,

the optimal pathway is predicted to have an activation energy of 0.69 eV. Beginning

in the mixed Li-Pb plane from site a, the optimal pathway for the tritium interstitial

to take is predicted to be ā→ a→ c→ d̄→ d→ c̄→ ā, with a step between the d

and c sites possessing the highest activation energy for the entire migratory process

with a barrier of 0.42 eV.

Overall, the pathway containing the semi-stable state through the pure-Li plane

along the xy-axes via the process d → d̄ → d̄ → d is the most preferred, with

an energy barrier of 0.27 eV. The activation energy for migration is anisotropic, as

is expected from the intrinsicially anisotropic crystal structure of Li8PbO6, with a

barrier along the z -axis of 0.69 eV.

7.3.5 {T+1
i :V−1

Li } 0 internal migration

Figures 7.5 and 7.6 illustrate the possible hydroxyl positions for the tritium to form

within the VLi1 and VLi2 environments, where due to Coulombic attraction, the
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Figure 7.15: Illustration of the optimal migration pathway of tritium through the

pure lithium plane (d→ d̄→ d̄→ d).

hydroxyls have re-orientated such that the tritium is directed towards the vacancy. It

is expected the tritium trapped within these {T+1
i :V−1

Li } defect clusters will re-orient

themselves prior to escaping the trapping site. Therefore, in Table 7.4, activation

energies for the internal migration of tritium within these defect clusters is presented.

From Table 7.4, it is clear introducing a +1 charge state does not have a

significant impact on the activation energies, with differences ranging from 0.05

- 0.07 eV. We can see from the table that there are 6 possible re-orientations around

the VLi1 site and only 4 surrounding VLi2 due to symmetry.

First observing VLi1, a
′ is found to be the most favourable position for the

other hydroxyl groups to re-orient towards, and d′ the least favourable, with the

highest barrier for re-orientation towards a′ of 0.47 eV and the lowest barrier for

re-orientation towards d′ of 0.67 eV in the {T+1
i :V−1

Li }0 charge-neutral defect cluster

case, which is in agreement with the formation energies of the T+1 defects seen in
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Table 7.4: Activation energies for the internal migration of tritium within the VLi1

and VLi2 vacancy defects.

Barrier{T+1
i :V−1

Li }
0 Barrier {T{T+1

i :V−1
Li }

+1:V0
Li}+1

Vacancy site Pathway d (Å) Forward (eV) Reverse (eV) Forward (eV) Reverse (eV)

VLi1 a′ → b′ 1.319 0.49 0.43 0.56 0.50

a′ → c′ 1.311 0.54 0.38 0.60 0.46

a′ → d′ 1.599 0.78 0.47 0.84 0.56

b′ → c′ 1.566 0.76 0.66 0.81 0.72

b′ → d′ 1.395 0.67 0.42 0.74 0.52

c′ → d′ 1.542 0.77 0.62 0.83 0.69

VLi2 e′ → e′ 1.757 0.71 0.71 0.78 0.78

e′ → f ′ 2.067 0.58 0.47 0.65 0.54

e′ → f ′ 2.375 1.06 0.95 1.12 1.01

f ′ → f ′ 2.153 1.01 1.01 1.08 1.08

Table 7.1.

For re-orientation around the VLi2 defect, the hydroxyl groups are predicted to

migrate towards the e′ position, rather than f ′, with the lowest barrier for migration

being 0.47 eV from f ′ to e′, as expected from the formation energies presented in

Table 7.1. Interestingly, the second lowest energy barrier is the reverse process for

the same pathway, with 0.58 eV, so it is expected that the hydroxyl will primarily

only swap positions along this pathway, rather than migrate to a symmetric hydroxyl

site, or take the alternative e′ to f ′ pathway.

7.3.6 Tritium escape

For tritium to escape from the lithium vacancy cluster it is expected to re-orient itself

around the oxygen it is bound to, until it is directed away from the lithium vacancy

site, where the tritium is far enough away from the lithium vacancy defect to be

treated as an interstitial. In this section, the activation energy barriers for rotation of
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Table 7.5: Barriers for tritium escape from the {T+1:V−1
Li } defect cluster. An *

indicates an implausible reaction pathway due to a failure to converge.

Vacancy site Escape pathway d (Å) Forward (eV) Reverse (eV)

VLi1 a′ → d 1.676 >5* >5*

b′ → a 1.825 0.43 0.13

b′ → c 2.210 0.82 0.37

c′ → a 1.804 0.39 0.10

c′ → b 2.132 0.47 0

d′ → a 2.136 5.02* 5.01*

VLi2 e′ → d 1.762 0.91 0.20

f ′ → c 1.709 0.42 0

f ′ → d 2.022 4.36* 3.69*

the hydroxyl groups away from the {T+1
i :V−1

Li }0 defect cluster are predicted, wherein

tritium can then be treated as an interstitial.

The final positions for re-orientation are assumed to be the previously considered

interstitial sites a-d, and beginning from each initial position a′-f ′, each initial site

has 3 potential final sites. For example, a′ may re-orient itself into the b, c, or d

positions. The final positions were first allowed to structurally relax, and following

relaxation, of the 18 potential final sites for the tritium (3 for each initial site), only

9 were found to be stable at the interstitial positions. The rest either migrated to

a more stable position, or re-oriented back into the defect cluster. The activation

energies for tritium escape via re-orientation of the hydroxyl around a bound oxygen

are shown in Table 7.5, and illustrations of the possible re-orientation pathways away

from the VLi1 and VLi2 trapping sites are shown in Figures 7.16 and 7.17 respectively.

Escape from the VLi1 trapping site showed reasonably low activation energies for

re-orientation between 0.43 and 0.82 eV. As expected, the reverse process for each
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Figure 7.16: Re-orientation pathways for escape from the {T+1
i :V−1

Li1} defect.

migration is significantly lower, due to the attraction of the T+1 interstitial to the

oppositely charged V−1
Li defect. The migration pathways from a′ → d and d′ → a

were found to have very high activation energies, suggesting these mechanisms are

unlikely to contribute to tritium diffusion. It is much more likely the pathways for

escape from a′ and d′ to first include a re-positioning to b′ or c′ before attempting to

escape the defect cluster. For a′, the optimal pathway for escape is to re-orient to b′

with a barrier of 0.47 eV, followed by escape to a outside the defect cluster with a

barrier of 0.43 eV. The optimal pathway for escape from the d′ site also requires a

re-orientation to b′ within the cluster first, with an activation energy for the process

of re-orientation being 0.42 eV. For the lowest escape barrier considered of c′ → a,

it is expected once the tritium is at the a site it will migrate towards the pure-Li

plane to utilise the d → d̄ → d̄ → d pathway, which possesses a barrier of 0.27 eV,

and will reach this pathway via: c′ → a → ā → c̄ → d, and has a total activation

energy of 0.71 eV.

Only three unique pathways were found for escape from the VLi2 site. Once

again, much like we observed in the case of escape from the VLi1 trapping site,
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Figure 7.17: Re-orientation pathways for escape from the {T+1
i :V−1

Li2} defect.

the f ′ → d pathway possesses a very high activation energy. As f ′ already has

an alternative escape pathway to c instead of d, and as the activation energy for

migration from c → d has been previously estimated to be 0 from Table 7.3, the

pathway for diffusion along f ′ → d can be assumed to have a barrier of 0.42 eV, the

same as that for f ′ → c. As the final interstitial site is expected to either be d, or

have an immeasurably small barrier to migrate to d from c, the migration pathway

following escape from the cluster is expected to be f ′ → c → d → d̄ → d̄ → d,

with a total barrier for escape from the crystal entirely from the cluster of 0.69 eV,

virtually identical to the size of the barrier for escape in the Li1 case.

Overall, in comparison with other materials such as Li2TiO3, the barriers for

escape from the {T+1
i :V−1

Li } trapping site overall are notably lower, with pathways

all below 0.91 eV, and the lowest pathways for escape from the VLi1 and VLi2 trapping

sites being 0.39 and 0.42 eV respectively, compared to that for Li2TiO3, which sees

the lowest barriers possessing activation energies of 0.55 and 0.66 eV for Li2TiO3

[89]. Comparing escape barriers from the crystal as a whole, Li8PbO6 exhibits

significantly lower activation barriers in comparison with Li2TiO3, with barriers of
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0.69 - 0.71 eV in the Li8PbO6 case, compared to that of Li2TiO3 which is predicted

to have a minimum barrier of 1.05 eV, which may culminate in a higher tritium

release rate for Li8PbO6 overall as tritium is less bound to the trapping sites.

7.3.7 {T+1
i :V−1

Li } cluster migration

Table 7.6: Migration barriers for the {T+1
i :V−1

Li } defect cluster.

V−1
Li pathway T+1 pathway dT (Å) dVLi

(Å) Forward (eV) Reverse (eV)

V−1
Li1 → V−1

Li1 a′ → b′ 1.660 2.932 1.08 1.03

b′ → c′ 2.202 3.499 2.30 2.19

c′ → a′ 1.778 3.267 3.73 3.88

a′ → d′ 1.712 2.374 2.20 1.89

b′ → d′ 1.475 2.374 1.20 0.94

c′ → d′ 1.264 2.374 0.85 0.70

V−1
Li2 → V−1

Li2 e′ → f ′ 1.361 3.278 2.61 2.50

V−1
Li2 → V−1

Li1 e′ → a′ 0.838 2.486 0.78 1.12

e′ → c′ 1.010 2.486 0.50 0.69

f ′ → a′ 0.961 2.784 0.73 1.18

f ′ → b′ 1.499 2.784 0.26 0.66

In this section, instead of considering the migration of the tritium alone, we

instead consider the migration of the whole defect cluster, examining if simultaneous

migration with the lithium vacancy defect helps to aid in migration of tritium.

The process for cluster migration is broken down into two stages: The first is a

collaborative diffusion where a tritium hydroxyl simultaneously re-orients around

the bound oxygen as the lithium vacancy it is trapped in also migrates. The second

is the breaking of the hydroxyl bond such that the tritium internally diffuses within
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the newly positioned lithium vacancy, as described in section 7.3.5. An illustrative

example of the complete migration process for a defect cluster is shown in Figure

7.18.

A total of 11 possible migration pathways for the collaborative diffusion

mechanism were found. 6 beginning and ending at Li1 lithium sites exclusively

(V−1
Li1 → V−1

Li1), 4 which change lithium vacancy sites between Li1 and Li2, and only

one site where the lithium vacancy site begins and ends at Li2. Energy barriers for

the collaborative diffusion pathways are presented in Table 7.6.

The lowest migration barriers for the collaborative diffusion mechanism were

found to be those along the V−1
Li2 → V−1

Li1 pathway, with barriers ranging from 0.26 -

0.78 eV. Due to such low barriers, it is evident there is indeed collaborative diffusion

occurring between the migration of the lithium vacancy and tritium interstitial sites

in Li8PbO6. Between Li1 sites, the lowest barrier was found to be 0.70 eV, and the

highest 3.88 eV, although half of all barriers are relatively small, with sizes at or

smaller than 1.25 eV. Considering the most energetically favourable collaborative

diffusion process (V−1
Li2 → V−1

Li1) followed by an internal migration within the new

lithium vacancy site, as described in section 7.3.5, the total barrier for diffusion

ranges between 0.27 - 0.78 eV. Alternatively, if the V−1
Li2 → V−1

Li1 pathway is considered

first, the total barrier for diffusion is between 0.77 - 1.18 eV.

Comparing with the escape pathways of tritium from the trapping sites and

from the bulk crystal, tritium has a slight preference for utilising the defect cluster

as a primary mechanism for diffusion throughout the bulk crystal, due to the low

activation energies possessed by the e′ → c′ and f ′ → b′ defect cluster pathways

compared to the 0.69 - 0.71 eV required for the tritium to escape from the cluster and

entirely from the crystal. Therefore, it is expected that tritium will likely initially

migrate collaboratively as part of a defect cluster before eventually escaping from the

cluster and diffusing through the pure-Li plane before escaping the crystal entirely.
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Figure 7.18: Illustration of migration of a {T+1
i :V−1

Li } defect cluster. In this example,

the cluster migrates along the V−1
Li1, T(a

′) → V−1
Li1, T(b

′) pathway, before the T-O

bond is broken and migrates via the T(b′) → T(a′) pathway internally within the

new lithium vacancy defect.
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7.4 Conclusion

In this chapter, it is explored how tritium is accommodated and the mechanisms for

tritium diffusion through bulk Li8PbO6. Tritium is expected to primarily occupy

the lithium vacancy sites as a hydroxyl, forming a defect cluster, rather than as an

isolated interstitial. The barriers for diffusion of tritium interstitials is anisotropic

in nature, with a barrier of 0.27 eV in the xy-plane through the pure-Li planes

and 0.69 eV vertically along the z direction. Similar anisotropy is also true for the

lithium vacancy defect, which prefers to occupy and migrate through the pure-Li

plane. The barrier for tritium to escape from a {T+1
i :V−1

Li } defect cluster possessed

energies ranging between 0.39 - 0.91 eV, and to escape from the cluster and from the

crystal entirely, a minimum barrier of 0.69 - 0.71 eV was found for escape from the

Li1 and Li2 sites. For migration of the clusters as a whole, the smallest activation

energies were that between the VLi1 and VLi2 sites ranging between 0.27 - 0.78 eV,

implying a collaborative diffusion mechanism between the tritium interstitials and

lithium vacancy defects. Due to such low barriers, the aging of the blanket caused

by lithium burn-up will have a smaller impact on tritium release compared to other

materials.
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Summary and future work

The overall objective of this thesis was to assess the feasibility of using octalithium

plumbate as a breeder material for fusion using DFT. To this end, the fundamental

properties of the crystalline Li8PbO6 were initially explored, as there is a paucity of

this information in the literature. In this initial study, a comparison is drawn using

the two different DFT codes, CASTEP and VASP.

Chapter 4 presents the fundamental physical, electronic and thermodynamic

properties of Li8PbO6, and draws a comparison between DFT codes CASTEP and

VASP, as aside from the lattice parameters, there is no experimental data on most

of the fundamental physical properties of octalithium plumbate. Overall, both

codes were found to be comparable with the exception of the C11 lattice parameter,

which was found to be lower in the VASP code compared to CASTEP, which has

ramifications for the Young’s modulus, which despite both codes correctly predicting

the material to be anisotropic in the z axis, the CASTEP code predicts the x and y

components of the Young’s modulus to be around 22% greater than the z component,

whereas VASP predicts the x and y axes to be approximately 16% smaller, i.e. the

anisotropy of the tensile stiffness is inverted depending on the code used.

As shown in Chapter 4, semi-local functionals, such as the GGA, predict

bandgaps that are roughly 20% below the values determined from experiment. There

are a number of approaches to ameliorating this error, with the most common being
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the adoption of hybrid functionals and the use of Hubbard U parameter. When

the hybrid HSE06 functional was employed the bandgap in Li8PbO6 is 3.36 eV as

opposed to 1.94 eV predicted using the PBE functional. This underestimation of

the bandgap has implications for the calculation of the formation energies presented

in Chapters 6 and 7.

The defect chemistry may be significantly impacted by the choice of functionals

used, and it may be preferable to employ a hybrid functional rather than the PBE

functional used for much of this thesis. In the instance of octalithium plumbate, the

presence of the Pb-d orbital complicates things further, as exchange-correlation in

higher order orbitals (d, f , etc.) are not well described using the PBE functionals,

although the computational cost of using a hybrid functional is a significant limiting

factor, as they typically demand orders of magnitude more computational power in

comparison with cheaper functionals such as LDA or PBE. It is possible to account

for this somewhat by introducing a correction term to the exchange-correlation

functional using DFT+U and fitting the correction to some desired parameter using

a cheaper PBE functional. Although, in the instance of octalithium plumbate,

fitting to the hybrid HSE electronic band gap resulted in a U parameter on both

the Pb-d orbitals and on the O-p orbitals of 8 eV each. If the correction is only

applied to the Pb-d orbitals, the correction term exceeds 10 eV due to the Pbd

orbitals being unoccupied (as Pb in Li8PbO6 exists as Pb+4). A hybrid HSE06

functional was also employed on the charged lithium vacancy defect using a slightly

lower energy-cutoff of 520 eV, a Γ-centred k-point grid of the same density as the

PBE functional, and an electronic convergence criteria for the SC loop of 10−5 eV.

The hybrid functional predicted a formation energy difference for the V−1
Li1 defect of

∆Ef = 0.1 eV compared to the PBE functional, suggesting the benefits of using a

hybrid functional are not significant enough to outweigh the computational cost,

and the PBE functional without any U correction is likely accurate enough to

appropriately describe the defect chemistry.

In future studies, it may be worthwhile to introduce a hybrid functional into
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the studies performed in chapters 6 and 7. Although, this will invariably be

very computationally expensive, in particular for NEB simulations. Throughout

this thesis, a 180 atom supercell was employed for all defect simulations, future

studies performing hybrid simulations to study the defect properties of Li8PbO6

and other similarly structured materials will likely require a much smaller supercell

as a compromise to reduce computational demand.

In the initial discussion of the fundamental properties of Li8PbO6, a potential

issue surrounding its thermal stability at high temperatures was identified. In

response, the thermal stability of the plumbate at high temperatures was explored,

in conjunction with other potential octalithium compounds. Chapter 5 presents

predictions using finite displacement simulations of the fundamental thermodynamic

properties of a range of octalithium ceramics, and their relative thermal stabilities

are compared to propose what the optimal candidates for use in an operational

setting might be. From this study, octalithium plumbate was determined to be

the most suitable candidate, which did not show any suggestion of a thermally-

driven phase transformation into an alternative phase for the temperature ranges

considered.

A drawback of the finite displacement method is the thermodynamic properties

are extrapolated from the phonon density of states at 0 K, limiting the reliability of

the thermodynamics severely to low temperatures. This is due to the the assumption

that the energy well surrounding the minimum is harmonic in nature, which is false

for high temperatures.For the harmonic approximation, the reliable temperature

range is much wider than that for QHA. The assumption that the potential energy

surface can be approximated as harmonic starts to break down as the temperature

increases, therefore, while our study indicates that Li8PbO6 is suitable for high

temperature operation, this should be confirmed experimentally.

In performing this wider study of thermal stability of octalithium compounds,

it was observed that there was an issue in the prediction of the specific heat for

the Li2O compound, arising from the FCC structure adopted by the oxygen ions.
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Therefore, the DFT predicted specific heat was substituted with the experimental

values and then not only is Li8PbO6 expected to be stable at high temperatures, it

may also be the best octalithium ceramic in this regard.

Future works should look to employ molecular dynamics simulations to develop

a better understanding of the thermodynamics of the system instead of using DFT.

Unfortunately, no set of pair potentials exists for the Li8PbO6 system. At present, a

primitive set of Buckingham pair potentials using the Potential Pro-Fit simulation

package [223] has been derived by fitting to the lattice and elastic parameters.

Unfortunately they do not accurately represent some of the key elastic constants

of the material (particularly C11 which is underestimated by approximately 20%)

due to a combination of over-fitting restricting the parameter space, and restricting

the partial charges. The final pair potential fits also failed when introduced into

molecular dynamics simulations by overestimating the attempt frequency for the

diffusivity of the intrinsic species, in particular Pb, as well as the lattice expansion

which showed contraction along the z-axis. One may find greater success by

employing slightly higher partial charges (qLi > 0.549), as this may increase the

elastic tensor and may make finding a suitable parameter space for the pair potentials

much easier. Another alternative to both approaches might be to use ab initio

molecular dynamics which utilises DFT as an alternative to describe the forces

between ions, circumventing the need to rely on a pre-established set of interatomic

potentials.

Having established that the underlying perfect crystal Li8PbO6 is still a viable

breeder material, the defect chemistry is explored in Chapter 6. Chapter 6 predicts

the intrinsic defect chemistry of Li8PbO6 under various operational environments,

including low and high oxygen partial pressures, and operational temperature.

The intrinsic defect chemistry of Li8PbO6 is dominated primarily by the lithium

vacancy defects. At low temperatures, the charged lithium vacancy defect is

charge-compensated for by the lithium interstitial, whereas at high temperatures

the oxygen vacancy defect plays a central role in maintaining charge-neutrality
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in the bulk crystal, particularly in the region close to the Li2O saturation limit.

The high concentration of lithium vacancies regardless of the atmospheric and

thermal conditions suggests suggests this defect will be integral to understanding

the mechanisms for tritium release, as the lithium vacancy is infamous for acting as

a trapping site due to the similar mass and charge states lithium and tritium share.

Li8PbO6 is also predicted to be able to burn off significantly more lithium at higher

temperatures, suggesting the material may be able to accommodate higher tritium

production with increasing temperature before undergoing a change in phase to an

alternative compound.

Having established how the defect chemistry of Li8PbO6 changes in response to

lithium burn-up, the implications for tritium release have been explored. Chapter

7 presents the tritium-accommodating defect chemistry of Li8PbO6, and the

mechanisms for tritium escape, in particular exploring the potential for the lithium

vacancy defect to act as either a trapping site or to collaboratively assist tritium

migration.

The T+1
i tritium interstitial defect is predicted to have the lowest formation

energy of the tritium-accommodating defects in Li8PbO6. Due to the high

concentration of lithium vacancy defects, tritium is predicted to be highly soluble in

the ceramic matrix, becoming bound to the lithium vacancy defect via the formation

of a hydroxide with a neighbouring oxygen ion as a T0
Li defect. Although at

temperatures between 600 - 900 K, tritium is predicted to favour the T+1
i interstitial

configuration in the ceramic.

Regardless of the accommodation mechanism in the bulk, accommodation of

tritium on the lithium vacancy site as a {T+1
i : V −1

Li } defect complex does not seem

to impact the overall tritium release rate from the bulk ceramic, as is seen in other

ceramics such as Li2TiO3. The tritium release rate was found to be comparatively

similar between interstitial and defect complex migration of tritium, although there

is anisotropy where the interstitials favour migration planarly through the x and

y axes, whereas the collaborative migration of tritium and the Li vacancy as the
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{T+1
i : V −1

Li } defect complex favours migration through the z axis.

Activation energies for diffusion of both the interstitial and the defect complex

are comparable to those measured from experiment, with activation energies for

net tritium escape of 0.78 eV, although in experiment the accommodation and

mechanisms for migration are not distinguished so a true comparison is difficult,

particularly as the attempt frequencies for migration are not predicted in this thesis.

To predict the attempt frequencies, it may be necessary to employ transition state

theory to extract the phonon density of states at the peak barrier position of the

migration pathways. From the phonon density of states, it is then possible to extract

the attempt frequency and calculate the temperature-dependent rate of diffusion.

Regardless, the comparable activation energies for escape of tritium between DFT

and experiment is reassuring, although it is important to stress the need for further

experimental validation of the bulk of this section, as only the activation energies

for tritium escape are the only aspect of this section which have such a comparison

at present.

8.1 Future of octalithium plumbate

The tritium release characteristics for octalithium plumbate are predicted to be

highly favourable relative to other ceramic breeding materials such as lithium

metatitanate (Li2TiO3) and lithium orthosilicate (Li4SiO4). In combination with the

comparatively high TBRs predicted for Li8PbO6, octalithium plumbate has excellent

performance potential as a tritium breeding material for spherical tokamak fusion

reactors.

A major concern for the applicability of octalithium plumbate as a tritium

breeding material is the thermal stability. At present, the melting temperature is not

known in the literature, and from the manufacturing process trace secondary phases

of Li4PbO4 are generally present. In Chapter 6, the intrinsic defect chemistry was

explored under various different processing conditions, and the results suggest that
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the octalithium plumbate should only be stable under highly lithium-rich conditions,

and cannot accommodate significant lithium burn-up unless high temperatures are

used. Octalithium plumbate is expected to transition to an alternate phase when

the chemical potential fraction reaches 0.15 from the Li2O-rich limit into Li4PbO4.

At low temperatures it is thus predicted to transition at extremely low Li burn-

up, and may have significant ramifications for the total operational lifetime of

octalithium plumbate. Degradation into Li4PbO4 (or any alternative phase for that

matter) introduces mixed materials with differing densities which may gradually

cause swelling/fracturing of the pellets. Pellet swelling/fracturing will reduce the

flow rate of the purge gas, reducing the total amount of that can be extracted

and reducing the cooling of the ceramic pebbles, potentially leading to melting of

the ceramic inside the blanket. Reducing the amount of oxygen available in the

environment will reduce the amount available to be converted into an alternative

phase and extend the lifetime of octalithium plumbate before it degrades, as the

alternative Li4PbO4 and Li2PbO3 require much lower stoichiometric concentrations

of oxygen relative to the cation species compared with Li8PbO6. Depending on the

coolant used, it may be necessary to include a coating on the Li8PbO6 pellets similar

to other core-shell pebble designs, such coating would form a protective layer for

the octalithium plumbate from oxidation and may improve the overall mechanical

stability of the pellet.

A potential route for future research could be to mix the Pb cation with

alternatives such as Zr or Sn, similarly to what is currently being explored in the

wider literature with Li4SiO4. Mixing the cation species should help to increase the

mechanical stability of the compound whilst maintaining a sufficiently high TBR,

and also increasing the Li/Pb cation ratio, potentially extending the lifetime of the

ceramic in reactor without having to resort to a core-shell pebble design. Given

the structural similarity between octalithium compounds (most occupying the R3̄H

space group) the mechanisms for diffusion of defects, in particular tritium, should

be very similar. Future works could explore a hybridisation between octalithium
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compounds, e.g. a mixed zirconium-lead compound such as Li8Pb0.5Zr0.5O6. If the

thermal and mechanical stability of such compounds does turn out to be sufficiently

favourable, it may not be necessary to discard the use of helium as the primary

coolant/purge gas, and the HCPB may be used.

In summary, octalithium plumbate has great potential to perform as a tritium

breeding material under ideal operating conditions and is predicted to have excellent

tritium release characteristics, although there are concerns surrounding the thermal

and phase stability of the compound. Such concerns can be mitigated by ensuring

a sufficiently anoxic operational environment. The phase stability may also

be improved by mixing the octalithium plumbate with alternative octalithium

compounds, increasing the total lithium burn-up before phase change.
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Appendix A. Thermodynamics of octalithium ceramics

A.1 Phonopy parameterisation

Table A.1: k-point and q-point parameterisation of binary and ternary compounds

studied in Chapters 4 and 5. A Γ-centred Monkhorst-Pack grid is used for k-points

and q-points. A finer k-point grid is used for supercells compared to the initial

geometry optimisation.

Compound k-point grid Supercell size Number of atoms k-point grid q-point grid

(Unit cell relaxation)

Li8PbO6 6×6×2 3×3×1 405 2×2×2 15×15×15

Li4PbO4 6×6×6 2×2×3 432 2×2×2 15×15×15

PbO2 6×6×6 3×3×3 324 3×3×3 17×17×17

Li2O 6×6×6 3×3×3 324 3×3×3 17×17×17

Li8GeO6 6×6×4 4×4×2 960 2×2×2 13×13×13

Li4GeO4 6×6×6 2×2×3 432 2×2×2 15×15×15

GeO2 6×6×6 3×3×3 243 3×3×3 17×17×17

Li8CeO6 6×6×2 3×3×1 405 2×2×2 15×15×15

Li2CeO3 6×4×6 4×2×5 480 2×2×2 13×13×13

CeO2 6×6×6 3×3×3 324 3×3×3 17×17×17

Li8ZrO6 6×6×2 3×3×1 405 2×2×2 15×15×15

Li6Zr2O7 4×6×4 2×3×2 720 2×2×2 13×13×13

ZrO2 6×6×6 3×3×3 324 3×3×3 17×17×17

Li8SnO6 6×6×2 3×3×1 405 2×2×2 15×15×15

Li2SnO3 6×4×4 4×2×2 768 2×2×2 13×13×13

SnO2 6×6×6 3×3×3 324 3×3×3 17×17×17
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A.2 Specific Heat Capacities

Figures are divided into groups of identical ternary components (e.g. figure A.1

contains specific heat data for Li8PbO6, Li4PbO4 and PbO2, all of which occupy the

Li-Pb-O phase group).

Figure A.1: Specific heat capacities of compounds in the Li-Pb-O phase group.

Dotted lines represent CV and bold lines represent Cp for Figures A.1 - A.5[168]
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Figure A.2: Specific heat capacities in the Li-Ge-O phase group.

Figure A.3: Specific heat capacities in the Li-Ce-O phase group.
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Figure A.4: Specific heat capacities in the Li-Zr-O phase group.

Figure A.5: Specific heat capacities in the Li-Sn-O phase group.
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A.3 NASA Polynomial Coefficients

Table A.2: NASA polynomial coefficients A-G fitted to QHA-derived thermody-

namics data. (300-1200K)

Compound A (10−5) B (10−7) C (10−10) D (10−13) E (10−17) F (100) G (10−4)

Li2O -3.809×10−2 3.654 -5.694 4.394 -12.74 -1.729 -0.3834

PbO2 4.328 1.996 -3.135 2.311 -6.395 -1.883 -1.944

CeO2 4.453 1.947 -2.851 2.004 -4.600 -3.142 -2.141

GeO2 1.156 2.734 -3.972 2.750 -7.346 -2.291 -0.6568

ZrO2 2.084 2.709 -4.270 3.099 -8.521 -3.443 -1.169

SnO2 2.090 2.776 -4.318 3.132 -8.557 -2.225 -1.152

Li4PbO4 5.491 8.806 -13.70 9.926 -26.58 -5.432 -3.149

Li2CeO3 8.707 3.899 -6.104 4.531 -12.41 -4.856 -4.085

Li4GeO4 2.522 9.691 -14.92 10.73 -28.79 -5.948 -2.003

Li6Zr2O7 10.44 13.95 -21.91 15.91 -43.83 -12.20 -5.898

Li2SnO3 5.398 5.124 -8.129 5.896 -16.21 -4.032 -2.808

Li8PbO6 7.646 15.00 -23.48 16.79 -44.76 -8.840 -4.756

Li8CeO6 9.041 13.38 -20.92 15.81 -45.20 -9.942 -5.279

Li8GeO6 2.636 17.40 -27.17 21.08 -63.25 -9.352 -2.793

Li8ZrO6 4.739 16.07 -24.67 17.45 -46.88 -10.35 -3.702

Li8SnO6 4.164 15.43 -24.01 17.46 -48.12 -9.176 -3.320

CP = R(A+BT + CT 2 +DT 3 + ET 4) (A.1)

H = RT
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A+

BT

2
+
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3
+
DT 3

4
+
ET 4

5
+
F

T

)
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S = R

(
AlnT +BT +

BT 2

2
+
DT 3

3
+
ET 4

4
+G

)
(A.3)
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Intrinsic defect chemistry

B.1 Lattice Parameters

Table B.1: DFT-calculated lattice parameters of additional compounds in the Li-

Pb-O phase group introduced in Chapter 6.

Compound a/Å b/Å c/Å α/◦ β/◦ γ/◦ Space group Reference

Li2PbO3 5.48 9.39 5.55 90 110.84 90 C2/c [15]

5.37 9.28 5.46 90 110.34 90 [224]

Pb3O4 9.02 9.02 6.77 90 90 90 P42/mbc [135]

8.86 8.86 6.66 90 90 90 [225]

PbO-L 4.05 4.05 5.49 90 90 90 P4/nmm [129]

3.96 3.96 5.01 90 90 90 [226]

PbO-M 4.82 5.73 6.15 90 90 90 Pbcm [57]

4.75 5.49 5.89 90 90 90 [227]

Li2O2 3.16 3.16 7.67 90 90 120 P63/mmc [194]

3.14 3.14 7.65 90 90 120 [228]
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B.2 Parameterisation

Table B.2: k-point and q-point parameterisation of binary and ternary compounds

studied in Chapter 6. A Γ-centred Monkhorst-Pack grid is used for k-points and

q-points. A finer k-point grid is used for supercells compared to the initial geometry

optimisation.

Compound k-point grid Supercell size Number of atoms k-point grid q-point grid

(Unit cell relaxation)

Li2PbO3 6×4×6 4×2×4 768 2×2×2 13×13×13

Pb3O4 4×4×6 2×2×3 336 2×2×2 17×17×17

PbO-L 8×8×6 4×4×3 192 3×3×3 19×19×19

PbO-M 6×6×6 3×3×3 216 3×3×3 19×19×19

Li2O2 8×8×6 5×5×2 400 3×3×3 15×15×15
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B.3 Specific Heat Capacities

Figure B.1: Specific heat capacity Cp of additional compounds in the Li-Pb-O phase

group introduced in Chapter 6.
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Figure B.2: Specific heat capacity CV of additional compounds in the Li-Pb-O phase

group introduced in Chapter 6.
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[195] M. Übeyli. “Investigation on tritium breeding capability of solid-liquid

breeders in a (DT) fusion driven hybrid reactor”. In: Czech. J. Phys. 56

(2006), B170–B175.

[196] K. Shin-mura et al. “Li vaporization property of Li8ZrO6 and Li5AlO4 as

tritium breeders”. In: Fus. Eng. Des. 136 (2018), pp. 869–873.

[197] K. Okuno and H. Kudo. “Tritium diffusivity in lithium-based ceramic

breeders irradiated with neutrons”. In: Fus. Eng. Des. 8 (1989), pp. 355–358.

[198] H. Stoll and R. Hoppe. “Eine notiz über Li4[PbO4] [1, 2]”. In: Z. Naturforsch.

B 39 (1984), pp. 566–576.
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[205] F. J. Torres, J. M. Amigó, and J. Alarcón. “X-ray powder diffraction study

of monoclinic V4+-ZrO2 solid solutions obtained from gels”. In: J. Solid State

Chem. 173 (2003), pp. 40–44.

[206] J. L. Hodeau et al. “Neutron profile refinement of the structures of Li2SnO3

and Li2ZrO3”. In: J. Solid State Chem. 45 (1982), pp. 170–179.

[207] Joint Committee on Powder Diffraction Standards, JSPDS 41-1445.

191



References

[208] T. R. Durrant et al. “Relation between image charge and potential alignment

corrections for charged defects in periodic boundary conditions”. In: J. Chem.

Phys. 149 (2018), p. 024103.

[209] R. D. Shannon. “Revised effective ionic radii and systematic studies of

interatomic distances in halides and chalcogenides”. In: Acta Cryst. A 32

(1976), pp. 751–767.

[210] M. W. Jr. Chase. NIST-JANAF Thermochemical Tables, Fourth Edition.

NIST, 1998.

[211] M. Asou, T. Terai, and Y. Takahashi. “Enthalpy and heat capacity of LiAlO2

and Li2SnO3 from 300 to 1000 K”. In: J. Nucl. Mater. 175 (1990), pp. 42–46.

[212] A. Glensk et al. “Understanding Anharmonicity in fcc Materials: From its

Origin to ab initio Strategies beyond the Quasiharmonic Approximation”.

In: Phys. Rev. Lett. 114 (19 2015), p. 195901.

[213] H. L. JohnSton and T. W. Bauer. “Low temperature heat capacities of

inorganic solids, VII. Heat capacity and thermodynamic functions of Li2O.

Thermodynamics of the Li2O-H2O system”. In: J. Am . Chem. Soc. 73 (1951),

pp. 1119–1122.

[214] A. W. Davies et al. “The High Temperature Intrinsic Defect Chemistry of

Li8PbO6 Ceramic Breeding Material”. In: J. Phys. Chem. C. 127 (2023),

pp. 22265–22276.

[215] S. T. Murphy and N. D. M. Hine. “Point Defects and Non-stoichiometry in

Li2TiO3”. In: Chem. Mater. 26 (2014), pp. 1629–1638.

[216] M. W. D. Cooper, S. T. Murphy, and D. A. Andersson. “The defect chemistry

of UO2±x from atomistic simulations”. In: J. Nucl. Materials 504 (2018),

pp. 251–260.

[217] W. D. Neilson and S. T. Murphy. “DefAP: A Python code for the analysis

of point defects in crystalline solids”. In: Comput. Mater. Sci. 210 (2022),

p. 111434.

192



References

[218] Patrick Rinke et al. “Defect Formation Energies without the Band-Gap

Problem: Combining Density-Functional Theory and the GW Approach for

the Silicon Self-Interstitial”. In: Phys. Rev. Lett. 102 (2 Jan. 2009), p. 026402.

[219] H. Okamoto. “Li-O (Lithium-Oxygen)”. In: J. Phase Equilibria Diffus. 34.2

(2013), p. 169.

[220] D. Risold, J. I. Nagata, and R. O. Suzuki. “Thermodynamic description of

the Pb-O system”. In: J. Phase Equil. 19 (1998), pp. 213–233.

[221] K. C. Lau, L. A. Curtiss, and J. Greeley. “Density Functional Investigation of

the Thermodynamic Stability of Lithium Oxide Bulk Crystalline Structures

as a Function of Oxygen Pressure”. In: J. Phys. Chem. C 115.47 (2011),

pp. 23625–23633.

[222] F. Hernandez, F. Cismondi, and B. Kiss. “Thermo-mechanical analyses and

assessment with respect to the design codes and standards of the HCPB-TBM

Breeder Unit”. In: Fus. Eng. Des. 87 (2012), pp. 1111–1117.

[223] M. J. Rushton. mjdrushton/potential-pro-fit (available at:. https://github.

com/mjdrushton/potential-pro-fit).

[224] B. Brazel and R. Hoppe. “Ueber oxoplumbate(iv). die kristallstruktur von

HT-Li2PbO3.” In: Z. Naturforsch. B. (33,1978-41,1986) (1982), 37:1369–

1374.

[225] S. T. Gross. “The crystal structure of Pb3O4”. In: J. Am. Chem. Soc. 65.6

(1943), pp. 1107–1110.

[226] J. Leciejewicz. “On the crystal structure of tetragonal (red) PbO”. In: Acta

Crystallogr. 14.12 (1961), pp. 1304–1304.

[227] R. J. Hill. “Refinement of the structure of orthorhombic PbO (massicot) by

Rietveld analysis of neutron powder diffraction data”. In: Acta Crystallogr.

C 41.9 (1985), pp. 1281–1284.

193



References
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