Development and optimisation of a Near-Infrared spectroscopic system for glucose quantification in aqueous and intralipid-based samples
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Abstract

A non-invasive glucose sensing device could revolutionise diabetes treatment. Near Infrared (NIR) spectroscopy is a promising technology for glucose sensing; however, the design and choice of components for NIR spectroscopy can greatly affect the sensing accuracy. We aimed to develop a NIR absorption spectroscopy system to determine liquid glucose concentrations in the physiological range, by evaluating a range of NIR photodetector components and light sources. Three detection assemblies were tested: (i) a dispersive spectrometer with photodiode array, (ii) a Czerny-Turner monochromator with InGaAs photodiode and (iii) a miniature Fourier Transform Infrared (FTIR) spectrometer. A halogen lamp and NIR globar were trialled as potential light sources. The components were systematically tested by comparing the coefficient of determination and standard error of prediction (SEP) for the same set of aqueous glucose samples through 10 mmol/L concentration steps. The Czerny-Turner monochromator with InGaAs photodiode, along with the globar, were identified as the optimal components for the system. A range of concentration steps (1-10 mmol/L) were scanned to identify the physiologically relevant limit of detection, which was identified as 5mmol/L for glucose in solution. Spectra were then collected from glucose samples in 10% intralipid suspension in the 10-20 mmol/L range and the equivalent concentrations in solution. The SEP was greater for the intralipid samples due to strong scattering. Scattering was dominant above 1300nm, whilst absorption was dominant below 1300nm. Although alternative approaches achieve better resolution, our system uses simple and readily-available components and presents a platform for a non-invasive NIR glucose sensing device.
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1. Introduction

Controlling and monitoring glucose concentration is essential in the management of diabetes and research continues into developing a truly non-invasive glucose monitoring device [1]. Insulin is produced by β-cells of the pancreas and promotes glucose uptake into skeletal muscle, where glucose is broken down and used to generate and maintain glycaemic control. Diabetes mellitus is a metabolic condition and is classified into two categories, type 1 and type 2; type 1 in which insulin
is not produced by the \(\beta\)-cells and type 2 in which the skeletal muscle and other tissues become resistant to insulin [2]. The condition leads to complications associated with elevated glucose levels (hyperglycaemia), including diabetic retinopathy, nephropathy, neuropathy and increased risk of heart attack and stroke [3]. Diabetes presents a huge challenge to healthcare systems worldwide [4] especially as prevalence of the disease is rising, having risen from 108 million to 536 million between 1980 [5] and 2021 [6] and expected to increase further. To enable large numbers of people with diabetes to regularly track their blood glucose levels, an easy method of blood glucose monitoring is highly desirable.

People with diabetes typically measure their blood glucose concentration several times per day using a glucose meter, which involves pricking the finger with a needle to draw a small volume of blood onto a test strip, which is then analysed via a glucose-oxidase reaction in the test meter [7]. The main disadvantage of such meters is that they are invasive and inconvenient for patients and cannot offer continuous monitoring. Continuous subcutaneous glucose monitors, implanted under the skin, are an alternative method which allow glucose concentrations to be monitored continuously and tracked digitally [8,9]. However, they must be regularly replaced, at a significant cost to the health service, or user, and are still invasive. Hence, research continues to develop a truly non-invasive device.

Most approaches to non-invasive glucose sensing have been either optical, based on light and its various interactions with glucose in tissue, or non-optical approaches such as transdermal and electrochemical methods [10]. The first commercially available non-invasive glucose monitor, the GlucoWatch, used reverse iontophoresis, a transdermal technique that uses electrolysis to generate a concentration gradient with which to collect glucose molecules from the skin [11]. It was discontinued due to irritation issues and failing to detect rapid changes. Other transdermal methods have been investigated, notably bioimpedance, which uses small electric currents across a range of frequencies to measure resistance and reactance of the interstitial fluid [12,13]. Several studies in human subjects using bioimpedance have been reported, although the precise mechanism between bioimpedance and blood glucose is still not fully understood [14]. Research into electrochemical sensors that analyse glucose in sweat and tears [15] has also been reported, though the low glucose concentration and need for regular calibrations are challenges which must be overcome.

A range of optical technologies offer potential for glucose monitoring. These include Optical Coherence Tomography (OCT), which is an interferometry-based method where the gradient of the OCT signal slope can be correlated to the reduced scattering coefficient [16] and thus to glucose concentration. One major challenge is that other analytes also affect the scattering coefficient, though the effects may be weaker than that from glucose [17,18] and the technique has been tested in human subjects [19,20] with promising results. Raman spectroscopy is another optical method, which has also been tested in humans [21,22]. This technique has a major advantage that water has a very weak Raman signal, however Raman spectra can be affected by scattering from the skin and the signal intensity is often weak. Polarimetry [23] and photoacoustic spectroscopy (PAS) [24,25] based studies have also been reported.
Infrared spectroscopy measures the absorption of infrared radiation by glucose and other analytes, since every analyte will have a unique absorption spectrum which corresponds to vibrational modes within the molecule. Absorption in media is characterised by the Beer-Lambert Law [26,27], which describes the exponential relationship between light intensity at a given distance and concentration. However, the law alone does not suffice when considering light transport in tissue owing to the presence of scattering, reflection effects and the optical inhomogeneity of tissue. In practice, reflected light is usually collected and analysed with multivariate methods [28], commonly partial least squares (PLS), although alternative methods that avoid the need for multivariate analysis have been reported [29]. The range of wavelengths reported varies across the infrared region. Glucose produces absorption bands in the Mid Infrared (MIR) region (from 2.5–10 µm), with peaks around 9.2µm and 9.5µm [30], and has been demonstrated in human subjects [30,31]. The MIR region contains the fundamental vibrational modes and consequently these bands are usually sharp and strong, roughly three orders of magnitude stronger than the higher-order modes observed in the Near Infrared [32]. There has been increasing research into glucose sensing using Quantum Cascade Lasers (QCLs) [33] in MIR region, which offer a high power density and can be tuneable across a range of wavelengths [34,35]. The MIR region is, however, heavily attenuated in tissue, with a limited penetration depth of roughly 10µm [36], although there is increasing interest in photoacoustic spectroscopy using MIR lasers, where studies have reported stronger penetration and shown positive results in vivo [37,38]. Together with the low performance of emitters and photodetectors, the MIR region is difficult to use for non-invasive sensing.

Near Infrared (NIR) radiation, from 0.7–2.5 µm, has the advantage of the deepest penetration in tissue, up to several millimetres in the so-called ‘biological window’ from 900-1600nm [39], and well-developed light source and detector technology. Glucose has absorption peaks in the NIR at 2120 nm, 2270 nm and 2320 nm, caused by C-H bond stretching and the combination band of O-H and CH bond bending [40,41], as well as a second-level excitation (overtone) of the -CH group bond around 1688nm [42]. Higher-order overtones exist at shorter wavelengths but are much weaker in intensity, due to the lower statistical probability of higher excitations, and are hard to distinguish from the spectra of other analytes such as lipids and water. The strong interference from the absorption of lipids and water presents a challenge for the development of commercial glucose sensing devices in the NIR region. The strongest NIR absorption band from water in the NIR biological window is the O-H bond stretch at 1400-1450nm [43], however water absorption is then at a local minimum in the region of the -CH overtone in glucose around 1688nm, which means that this band offers promising potential for glucose quantification. NIR glucose sensing studies have been reported on glucose solutions [44–46], tissue phantoms [47,48] and human subjects [49,50]. Several different NIR optical variations have been reported, including photoplethysmography [51] and the use of lasers as light sources [52,53]; and the choice of optical components for infrared spectroscopy experiments is important.

The aims of this study are threefold. Firstly, by evaluating the performance of different NIR detector systems and light sources, to develop and optimise a NIR spectroscopy system for analysis of liquid-based glucose samples, as part of the initial work towards the development of a NIR sensing device focused on the 1688nm second-level excitation in glucose. Secondly, to use glucose concentration
prediction experiments to determine the limit of detection in aqueous solutions for the optimised system. Thirdly, to test the ability to measure glucose concentration from transmitted and normally scattered light in a simple intralipid phantom. We aim to demonstrate that the system can measure physiological glucose concentrations in solution to a level of accuracy greater than previously reported for dispersive spectrometers in the NIR overtone region.

2. Methods

2.1. Detection System

Three detection systems (A, B & C) were considered for the system, all of which were designed to collect accurate spectra in the NIR region. System A used a miniature infrared spectrometer (Ocean Insight FlameNIR, Ocean Insight, Orlando, US) containing a grating with an array of photodiodes. The system was fully fibre-coupled, with light provided by a broadband halogen light source (Ocean Insight HL2000, Ocean Insight, Orlando, US) of fixed power. The sample was held in a fully enclosed sample holder unit (Ocean Insight SquareOne, Ocean Insight, Orlando, US) which was coupled to the light source and FlameNIR unit by fibre optics (figure 1a). The sample box entrance and exit ports were fitted with identical 5mm Quartz collimating lenses. Light entering the FlameNIR unit was diffracted by the grating and incident on a photodiode array, allowing the optical intensity across each diode to be measured automatically and the resulting spectra constructed. Across the 950-1700nm spectral range, the signal-to-noise ratio (SNR) varied between 10.2dB and 13.6dB. The spectra were automatically collected using the provided OceanView software and the system had a spectral resolution of 5.8nm.

System B was a single-photodiode system, using a Czerny-Turner grating monochromator (figure 1b). Near Infrared light was provided by either a halogen lamp or a globar, with the halogen lamp used in the detector experiments to compare with the other two systems. The monochromator (Horiba iHR320, Horiba Jobin-Yvon, France) contained a 600g/cm diffraction grating, which acted as a dispersive element, and an exit mirror which could be automatically controlled to allow single wavelengths to leave the exit port to a precision level of ±0.20nm. Outgoing light was collimated using a 1” CaF$_2$ lens at the entrance port of the cuvette holder. The holder was an anodised aluminium cube, which was infrared opaque, with windows on four sides and a central well which could hold a 1cm x 1cm cuvette (Thorlabs CVH 100, ThorLabs, Newton, US). An adaptor port (Thorlabs CVH 100-COL, ThorLabs, Newton, US) was mounted in the window opposite the entrance port, which contained an in-built CaF$_2$ lens which focused light on the exit of the adaptor, 20mm away. A Thorlabs SM05PD5A InGaAs photodiode (ThorLabs, Newton, US), operated in photovoltaic mode [54], was positioned at the end of the adaptor to collect the transmitted light. The voltage across the device was measured using a Keithley 2400 (Keithley Instruments, Cleveland, US) Source-Measure Unit (SMU). Across the 700-1800nm range measured, the SNR, which was noise-limited, varied between 16.1dB and 17.6dB. The entire system was located inside an optical box, formed from aluminium panels, which was closed during scans to shield the experiment from background light sources. Data were collected using LabView 2018 (National Instruments, Austin, US).
Instruments, Austin, US), which simultaneously controlled the SMU and monochromator to record the photodiode voltage at each successive wavelength. The spectral resolution was kept consistently at 5nm and the integration time at 500ms.

System C was a miniaturised Fourier Transform Infrared (FTIR) [55] spectrometer (Ocean Insight NanoQuest, Ocean Insight, Orlando, US) that had the same fibre-coupled arrangement as the FlameNIR in System A, with the HL2000 light and fibre-coupled sample box (figure 1c). The NanoQuest module contained a microelectromechanical (MEMS) interferometer, with one mirror controlled by a MEMS actuator. A photodetector (operating between 1300-2600nm) collected the resulting interferogram, which was then transformed using the Fourier transform to produce the final spectra, with a spectral resolution of between 1.9nm and 3.6nm. The SNR ranged between 31.7dB and 23.6dB. Data were collected using the accompanying NanoQuest software.

Figure 1: Schematic diagram of the spectroscopy systems. a) FlameNIR miniature spectrometer containing diode array; b) Czerny-Turner monochromator with single InGaAs photodiode; C) NanoQuest miniature FTIR module.
2.2. Light sources

Two different light sources could be fitted to the iHR320 monochromator and the performance of each source was evaluated for the same set of samples. One source was a globar (Horiba LSH-GB, Horiba Scientific, Kyoto, Japan) which consisted of a Silicon Carbide rod heated electrically using a DC power supply (GW-Instek SPS-1230). The globar produced an average broadband optical power of 1mW at the focal point and was coupled such that the focus coincided with the entrance port of the monochromator. The second source, which used the second monochromator entrance slit, was a halogen lamp (Ocean Insight HL2000) which had a fixed output power of 2W. Both light sources were given 30 minutes to warm up prior to each experiment. Before each set of experiments, a background spectrum of the light source was taken and compared to a record of previous spectra to ensure that the intensity was consistent.

2.3. Sample cuvettes

Samples were scanned in 3mL polystyrene cuvettes (Ocean Insight CVD Series, Ocean Insight, Orlando, US) which featured a 4.5 ± 0.2mm thick sample region, which was the shortest achievable path length with this equipment. In preparatory work for this study, several cuvette materials and geometries were tested, including fused IR Quartz, polystyrene and CaF2. The polystyrene cuvettes showed spectral features in the 700-1800nm region of interest, however these could easily be removed when the spectra were corrected for background. They were chosen because they offered a shorter path length than the quartz alternatives and were also durable, sealable and large enough in size that the full beam from the globar would pass through the sample area.

2.4. Sample preparation

Glucose stocks of 1-100mmol/L were prepared by serial dilution from a 100mmol/L stock, formed by dissolving a fixed mass of D-glucose powder (Sigma-Aldrich G8270 >99.5% D-glucose, Sigma Aldrich, Missouri, US) in de-ionised water. This allowed for a range of concentration steps – from 1mmol/L to 10mmol/L – depending on the design of each part of the study, with a 10mmol/L step used for the optimisation experiments. To model a strongly-scattering scenario, samples were prepared of 10% Intralipid emulsion, since Intralipid can be used to model the scattering properties of numerous tissue layers including the dermis, epidermis and hypodermis [66]. For the intralipid experiments, a 1.4mL volume of each solution was then added to a 1.4mL volume of 20% intralipid emulsion (Sigma-Aldrich I141, Sigma Aldrich, Missouri, US). Negating any change in the solution volume due to the addition of glucose, this process diluted the intralipid emulsion by half, leading to a 10% emulsion. The samples were allowed to stand for half an hour to allow the intralipid temperature to stabilise, and were mixed again before measurement.

2.5. Data Processing & Statistics

Initially, spectra were taken of a 100mmol/L glucose solution, and the SNR of each system compared at 1650nm, an expected glucose absorption band, and 1400nm, where absorption by water is dominant. During each experiment, each sample was scanned five times. For System C the spectra were automatically smoothed and background-corrected by the NanoQuest software. For systems A and B, post-collection analysis and processing of the data was done in two stages. Firstly, the
average raw absorbance was evaluated at 1650nm, a wavelength located within the broad first overtone absorption band of glucose. Absorbance, $A(\lambda)$, was calculated using the Beer-Lambert Law, equation 1, where $I_0(\lambda)$, $I(\lambda)$ are the intensities measured before the sample and after the sample respectively.

$$A(\lambda) = \log \left( \frac{I_0(\lambda)}{I(\lambda)} \right)$$ (1)

Absorbance was plotted against glucose concentration, a linear fit applied, and the coefficient of determination ($R^2$) used to judge the strength of the relationship. Although the peak of the band is closer to 1688nm, this was deemed too close to the cut-off wavelength of the System A and System B detectors at 1700nm. All data was checked to ensure that it conformed to the assumptions required for linear regression; that the variables showed a linear relationship and that the residuals were normally distributed, independent and had constant variance. Secondly, to correct for background variation, all spectra were smoothed using a 2nd order Savitzky-Golay filter with 20 points of window, a form of mathematical smoothing filter which derives 2nd order polynomials for each data point based upon a given number of surrounding data points. This polynomial is used to re-calculate that data point and the process is repeated for all points. The second derivative, $d^2l(\lambda)$, was taken for each spectrum – the second derivative is commonly used in spectral processing to remove baseline shifts from the data [56,57] and has been used previously by similar studies [58]. Partial Least Squares (PLS) multivariate regression [59] was then applied to the derivative spectra, using the closest achievable range to 700-1800nm (950-1700nm for System A, 700-1800nm for System B and 1300-1800nm for System C) in 5.8nm steps for System A (128 spectral elements), 5nm steps for System B (221 spectral elements) and 2-3nm steps for System C (199 spectral elements). Leave-one-out cross-validation was performed for each model, and the root mean predicted residual sum of squares used to identify the optimal number of PLS factors for each model. The step size for System C was automatically controlled by the software and unfortunately could not be held constant. Four repeat scans (the training data set) were used to train the model and then the model was used to predict the concentration of a further, independent, scan of the same sample. The standard error of prediction (SEP) was used to evaluate the accuracy of the model. All analysis was carried out in OriginLab 2020b (OriginLab Corp., Northampton, US).

3. Results & Discussion

3.1. System optimisation and development

3.1.1. Detection system

The SNR of the three detection systems varied with wavelength across the 700-1800nm spectral range, with a standard deviation of 1.1dB for system A, 1.2dB for system B and 8.5dB for system C. At 1400nm and 1650nm the SNR values for the three systems were notably different. System A showed the lowest SNR, 10.0dB at 1400nm and 8.1dB at 1650nm. The SNR for system B was 14.7dB at 1400nm and 14.9dB at 1650nm. The SNR for system C was 7.8dB at 1400nm and 20.3dB at 1650nm and was observed to vary, reaching 0dB at both 1470nm and around 1800nm, and 31.6dB around 1300nm. The low SNR indicates that system A was most likely to be affected by strong noise, however the strong changes in SNR between different wavelengths for system C are also notable. The fact that the SNR for this system varied by so much between wavelengths, despite
no strong absorption being expected, suggests the spectra are low quality and the signal unstable. Absorption spectra were collected for aqueous glucose solutions with a 10mmol/L concentration step with each of the detection systems. Figures 2a-c show the averaged absorbance at 1650nm against glucose concentration for systems A, B and C. System A (the FlameNIR system) shows no clear trend against glucose concentration, $R^2 = 0.02$ ($p = 0.68$), with the points heavily scattered, although the variation between successive scans is very small as evidenced by the small error bars. It is likely that the change in absorbance due to slight variation in the cuvette position between samples has a far greater effect than the difference in absorbance due to the samples themselves. There was no also significant relationship between glucose concentration and absorbance for System B, $R^2 = 0.10$ ($p = 0.33$), and only a weak relationship for System C, $R^2 = 0.52$ ($p = 0.01$). For both systems, the error bars heavily overlap, suggesting that the scan intensity may be affected by background noise variations and that smoothing and background correction could improve the data quality. From the raw transmittance data, the sensitivity (change in signal per mmol/L of glucose) of the systems at 1650nm were be calculated. For System B, (excluding 60mmol/L because it is an outlier), the sensitivity was 5.02µV per mmol/L ($R^2 = 0.65$, $p<0.05$), and for System C 1.25 counts per mmol/L ($R^2 = 0.65$, $p<0.05$). System A did not produce a statistically significant trend. The second derivative, with 2nd order Savitzky-Golay filtering, was applied to both datasets, then Partial Least Squares (PLS) regression in OriginLab 2020b was applied to the processed data from systems A, B and C. The number of PLS factors was 1, 6 and 5 for each system respectively. The spectra produced by System C were noisy above 1.8µm and consequently this region was excluded from the modelling. The derivative spectra taken from System C were also too noisy for PLS to be possible, and therefore the processed System C spectra were only smoothed with the SG filter.

Figure 2: Average absorbance at 1650nm against glucose concentration for (a) System A - the FlameNIR photodiode array, (b) System B - the InGaAs photodiode with grating monochromator and (c) System C - the miniature FTIR module (for which processing was automatically applied to the spectra by the NanoQuest software). Post-processing comparison of predicted and true concentrations for (d) System A - the FlameNIR photodiode array, (e) System B - the InGaAs photodiode with grating monochromator & (f) System C - the miniature FTIR module.
System B produces a stronger relationship, \((R^2 = 0.96, p < 0.05)\) compared to System A, \((R^2 = 0.28, p = 0.09)\) and System C \((R^2 = 0.76, p < 0.05)\). The standard error of prediction is 9.38mmol/L – over half that for System A (27.5mmol/L) and lower than C (15.7mmol/L) (figure 2d-f). There are several possible reasons for the poor performance of System A. Firstly, in order to avoid saturation, the FlameNIR module had to be operated with a very short 5ms integration time since the diodes were shown to saturate with longer integration times (>7ms). The integration time is likely to be too short to collect sufficient photons for an accurate measurement, meaning the output is heavily dominated by optical noise. Since the integration time must be fixed so low, System A would perform better with a lower light intensity, where the diodes would not saturate at longer integration times (such as 500ms used with system B). Observations were made when System A was coupled to the globar light source, which was done by mounting the end of the fibre optic at the focal point of a system of two collimating lenses positioned at a spare monochromator exit slit. With the globar, which had less than 1% of the optical power of the HL2000, the spectrum of the source was accurately obtained in agreement with the spectra produced by System B using the same globar source. However, the optical connection between the monochromator and the FlameNIR would need to be improved, since the spectra of any samples tested were noisy and the two devices could not be made compatible. With System C, the ranges covered by each concentration overlap to a much greater extent than with System B. Given the same light source (halogen lamp) was used with each system, it is not likely that the input optical power limited the reliability of the measurements. However, unlike the FlameNIR in System A, which had a standard InGaAs detector array, the NanoQuest contained a single wavelength-extended InGaAs photodiode with increased Indium content for operation for longer wavelength (1400-2500 nm), however, the degradation of InGaAs leads to a lower spectral responsivity in comparison with the standard InGaAs detector. The SNR of System C was low and is this likely due to this lower responsivity. Additionally, the active area of the wavelength-extended detector is likely to be smaller in System C due to the miniaturised nature of these devices, which further reduces the SNR. Further investigation is required to confirm this and improve this setup. Both systems A and C could be affected by losses in the optical fibre. As described, optical fibres of length 50cm were used to couple the light source to the sample holder and the sample holder to the detector module (approximately 1.5m of fibre in total). There are several sources of fibre loss, and these include absorption by the fibre, scattering and bending losses [60,61]. Whilst it is difficult to identify the exact cause of fibre loss, it is possible that a combination of these losses could attenuate or disperse the signal reaching the detector. Furthermore, it is worth noting that for systems A and C the entire broadband signal was transmitted through the sample, whilst in System B the dispersive element (the monochromator) was placed before the sample, thereby allowing the individual wavelengths to be passed through the system consecutively.

It is evident that System B produces data with the highest accuracy due to its high spectral resolution. Additionally, since this system consists of multiple components, there is potential to modify it for reflectance applications and other optical configurations, which is not possible with the other two detectors. The main disadvantage of System B was the long measurement time due to moving parts in the monochromator, which lengthened the average scan time to over two minutes,
however the improved accuracy over the other systems meant that System B was therefore chosen as the final NIR spectroscopy system.

### 3.1.2. Light Sources

Figures 3a-b show the average absorbance at 1650nm for the two different light sources, used in conjunction with System B. There is no significant relationship between concentration and absorbance at 1650nm in the raw halogen lamp data ($R^2 = 0.23$, $p = 0.14$), whilst with the globar dataset a trend in the data is apparent, with an $R^2$ of 0.74 ($p < 0.05$), although the error bars overlap. In the case of the globar, the difference in transmitted light intensity per 10mmol/L of glucose solution is of a similar order of magnitude to the variation due to random fluctuations in the light source power. Indeed, it was observed that the input electrical power to the globar varied by up to 1.6W during the experiment as the input voltage was automatically adjusted by the power supply in order to retain a stable current supply. The power was supplied to the globar via a connecting screw, and the fluctuations in voltage can be attributed to thermal expansion of the globar leading to a poor electrical connection. Ideally this should be investigated by studying the voltage at which the electrical connection becomes damaged, however, this is impractical as the globar must be closed when the voltage is on for safety reasons. However, there was no correlation between the localised voltage drift and the output optical intensity, suggesting that the voltage fluctuations have a random effect on the fluctuations in optical power. The variations in the measured signal may be due to the sensitivity of the detector, and future work should aim to confirm this by quantifying the sources of noise in the detector. For the halogen lamp from the mains supply, no information could be obtained on any fluctuations in input power. However, the error bars are smaller (approximately half the size) for the halogen lamp, which suggests that the globar output is less stable. Future work should aim to investigate the reasons for this using power metre measurements, however that fact that the globar PLS model is not less accurate than that with the halogen lamp suggests that these power fluctuations are not a limiting factor on the accuracy of the data.

Both the processed datasets produce linear trends with correspondingly high $R^2$ values of 0.99 ($p < 0.05$) and 0.98 ($p < 0.05$) each. This suggests that both datasets are equally accurate after this pre-processing step, which successfully corrects for the various baseline noise observed in the raw data. 100mmol/L was excluded for both datasets as the second derivative was more than 5 standard deviations from the fit. Furthermore, the PLS model predictions shown in figure 3 show strong agreement between the known and predicted concentrations. The optimal number of PLS factors were 2 and 4 respectively. The Standard Error of Prediction (SEP) is similar for the halogen lamp and globar, 3.18 mmol/L and 3.98 mmol/L respectively. To quantify the variation in the standard error of prediction, five further regression models were generated, each model using a different set of scans for training. The standard error of prediction was calculated for each model and the average SEP across all five models was found to be $3.07 \pm 0.62$ mmol/L for the halogen lamp and $3.05 \pm 0.59$ mmol/L for the globar. Since the standard deviations overlap, it cannot be concluded that either dataset is definitively more accurate than the other. The two light sources would be equally acceptable choices to use in the prototype spectroscopy system and they both have practical advantages; the optical power of the globar can be controlled using the power supply whereas the power of the halogen lamp is fixed. Conversely, the halogen lamp has the advantage of emitting visible light, making alignment and calibration of the optical elements significantly simpler. Power
metre measurements would allow the spectra of both sources to be collected using an independent method which could be used both for normalisation and to accurately confirm the spectra of both sources, and this should be considered in a further study.

Figure 3: Average absorbance before processing at 1650nm against glucose concentration for (a) Halogen lamp and (b) Globar. Post-processing comparison of predicted and true concentrations for (c) Halogen lamp and (d) Globar.

3.2. Glucose sensing experiments with the optimised system
3.2.1. Aqueous glucose solutions
The optimised prototype spectroscopy setup, using System B (monochromator and InGaAs photodiode) and the globar, was used to study the transmitted light intensity for concentration steps of 10mmol/L, 8mmol/L, 5mmol/L, 4mmol/L, 2mmol/L and 1mmol/L to ascertain the detection limit of the system.
The absorption spectra were smoothed, as previously, with a 2nd order SG filter and PLS regression was applied to the datasets. Figure 4a shows the coefficient of determination ($R^2$) against concentration step and it can be observed that the $R^2$ starts to steadily decrease below 5mmol/L, above which it is roughly stable. However, no such trend is present in the SEP values (figure 4b), which appear to vary considerably between concentration steps, suggesting that random error within some of the datasets still has a noticeable effect. For the 1mmol/L and 4mmol/L steps, the uncertainty in concentration is larger than the amount by which the concentration is varied, making accurate prediction challenging. We suggest that 5mmol/L is the current limit of detection, firstly because below this concentration the $R^2$ begins to fall steadily and secondly since only above this concentration the SEP is smaller than the concentration step itself. It is worth noting that when a larger dataset of 10 repeats was generated the SEP for the 1 mmol/L step reduced to 0.53mmol/L, casting doubt on this conclusion. A greater number of repeated measurements will improve the accuracy of the model, however, the fact that the SEP changes so much, and varies between the different concentration steps, suggests that the intensity is still varying considerably with respect to
the small change which is being detected. Since the entire apparatus was held fixed, and the globar output power did not visibly vary during the experiment, it could also be that inaccuracies in the monochromator mirrors may be causing the data variability. The datasheet listed the wavelength accuracy as ±20nm, however, it was observed that moving the mirrors occasionally caused a noticeable wavelength shift. Whilst these issues were often clear, it raises the possibility that the device may be affected by more subtle initialisation and calibration errors which may affect the intensity of the light being transmitted. It is difficult to definitively test this, since the globar and monochromator cannot be easily decoupled, however, further work is required to confirm the accuracy of the wavelengths being produced by the monochromator. This could be possible by coupling the monochromator exit slit, via fibre, to the FlameNIR module, which has an array of photodiodes and can therefore accurately measure the wavelength of the light being emitted. Furthermore, the InGaAs photodiode was sensitive to changes in temperature as low as 0.1°C and it is possible that heat from the globar lamp could cause the detection efficiency to vary.

Based on these data, a 5mmol/L step is currently the strongest resolution achievable with this equipment. This level of resolution has not been reported for aqueous glucose solutions in the NIR using a dispersive spectrometry approach, although this resolution is low compared to previous studies, using other wavelength ranges and techniques. Most studies of the spectra of aqueous glucose solutions are in the MIR region, where comparisons are not straightforward due to the much shorter path lengths used. Vrančić et al, using a 9.69μm laser, [44], collected transmission spectra from glucose solutions separated by 1.6mmol/L and identified a noise equivalent concentration of 0.22mmol/L, using a path length of 30μm. Using a 9.66μm laser, Lambrecht et al [62] reported an RMS SEP of 0.83mmol/L; whilst Hasse et al [63] reported an SEP of 0.17mmol/L using a tunable laser in the 8.3-11.1 μm range, also with a path length of 30μm. For solutions of pure glucose, the MIR region is expected to give a more accurate prediction due to the presence of fundamental bands which are strong and sharp. However, as discussed, the poor penetration of MIR radiation in tissue is a challenge to developing an in vivo glucose sensing system. In the NIR region, accurate measurement of glucose solutions separated by 0.3mmol/L (5mg/dL) using FTIR, in transmission mode, has been reported by Rondonuwu et al [64], with a standard error of 0.33mmol/L. This study, however, used a shorter path length of 1mm, resulting in reduced overall absorption and therefore more accurate results are to be expected. However, it was reported by Jensen et al [46] that water absorbance causes a reduction in the signal-to-noise ratio in this region of spectra of aqueous glucose (1000-2500nm region) and that a 0.4mm path length optimised the signal-to-noise ratio. By comparison, our system involved a 4.5mm path length, which could likely be too long to obtain detailed spectral information at this wavelength region. A detailed study of the effects of path length on the spatial resolution should be conducted for our system to further investigate this. Strong noise due to water in the 900-1700nm region has also been reported by Yamakoshi et al [65]. Current glucose meters offer a much higher level of accuracy (0.1mmol/L [8,66]) and thus significant improvements to the system resolution will be needed for the final non-invasive sensing device. The Signal-to-noise ratio (SNR) of the spectra, roughly 14dB across the overtone region, is notably low and suggests that it would be difficult to collect glucose spectral information from samples containing more than one analyte.
3.2.2. 10% intralipid suspension

The final part of this study aimed to use the system to measure the glucose concentration in a 10% intralipid suspension, which is an example of a heavily scattering medium. Intralipid has been used as a basic model for the optical properties of the dermis and hypodermis as it has a similar scattering coefficient to collagen and adipose tissue, which are the main scattering centres in these tissues [67,68].

Transmitted and normally scattered light (light scattered by the sample and emitted perpendicular to the direction of propagation) were collected simultaneously. To enable this, a second identical photodiode was mounted on the right-hand side of the cuvette-holder, as illustrated in figure 5, with the window cover removed. Unlike the transmittance detector, the normal scattering detector did not have an adapter with inbuilt lens but instead a small threadable lens directly in front of the detector. The normally reflected light spectra are caused by photons which have been scattered by the sample in a perpendicular direction and aim to give an indication of the potential accuracy of a reflectance-based approach for glucose sensing in highly scattering samples, without requiring the setup to be completely redesigned for a backscattering-based approach.

Figure 5: Schematic diagram of the System B spectroscopy system, configured for transmittance and normally reflected light

Scans were taken of aqueous and intralipid based glucose samples with a 5mmol/L sample step, ranging from 0mmol/L to 30mmol/L. Due to the stronger absorption of the intralipid based samples, the halogen lamp, rather than the globar, was used for all experiments in this section due to the much greater optical power it provided. To predict the expected optical power difference between the two detectors, simple Monte-Carlo simulations were run of the cuvette filled with 10% intralipid. The absorption coefficient of 10% intralipid in the NIR range has been previously studied by Thennadil et al [69]. The simulations were run at 1400nm, around the peak of the intralipid spectra, using the MCML Monte-Carlo package developed by Wang et al [70]. The intensity at both detector positions was measured, averaged over five simulations. The number of photons launched was constant for each scan, although it did not correspond to the optical power of the halogen lamp, in order to make an objective comparison between the power received at the two detectors. The transmittance detector was found to receive 10 times the optical power received by the scattering
detector, although experimental observations showed it only received roughly 5 times the power and this is likely due to dispersive losses associated with the different lenses used for the two detectors.

As expected for a long path length, the SNR of the spectral measurements for 10% intralipid at 1650nm was low; taking 7.4dB for the transmitted light and 1.7dB for the scattered light, indicating that the scattered signal is less than an order of magnitude above the background noise. The averaged absorption spectra, calculated from the transmittance data, for the 100mmol/L reference glucose stock solution and 10% intralipid with no glucose added are shown in figure 6a-b, corrected for water and background light. Absorption in the 1600-1700nm overtone band is shown by both samples, with the intralipid showing much stronger absorbance across the spectrum. Thus, in order to initially evaluate the effect of glucose concentration across the spectral range, the transmission data was studied using PLS regression. Figure 6c-d shows the PLS variable importance (VIP), which describes the relative contribution of each wavelength to the model, and the difference between the intralipid samples and the simple aqueous solution is visible. Wavelengths with a VIP less than 0.8 were automatically excluded by the OriginLab PLS algorithm.

![Image of absorption spectra and PLS plots](image)

Figure 6: (a) Averaged absorption spectra for a) 100mmol/L glucose stock solution, corrected for water and background light. The glucose solution shows absorption in the 1600-1700nm band, caused by the first CH overtone. Absorption due to OH stretching in water is present around 1400-1450nm. (b) Averaged absorption spectra for 10% intralipid, corrected for water and background light. The magnitude of the absorbance is much stronger and bands are clearly visible at 980, 1200 (2nd order CH stretching overtone) and 1600-1700nm (1st order CH stretching overtone). The steep cut-off beyond 1400nm is due to the detector responsivity. PLS Variable importance plots for (c) aqueous glucose solutions and (d) glucose in 10% intralipid.

In the case of the intralipid, the VIP is broadly constant throughout most of the spectrum, varying between 1 and 1.6 in the 900-1700nm region. Outside this region, the intensity of the signal was low and correspondingly noisy. This suggests that the relationship between glucose concentration
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and intensity at each wavelength is roughly constant at most wavelengths. By contrast, in the aqueous solutions the wavelengths around 1400-1600nm have a considerably higher VIP than the rest of the spectrum, with the 1400nm region giving a VIP as strong as 3.6, suggesting that the correlation between glucose concentration and intensity is much stronger at these wavelengths. The 1400-1600nm wavelength region covers the absorption bands of water and glucose and therefore it is likely the case that the absorption bands in the spectrum are mostly being used to generate the PLS model. The fact that this is not the case in the intralipid suggests that the absorption bands are not as dominant in the model and, furthermore, that the transmitted intensity is affected by concentration-dependent scattering throughout the spectrum. Whilst absorption is localised around specific wavelength bands, scattering is roughly constant with wavelength. It is entirely expected that scattering will be present throughout the data, however, the fact that the absorption region does not show a significantly greater VIP suggests that any differences in intensity due to absorption are thoroughly obscured by the change in intensity due to scattering.

Figure 7: Change in absorbed light per mmol/L of glucose in intralipid in the 850-1750nm range.

The nature of the trend, however, is shown to be more complex in figure 7, which shows the percentage change in absorbed light at wavelengths from 850-1750nm. At wavelengths shorter than 1300nm the trend is positive, which agrees with what would be expected if the samples showed only scattering. Above 1300nm, however, the trend is reversed, suggesting that these data are dominated by absorption. This agrees with previous studies of the optical properties of intralipid through Monte-Carlo modelling and diffuse reflectance spectroscopy. Modelling by Min et al [71] demonstrated that the ratio of scattering coefficient to absorption coefficient increases from around 0 at 1400nm to 50 at 1200nm in 10% intralipid, and this has also been measured experimentally using double-integrating spheres [72]. In the Mie scattering regime, a change in glucose concentration will cause a change in the reduced scattering coefficient. Graaf et al [73] developed an expression for the reduced scattering coefficient due to Mie scattering from dielectric spheres in a medium, where the reduced scattering coefficient \( \mu'_s \) varies according to the refractive index mismatch between the spheres and the medium. Larin et al [17] produced a modified form of this result which accounts for the glucose-induced refractive index change (reported as \( 2.5 \times 10^{-5} \text{mmol}^{-1} \))
by Weast et al [74]), given in equation 2 where \( \rho \) is the volume density of the particle, \( a \) is the particle radius and \( m_{medium} \) is the refractive index of the medium.

\[
\mu'_s = 3.28 \pi a^2 \rho \left( \frac{2 \pi a}{\lambda} \right)^{0.37} \left( \frac{m}{m_{medium} + \delta n_g} - 1 \right)^{2.09}
\]  

(2)

As the glucose concentration increases, the refractive index mismatch decreases, causing a corresponding decrease in reduced scattering coefficient. Hence, a greater fraction of the light will be directly transmitted by the sample at higher glucose concentrations, which agrees with the trend observed in the intralipid data below 1350nm. This reduction in scattering has been observed in human tissue [75,76], and in basic phantoms [77]. In the absorption regime above 1300nm, glucose absorption would not be expected to be uniform across such a wide region – this region contains water absorption around 1400nm, glucose around 1600-1700nm and lipids show a clear absorption band at 1720nm due to the first overtone CH stretching mode [78]. However, in the raw spectrum of each sample it was clear that there was a very broad absorption band between 1400nm and 1700nm, which is probably due to the steady increase in absorption at longer wavelengths observed in lipids, water and glucose (with the absorption band appearing to end at 1700nm due to the detector efficiency dropping sharply). Whilst the strong absorption in this region is due to the intralipid, there will also be glucose absorption present, and this will increase at higher glucose concentrations. Without the intralipid, the absorption of water around 1400nm is so strong that it obscures any difference due to glucose concentration.

Figure 8 shows the results of the PLS regression models for the Intralipid for transmittance and reflectance modes with 5mmol/L concentration step. For both datasets, PLS was carried out on both the raw dataset and a processed dataset, where a 2nd order Savitzky-Golay filter and the second derivative were applied to all spectra.
The data in figure 8 shows that the unprocessed reflectance produces the most accurate model ($R^2 = 0.98$, $p<0.05$), with an SEP of 3.14mmol/L. The second derivative does not improve the model for both transmission and normal reflectance. The second derivative is commonly used as a baseline correction in spectroscopy to correct for any differences present throughout the spectra as a baseline shift. This should work for the aqueous samples, where the spectral curves are expected to be similar outside the regions of strong absorption, however, outside the absorption region the curves are still stratified according to glucose concentration due to scattering. This means that the baseline is not uniform anywhere in the spectrum and therefore a baseline correction will try to remove the effect of scattering and likely damage the ordering in the absorption regions also. More interestingly, the reflectance alignment produces a lower SEP for the intralipid-based samples, despite the scattered detector receiving roughly 10% of the transmitted power. This means that sufficient light is being scattered into a perpendicular direction within the sample to give a measurable difference between different concentrations, which can be used for modelling and prediction. The model is weak, producing an SEP of 3.14mmol/L, however, the transmitted data is similarly weak, with an SEP of 3.91mmol/L. Since the system is to be developed for reflectance measurements, the fact that the normally reflected data produces a more accurate model is promising. Reflectance is a far more versatile configuration than transmittance because it allows spectra to be collected irrespective of
the sample thickness and allows for the optical system to be developed into a moveable detector ‘probe’ such as the fibre-based devices reported by Maruo et al [29,79] and Uwadaira et al [58].

Finally, a comparison was made between the prediction accuracy of the aqueous and intralipid based samples with 5mmol/L concentration step, in both transmittance and normally reflected mode and with and without processing.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Raw data SEP (mmol/L)</th>
<th>Processed data SEP (mmol/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aqueous glucose solution</td>
<td>2.94</td>
<td>0.98</td>
</tr>
<tr>
<td>transmission</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aqueous glucose solution</td>
<td>7.10</td>
<td>9.15</td>
</tr>
<tr>
<td>normal reflectance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intralipid transmission</td>
<td>3.91</td>
<td>5.36</td>
</tr>
<tr>
<td>Intralipid normal reflectance</td>
<td>3.14</td>
<td>4.19</td>
</tr>
</tbody>
</table>

Table 1: Standard Error of Prediction (SEP) for intralipid-based samples and aqueous glucose samples.

There are three main points from this data. Firstly, the second derivative only improves the accuracy of the model in aqueous glucose transmission. In the case of normally reflected light from the aqueous glucose solutions, there was no discernible trend in the raw data so the second derivative would not be expected to improve the model. The light intensity was, on average, ten times lower than for the transmittance data and contained considerably more noise, which may also be amplified by data processing. There will be no significant scattering centres in an aqueous glucose solution, the size of a water and glucose molecule being vastly smaller than the wavelength of NIR light, and at such low intensity the detector noise, such as thermal effects, become noticeable in the spectra.

Secondly, there is little difference between the unprocessed transmitted and normally reflected data for the intralipid, whereas transmission (2nd derivative) has a markedly lower SEP in the aqueous solutions. This is sensible, since scattering is negligible in aqueous glucose solutions and therefore the fraction of light which is normally reflected will be equally negligible and any data will be heavily dominated by random noise and thus hard to practically use for prediction.

Finally, the aqueous glucose solutions produce the lowest SEP, but only after the second derivative and filter are applied. This suggests that the aqueous samples require baseline correction but after this they show a clear correlation against glucose concentration, whilst the intralipid data are much more scattered. This is likely due to the scattering, which both alters the path lengths of transmitted photons, lengthening them through scattering events, and leads to the glucose dependent scattering change discussed earlier in addition to absorption.

4. Conclusion

In conclusion, this study aimed to develop a Near Infrared spectroscopy system to accurately measure the concentration of glucose in liquid-based samples. The final optimised system consisted
of a Czerny-Turner monochromator and InGaAs photodiode, with light provided by either a globar source or halogen lamp and samples held in 3mL polystyrene cuvettes. The system demonstrated an average SEP of $3.07 \pm 0.62$ mmol/L with the halogen lamp and $3.05 \pm 0.59$ mmol/L with the globar, for aqueous glucose solutions with a 10mmol/L concentration step. The optimised system was then used to measure the transmission from aqueous glucose solutions between 1mmol/L and 10mmol/L. A 5mmol/L step was the lowest concentration step at which the SEP was smaller than the step itself, and this level of accuracy has potential to be improved upon using more sophisticated modelling methods and better ways to limit noise and variation in the system. The variation within the data may be caused by monochromator stability issues which require further work to investigate. When spectra were taken for both intralipid and aqueous samples containing the same glucose concentrations with a 2mmol/L step size, the intralipid samples demonstrated optical scattering that varied with glucose concentration in the region below 1300nm, whereas absorption dominated above 1300nm. The SEP was 0.98mmol/L for the aqueous solutions and 2.95mmol/L for the intralipid; the lower level of accuracy resulting from the strong scattering that accompanies absorption with the intralipid samples. The SEP for both transmitted and normally reflected light were similar for the intralipid, suggesting that the scattering is sufficiently strong for reflectance spectroscopy to be possible. This demonstrates potential for the future development of this near infrared spectroscopy system, which will be modified to collect reflected spectra from intralipid-based phantoms using a moveable and freestanding detector configuration. To better approximate an in vivo case, further work should also aim to investigate the accuracy of the system for sensing glucose in whole blood. These stages will lead to the development of the data processing needed to accurately predict the glucose concentration and lead to the construction of a prototype in vivo NIR glucose sensing system.
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