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Abstract—We propose horizontal intra-device scaling for net-
work switches. Our approach allows for a network device to
dynamically scale energy use in response to changing network
utilization at a finer-grain in comparison to existing monolithic
approaches, and enables a reduction in cost and environmental
impact via reduced network energy use outside peak operating
periods. We demonstrate the feasibility of intra-device switch
scaling by designing a network switch architecture comprising
multiple, less powerful, network devices leveraging a Multiple
Spanning Tree Protocol (MSTP) to operate in parallel in place of
a singular powerful device. Our preliminary results demonstrate
that our approach can reduce total network energy use by 66.3%
in comparison to established approaches with minimal perfor-
mance penalty, and outlines future work for further improvement
for this new form of network switch architecture for reducing
energy use within core network infrastructure.

Index Terms—networking, energy, scalability, data center

I. INTRODUCTION

The volume of internet traffic across core network infras-
tructure is growing at an ever increasing rate [1]–[4]. This
increase is driven by the expansion in Internet-of-Things (IoT)
devices [5], [6], the number of users and peripheral devices,
[7] and transition to 5G wireless internet communication [8]–
[10]. Increased network traffic has resulted in a net increase of
overall energy consumption within the network due to greater
computational power and number of switches underpinning
core network infrastructure [1]. This growth in network energy
consumption represents a significant economic and environ-
mental concern for network users [11], [12].

Within current network architecture, information is transmit-
ted in packets – independently addressed discreet portions of
data – from servers to user devices being redirected by a chain
of intermediate devices. These devices, known as network
switches, are designed to operate at high performance and
energy efficiency due to the need for consistent and stable ac-
cess for industrial and financial applications as well as critical
services such as emergency service communications. Current
approaches to reduce network energy use consider whole-
device techniques such as scheduling to deactivate specific
sites and rerouting to reduce power use across the network
during periods of low utilization. This generates issues when
a device deactivated due to a hardware failure, causing an area
to lose network coverage. The currently explored solutions

at the individual switch level are sleep modes [13]–[17] and
Dynamic Voltage and Frequency Scaling (DVFS) [18]. These
solutions are difficult to implement as both solutions increase
latency in the event of a surge in network utilization, with any
DVFS algorithm recognizing the increase in utilization and
increasing energy draw accordingly and sleep modes requiring
wake time for the switch as a whole.

In this paper we propose energy-adaptive network switching
by leveraging horizontal scaling of intra-device switches:
a technique commonly leveraged within data centers [19].
Specifically, we use multiple less computationally power-
ful switches acting in parallel, instead of using a singular
monolithic network switch. The switches acting in parallel
utilize a Multiple Spanning Tree Protocol (MSTP) [20], [21]
implementation over several Virtual Local Access Network’s
(VLAN) [22] to balance the load between switches at times
of higher network utilization. This parallel setup allows for
switches to be deactivated, and their workload redistributed
among the remaining active machines whilst providing com-
parable service for reduced total energy consumption across a
given time period as well as allowing for equivalent maximum
computational power at times of increased workload for the
switches, at a slightly increased maximum power draw.

In this paper we present our design approach and ratio-
nale, experiment setup, network layout, scalable topology and
preliminary evaluation and results. Our specific contributions
comprise the following:

• A new horizontal intra-device scale out topology for
network switches to reduce total energy use of the core
network infrastructure.

• An experimental evaluation of the proposed intra-device
scaleable approach in comparison to a traditional mono-
lithic network deployment.

• Discussion of further work to improve and augment intra-
drive network switching.

II. BACKGROUND

Increase in Energy Usage: Total energy consumption of
core network infrastructure is increasing [1]. This has lead
an increase in scrutiny of switch energy consumption at an
individual device level. One key issue is the constant power
draw required to operate irrespective of network traffic load.



Fig. 1. Data from a collection of Cisco WS-C3850 series switches showing
power usage while processing various levels of network traffic.

This characteristics is systemic to the majority of existing
switching hardware currently available, as shown within Fig.
1 demonstrating that a collection of Cisco WS-C3850 series
switches which use 89.3-99.7% of their total power con-
sumption while idle. This is of significant concern given that
networks must be provisioned to account for the maximum
volume of traffic expected by the networks, with additionally
mandated overhead, resulting in consistent under-utilization
and a resultant increase in waste energy.

Hardware Redundancy: Switches currently used in core
network infrastructure are used for emergency services com-
munication. Therefore, the network must be capable of main-
taining functionality despite hardware failures. Within current
hardware, this requires a 2N redundancy for each switch.
Within a scalable system, only the computer managing the
switch would need a duplicate machine as a hot standby in case
of failure. Any individual small-scalable-switch failures can be
handled by activating one of the small-scalable-switches not
currently in use, reducing their required redundancy to as low
as N+1 and allowing the failed unit to be replaced without
deactivation of the switch as a whole.

Implemented Improvements: Currently implemented im-
provements to networking systems focus on decreasing the
total amount of energy the switch draws, making it subject to
an indirect rebound effect [23], as noted in Jevons Paradox
[24]. This leads to Internet Service Providers acquiring more
hardware to increase the capabilities of the service they sell,
with current focuses on download speeds, service reliability
and consistency in the quality of the provided service.

Theoretical Improvements: While sleep states and DVFS
have both been recommended, these two solutions are non-
congruent. DVFS focuses on reducing the processing rate to
match system demands. This allows computational work to
be done constantly at a reduced rate. Sleep states rely on
processing all available work as quickly as possible. This is
done to allow the switch to re-enter its sleep state and reduce
its rate of energy consumption. Both systems require hardware

to be designed with these methodologies in mind and have the
adverse effect of increasing latency.

III. RELATED WORK

There are several methodologies for attempting on device
power scaling, with the current focuses being on DVFS and
sleep modes as well as network scale adjustments. Reducing
total energy consumption has been a focus in recent years,
with each generation of network processor boasting reduced
power consumption on its predecessor. Another area where
this trend is apparent is in optical networks, where the focus
is on reducing the energy consumption of the optical trans-
mitter to reduce both its power consumption and the energy
consumption of the required cooling [25].

DVFS and sleep modes have both been an area of focus
for many years in attempting to reduce energy consumption
of network switches using many algorithms. Sleep modes
either require a buffer to hold packets while the switch wakes
using wake-on-LAN functionality or must predict when the
switch must be awoken using inbuilt models and a controlling
computer [14], [26]. DVFS relies on reducing the energy
consumption of certain sub-components within the network
switch, reducing their processing speed to reduce energy con-
sumption [18]. DVFS required network wide implementation
of rate adaption as the surrounding switches must be aware
of the reduced packet processing speed of their neighboring
switches to ensure they transmit packets at the expected rate
for the receiving switch [27].

Another area which has received attention is network scale
adjustments, focusing on planning the utilization of the net-
work as a whole, rather than individual switch level improve-
ments. These adjustments take the form of whole site deactiva-
tion at times of low traffic and diverting traffic through fewer,
more utilized sites while maintaining full network coverage
[15]–[17], as required for emergency service communications.
While this effectively reduces energy consumption of the
network as a whole, it reduces network redundancy as the
number of routes between locations is reduced. There is also
a limit to the level of granularity in control provided by this
implementation as sites which are required to maintain full
network coverage must remain active regardless of the volume
of network traffic they are processing. The other network wide
adjustment has been the implementation of optical bypass [28]
which is used to reduce the number of intermediate switches
which must used to process a packet on its journey.

IV. DESIGN

The objective of network switching via intra-device scaling
is to directly align device energy usage to the volume of
network traffic while maintaining network service quality.
Networks are a combination of edge switches, which con-
nect directly to devices, and core switches, which link edge
switches together and can process more network traffic, as
shown in Fig. 2. In this layout, a server and client connected
to the same edge switch will communicate by sending packets
via their shared edge switch without utilizing the core switch.



Fig. 2. A traditional monolithic switch setup.

Fig. 3. The proposed intra-device scaling switch setup.

If a server and client are connected on different edge switches,
then the server would send packets to their local edge switch,
which would forward them to the core switch. The core switch
would then forward the packets to the clients local edge switch,
which would relay the packets to the client machine.

Intra-device Scaling entails replacing the large singular core
switch with a number of less powerful switches, as shown
in Fig. 3. These switches can process less network traffic
individually, and can work in parallel, with an equivalent
maximum volume of network traffic to that of a traditional
monolithic design. We manage the activation and deactivation
of these switches via a managing device. This device monitors
traffic flow and determines the number of switches which must
be active as a result. The deactivation of switches, when they
are not required to process the volume of network traffic, leads
to a reduction in total energy usage for the system as a whole
and enables energy scalability.

Within the intra-device scaling layout, the total capacity of
the network core capt is found by multiplying the network
traffic capacity of an individual switch caps and the total
number of switches that can act in parallel nt. The number of
active switches na is determined by comparing the volume of
network traffic t to the threshold for increasing the number of
active switches u and the threshold for decreasing the number
of active switches l. The capacity of all active switches in the

TABLE I
SUMMARY OF NOTATIONS IN DESIGN.

Notation Description
nt Total number of switches
na Total number of active switches
t Volume of network traffic

caps Capacity of individual switch

capa
Total capacity of all currently active switches acting

in parallel
capt Total capacity of all switches acting in parallel
i Interval between iPerf calls
r Time between recalculations of MSTP routes
u Threshold for increasing the number of active switches
l Threshold for increasing the number of active switches

systime System clock time

Algorithm 1 Algorithm of proposed strategy.
capt ← caps ∗ nt

while system is active do
if systime % i = 0 then

capa ← caps ∗ na

Calculate u and l using capa and capt
if t > u then

na ← na + 1
capa ← capa + caps

else if t < l then
na ← na − 1
capa ← capa − caps

end if
end if

end while

core capa is found by multiplying the network traffic capacity
of an individual switch caps and the number of active switches
that can act in parallel na.

The strategy for linking energy use to volume of network
traffic is to take the workload normally processed by a single,
more powerful switch and distributing it between several
smaller switches. These smaller switches will act in parallel
with the number of switches active proportional to the volume
of network traffic at that time, as shown in Algorithm 1 using
the variables in Table I.

The energy utilized is tied to the volume of network traffic
t by increasing or decreasing the number of active switches
na dependent on t. The setup is controlled by a managing
device capable of activating and deactivating switches while
the flow of traffic and balancing between all na switches is
carried out by an MSTP implementation refreshing every r
seconds. This is conducted to reduce switch under-utilization
or over-utilization, leading to a reduction in the waste energy
by providing different routes for network traffic to take. The
strategy proposed operates with a discreet number of energy
levels, that being the number of switches active and working
in parallel and an additional energy level when all switches
inactive. This means that with a layout of nt switches, there
are nt + 1 discreet energy levels. In this topology, a greater
number of switches, each with a lower total energy use, would
allow for more discreet energy levels and therefore a closer



correlation between the network utilization and the energy
utilization, allowing for greater efficiency of the system as
a whole while under use.

V. EXPERIMENT

A. Setup

Within our experiments, we evaluated the energy and per-
formance of both the traditional monolithic architecture (Fig.
2) and a horizontal intra-device switching architecture (Fig.
3). The monolithic architecture captures the model of a typical
network, with several edge switches feeding edge devices con-
nected to each other through a core switch, which can process
a higher volume of traffic. However, this core switch is not
directly connected to any edge devices. Intra-device switching
instead leverages multiple smaller switches whose activation
and deactivation is controlled by a managing machine, which
makes determinations on resource provisioning, based on the
volume of network traffic.

The network is setup with the edge composed of a series
of TP-Link JetStream 8 Port Switch TL-SG2210MP’s [29].
In our experimental setup, 7 of these switches are used, each
connected to 3 machines acting as server/client machines with
a 1Gbps connection rate. In the monolithic setup, the switch at
the core of the testbed network is a single TP-Link JetStream
24 Port Switch TL-SG3428 [30] connected to each edge switch
using 3 ports acting in unison utilizing Link Aggregation
[31] to ensure both setups exhibit a connection rate of 3Gbps
between the switch at the core of the testbed network and edge
switches. In the intra-device approach, switches at the core of
the testbed network are 3 TP-Link JetStream 8 Port Switch
TL-SG3210 V3’s [32], each connected to an edge switch
using a single 1Gbps connection, totaling 3Gbps between all
3 switches when all are operational.

These smaller switches are designed to act in parallel using
a combination of MSTP and VLAN to allow for switches to
be disconnected and rejoin the setup as required, as well as
to ensure that traffic is balanced across the switches to avoid
any switches being over-utilized while others remain idle. The
time between recalculations of MSTP routes in the network r
is set to 20 seconds. VLAN assignment was split evenly across
each server/client machine connected to any given edge switch
to ensure load balancing between all switches at the core of
the testbed network when acting in parallel under the scalale
setup. Switch activation and deactivation is controlled by a
PowerBOX 4KG [33], which is an Ethernet controlled 4 UK
socket power supply, allowing switches to be automatically
activated and deactivated as the system requires.

All machines send and receive data using the iPerf com-
mand, with i set to 15 seconds , allowing for control of the
volume of network traffic as well as access to the required
measurement metrics of Jitter and Number of Packets lost.
Both network setups receive two different profiles of network
traffic, one provided by BT based on real world utilization
data, as shown by the line in Fig. 4(a), and one as a sine
curve of utilization over the experiment run, as shown by the
line in Fig. 5(a). We then measure the (1) energy consumed

Fig. 4. (a) Average energy consumption of both setups against the network
traffic passing through the setup using BT traffic profile, (b) Average Network
Jitter of both setups over the hour run using BT traffic profile, (c) Average
Packet loss of both setups over the hour run using BT traffic profile.

by the device (W), (2) Network Jitter (ms), and (3) packet loss
under these traffic loads.

B. Preliminary Results

Experiment results are depicted in Fig. 4 & Fig. 5, with
all results averaged across 10 runs. In Fig. 4(a) and Fig.
5(a), noting the Monolithic Power Draw, we observed that the
energy consumption of the monolithic setup is consistently
14-15W, regardless of switch utilization, following the trends
seen in Fig. 1 in the CISCO WS-C3850 series switches. In
Fig. 4(a) and Fig. 5(a), noting the Scalable Power Draw,
it is observable that the scalable setup operates at 3 levels
of energy consumption, one for each switch activated, and



Fig. 5. (a) Average energy consumption of both setups against the network
traffic passing through the setup using Sine traffic profile, (b) Average Network
Jitter of both setups over the hour run using Sine traffic profile, (c) Average
Packet loss of both setups over the hour run using Sine traffic profile.

more closely follows the network traffic and device utilization.
This shows that the experimental setup is functioning as
intended in tying energy consumption more closely to the
packet routing work done by the switches. We observed that
intra-device scaling enabled a minimum and maximum power
draw of 5W and 17W, respectively, and an overall 35500J in
comparison to 51800J (a reduction to 66.3%) in comparison
to monolithic. Fig. 4(b) and Fig. 5(b) show the jitter across
the same experimental runs, with the difference in average
jitter in the BT and Sine traffic profiles being 0.0001ms and
0.0018ms, respectively. However, as seen in Fig. 4(c) and
Fig. 5(c), we can see the packet loss rates can spike at the
points when a new switch is added or removed from the

TABLE II
RESULTS OF BOTH EXPERIMENT NETWORK SETUPS USING BT TRAFFIC

PROFILE (3 S.F.).

BT Traffic Profile Scalable Setup Monolithic Setup
Total Energy Usage (J) 35500 51800

Average Energy Usage (W) 10.3 15
Average Jitter (ms) 0.0900 0.0901
Range of Jitter (ms) 0.0820 0.0406

Maximum packet loss (%) 3.35 0.0741

TABLE III
RESULTS OF BOTH EXPERIMENT NETWORK SETUPS USING SINE TRAFFIC

PROFILE (3 S.F.).

Sine Traffic Profile Scalable Setup Monolithic Setup
Total Energy Usage (J) 47500 51700

Average Energy Usage (W) 13.8 15
Average Jitter (ms) 0.0903 0.0922
Range of Jitter (ms) 0.208 0.248

Maximum packet loss (%) 37.2 0.0147

setup. This is a result of desynchronisation between the MSTP
implementation recalculating the layout of the network and the
managing computer activating or deactivating switches. In the
scalable setup there is a 2 minute delay between a new switch
being activated and the switch being available to the network
to process packets. During this initialization period the new
switch draws 2W of power.

VI. CONCLUSIONS

In this paper we have proposed a new form of energy-
adaptive network switching via leveraging intra-device scaling
based on network workload. Our preliminary results indicate
that our approach is is capable of reducing total energy use
to 66.3%, against a network traffic flow modeled on real
world data, in comparison to conventional approaches, whilst
maintaining similar performance levels. Our work indicates
that the horizontal intra-device scale out topology is effective
in reducing total energy consumption of a network, without
increasing Jitter within the network, with an increase in the
number of packets lost.

A. Future Work

While initial experiment results are promising and highlight
the potential value of our approach, there are various aspects to
further study and refine to improve the approach. Specifically,
the current approach resulted in an increased packet loss when
a switch enters and leaves the proposed setup. This is, as
stated, an issue in timing disconnect between the recalculation
of the network shape in the MSTP implementation and the
computer managing switch activation. This issue causes packet
loss as a switch is only removed from the MSTP network view
when a recalculation is performed after a switch has already
been deactivated, leading to the loss of any packets intended
to be routed via that switch. To solve this issue we intend to
use a P4 [34] implementation. This implementation would be
managed directly from the controlling computer and would be
used to remove a switch logically from the network, allowing it
to clear its buffer of packets currently being processed, before



deactivating the switch and allowing for the removal of the
MSTP and LAN implementation currently in use.

Another possible improvement is to develop a model which
can predict future traffic demands to allow for additional
small scalable switches to be activated and added to the setup
before the increase in network traffic occurs in order to avoid
a significant increase in latency, jitter and packet loss. A
prediction model would also allow for a higher degree of
certainty that a small scalable switch can be removed from the
system. An alternative to this would be the development of a
new packet, either propagated down a specific path between
server and user or throughout the network to warn of an
immediate increase in traffic through the informed switches,
allowing them to increase their capacity as required and
allowing them to react to sudden increases in demand. Under a
redesigned switch hardware architecture, sleep modes could be
integrated allowing for near-immediate response to increases
in traffic. This would be achieved by setting the next switch
required in sleep mode rather than fully deactivated.
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