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Abstract—Future mobile networks should provide on-demand services for various industries and applications with the stringent guarantees of quality of experience (QoE), which highly challenge the flexibility of network management. However, the diverse requirements of QoE and the management of heterogeneous networks create significant pressure towards communication service providers (CSPs). In the 6th generation mobile networks, the CSPs should guarantee resilient performance for the communication service consumers with less human involvement. In this work, we turn to intent-driven network and on-demand slice management, and to decrease the complexity and cost in full life cycle slice management, we first present an intent-driven closed-loop (CL) control and management framework that automates the deployment of network slices and manages resources intelligently based on the extended CL architecture. And then, we explore and exploit the deep reinforcement learning algorithm to address the problem of resource allocation, which is formulated as a Markov decision process. Finally, we demonstrate the feasibility of the proposed framework by deploying the open radio access network (RAN) infrastructure in OpenAirInterface platform and realizing the CL control and management with near real-time RAN intelligent controller. The emulation results demonstrate the effectiveness of slicing performance, measured in terms of delay and rate.
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I. INTRODUCTION

The 6th generation (6G) mobile communication system is expected to achieve ubiquitous full-band coverage, global wireless access, massive application scenarios, and on-demand performance guarantees [1]. Meanwhile, the 6G will be compatible with typical communication scenarios such as enhanced mobile broadband, high reliability and low latency in the 5th generation (5G) mobile communication system, while also incorporating new application scenarios to provide better service to communication service consumers (CSCs) [2]. The growing demands for new and better services place a heavy burden on communication service providers (CSPs). In complex mobile communication nodes, CSPs not only need to meet consumers’ resource demands but also consider system performance such as service delay and transmission quality [3]. However, it is hard to effectively monitor the real-time network status and make adjustments to resource allocation, and schedule schemes, etc., which reduce the quality of service (QoS) and the quality of experience (QoE) of CSCs. In addition, heterogeneous networks are difficult to achieve effective interconnection and global-oriented resource optimization, resulting in wasted network resources [4-5]. Thus, there call for flexibility, agility, and resilience toward the network management and control.

As an important component of end-to-end mobile network, the radio access network (RAN) also should be with programmability, flexibility and efficiency, due to the high performance vision of the 6G [6]. The open RAN alliance introduces an open RAN architecture which separates and virtualizes the conventional RAN with novel defined interfaces. For example, it was separated into a disaggregation units of the BBU, an open RAN data units (O-DU) and an open RAN radio unit (O-RU) [7], which converts the RAN to become open and fully interoperable. Due to the splitting of baseband processing, open RAN components can be flexibly placed in separate locations. Currently, the software and standards for open RAN is not yet mature. For some small-scale CSPs, the management to open-RAN may present a technological barrier due to the need for greater knowledge. Therefore, it is necessary to design and realize more automated management systems based on the open-RAN.

The 5G innovatively introduces the concepts of network slicing and on-demand services, which reduce the cost of opening private networks while saving effective network resources [8]. However, the current communication service scenarios and management methods of the 5G are insufficient to provide massive application scenarios, and the performance cannot meet the QoS requirements of various application scenarios such as industrial automation and intelligent transportation, hindering the development of emerging services in vertical industries. For example, as a typical application scenario for 5G mobile communication systems, ultra-reliable low-latency communication (URLLC) should be able to achieve end-to-end latency within 60 ms and 99.9999% reliability. In contrast, industrial smart manufacturing applications in the 6G era require end-to-end latency of 1 ms and reliability of up to 99.9999%. Considering the strengths and weaknesses of current slicing technologies, network slicing may still be inherited in 6G as a key enabling technology [9]. In order to enable CSPs to provide satisfactory services to CSCs and save overhead as much as possible, new design and technology breakthroughs in network slicing are needed. The
novel challenges for highly flexible network management and control to simultaneously meet diverse service requirements are as follows:

- It is challenging for the conventional network management approach to obtain the real-time dynamic status of all managed network resources, leading to a heavy reliance on manual intervention and compromised accuracy.
- To meet the diverse service intents of CSCs, the CSPs require a lot of a priori knowledge. Furthermore, they must possess the capability to personalize their services according to the preferences of CSCs. These requirements increase the difficulties in management and operations for CSPs.
- Large-scale and expert-based pre-configuration makes the network error-prone, requiring human judgment of the cause of errors after problems arising and a complex error correction process. The future of mobile communication networks involves a highly dynamic environment with widespread connectivity, ultra-dense access points, and broad coverage. Static control mechanisms are likely to be inapplicable or not as effective as expected.

Hence, there is a urgent need for an improved solution that automates network management to reduce the management complexity. Intent-driven network (IDN) is a closed-loop (CL) architecture based on customers’ intents to build and perform related network operations [10], and it is considered an efficient approach for automating the management of network slicing [11]. As early as 2015, the Northern Interface Working Group of Open Network Fund released the white paper intent-based network [12-13]. Then Gartner, Cisco and Huawei also put forward the definition of IDN [14-15]. In their opinion, IDN is an effective way to achieve greater automation and simplify network management. Through the intent translation and the intent verification in IDN, the service intent of CSC can be converted to the reliable network policy automatically. And the policy will be delegated for deployment to the respective components. This reduces management complexity and costs and increases network efficiency.

The ETSI established the zero-touch network and service management (ZSM) industry specification group (ZSM ISG) in 2017. To address the identified needs and challenges [16], the ISG proposes a scalable, resilient, and reliable reference architecture for end-to-end network and service automation [17], where cross-domain adaptive CL, artificial intelligence (AI) and machine learning (ML) are essential to fully automatize end-to-end management operations [18]. Adaptive CLs aim to eliminate the human interference and create a self-monitoring, self-assessment, and self-managing system. However, traditional policy-based CL solutions lack the flexibility to make quick and correct decisions in the face of highly complex networks. Combining CL with IDN, coupled with AI and ML technologies, could make network management much smarter and simpler.

Considering the strengths and weaknesses of open RAN and some of the benefits of smart technologies mentioned earlier, in order to realize the vision of millisecond service, adaptive management, and flexible architecture, we need to study the intent-driven management framework for 6G open RAN, and realize the combination of CL control and artificial intelligence. The main contributions of this work are summarized as follows:

- We propose an intent-driven closed-loop control and management framework for 6G open RAN. In this framework, we adopt network slicing and intent translation technology to meet variety QoS to respond to the diverse needs of CSCs in open RAN.
- We introduce an intent goal decomposition approach to bridge the gap between CSPs and CSCs, while simplifying the control and management of networks for CSPs. And we introduce event calculus (EC) to model the intent goals decomposition and complete the logical reasoning of each element in the model by python knowledge engine (Pyke).
- We implement a dynamic resource management in network slices using the deep Q network (DQN) algorithm to solve MDP relying on extended CL architecture, which guarantees the performance of each communication service.

The remainder of this paper is structured as follows: Section II introduces the related work. Section III presents the system framework and also outlines each module and the workflow of our framework. Section IV presents a mathematical model based on EC. Section V models the resource management problem and introduces our algorithm to solve the problem. Section VI provides our experimental implementation and results. Finally, the conclusion is given in Section VII.

II. RELATED WORK

A. IDN for Network Management

Standards organizations such as 3GPP, ETSI, and IETF are actively developing drafts or standards related to intent-driven networks. The concept of intent-driven managed services was proposed by 3GPP SA5, defining three holders of intents, communication service customers (CSCs), communication service providers (CSPs), and network operators (NOPs) [19]. Where the CSC represents the intent in the service, he does not need to know enough about the network. The CSP represents those intents to deploy, build, and maintain communication services. The NOP represents those intents to deploy, build, and maintain the network and underlying infrastructure, and provides various intent standard interfaces for users with distinct functionalities. The ITU-T has likewise established the FG-ML5G working group to study future networks, including 5G, using machine learning. The SUPA working group of the Internet Engineering Task Force (IETF) has defined intent as a user’s abstract, high-level policy for controlling the network in autonomous networks, which lays the foundation for the future development of intent. The NMRO working group, who defines intent with “an abstract, high-level policy for operating the network” [20]. IDN, as a novel network paradigm, can automatically transform and configure network resources based on the user’s intent, offering fresh insights to address the shortcomings of excessive human involvement in network management.

In [21], an overarching intent framework for managing 5G network slicing was presented. This framework was proposed to provide a simplified service platform to both users and
operators. The main objective is to speed up the deployment of service requirements. In addition, the framework includes a feedback mechanism on the quality of network services. However, the language used by the user in the description is cumbersome, such as specify the sensor device, guarantee bandwidth. The proposed approach by the authors in [22] leverages intent to automate end-to-end slice configuration and orchestrate resources. Nonetheless, there is room for improvement in the network slice management functionality. Additionally, the model’s ability to enhance QoS remains unclear as there is no evidence or demonstrations of service performance. In [23], the authors proposed the Intent-based Cloud Service Management (ICSM) framework. This framework automates the decision-making process for cloud service providers by taking into consideration the service requirements of cloud users. An ICSM proof-of-concept is also implemented in a laboratory to appraise the architecture performance. The authors in [24] proposed an intent-driven end-to-end network slice management architecture that can manage end-to-end network slices deployed across 5G/Pre-6G infrastructures. And it is validated in Industry 4.0 horizontal and vertical use cases. The results demonstrate the effectiveness of the framework by showing that the management architecture can deploy a network slice for over 8096 nodes in less than half a second. The authors in [25] proposed two practical heuristic algorithms to effectively solve the optimization problem in the scenario of user mobility. In [26], the authors utilized machine learning (ML) techniques to automate the configuration and operational control of 5G testbeds. Their work resulted in an intent-driven network auto-configuration and management platform that allows users to control the network by providing high-level information. The platform generates network configuration policies without the need for expert experience support automatically. In addition, the system continuously monitors the runtime performance and predicts the future CPU utilization of each virtual network function (VNF) using the monitoring information. It also makes configuration changes when necessary to avoid network errors.

The existing works on intent-driven network management have made significant contributions towards automating network management and enhancing user experience. However, some of them have cumbersome language requirements for users to specify their service requirements, while others lack continuity of service performance maintenance. Additionally, some of these approaches rely on a lot of expert experience. Therefore, further research is needed to optimize these approaches for simplifying user access and sustaining high performance.

\section*{B. CLs for Network Management}

The ETSI ZSM working group [27] suggested an authorized framework for end-to-end network and automated service as shown in Fig. 1. In the zero-touch service management (ZSM) architecture they provided, there are multiple management domains (MDs) and a multi-tiered closed-loops (CLs), where lower-level CLs are responsible for self-healing within their domain, and the upper-level will coordinate and optimize all scope to manage the end-to-end network. CLs can coordinate adaptively with each other to provide a satisfactory user experience. This architecture lacks details on implementation and deployment at present. Additionally, the managed entities pertain to complex mobile networks, resulting in multidimensional and complex monitoring data, which poses challenges in drawing accurate conclusions during the analysis stage.

The authors in [28] proposed a zero-touch service management model incorporating exposed CL. It can be applied to automate assurance service. And the model was validated by building a testbed to collect data from OSM monitoring modules and external tools. The analysis of the results shows the value of customer-driven management in the exposed CL. The authors in [27] used intent as a communication mechanism to communicate messages between different layers and MDs in the management system of the ZSM framework, allowing for a higher level of autonomy and flexibility. An intent specification based on uRLLC services is demonstrated, which specifies all goals for URLLC services according to the NEST standard, including specific technical domain aspects such as transmission latency and guaranteed bandwidth to support network slicing requirements from different vertical users. The second is intended to be used in the article to represent targets at different levels throughout the adaptive system, such as service, service, or resource levels. They are processed accordingly by CLs in the management domain at each level and decisions are made by analyzing the gap between observed entities’ state and the goal obtained through the intent. The eventual goal is then to reduce the difference between the desired and the actual state. The authors in [29] proposed a zero-touch network management framework based on CLs, which is a policy-driven network management system capable of automating network management in a hierarchical multi-domain environment architecture based on ZSM through a collaborative distributed CL as well as an artificial intelligence approach. This approach reduces the complexity of network and service management and enables service assurance through the implementation of adaptive features.

The authors in [30] investigated the automation of deployment of cloud RAN systems and propose a ZSM model that enables automated resource awareness and automated RAN unit life cycle management, including instantiation, configuration, monitoring and removal. The implementation of the system provides an NMS with a graphical interface, which is convenient to operate and manage the cloud system. Performance results show that the proposed ZTC system takes only 32 seconds for the automatic deployment of a fully cloud-based RAN system without any human intervention, verifying the availability of end-to-end services.

Fig. 1. The framework proposed by the ETSI ZSM [26].
The authors in [31] proposed a system that can receive multiple intents from human operators, and also predict the influence of every action required in the intents to detect the run-time conflicts then resolve them. This solution instantiates a CL for each intent’s expected KPI. In each CL, the system dynamically considers the global state of the network to detect and resolve conflicts, and it realizes a higher level of automation.

The authors in [32] discussed the end-to-end network slicing of uRLLC with non-standalone 5G standard. Through the mobile edge computing, they demonstrated that their scheme can increase the downlink rate and reduce the end to end delay for uRLLC slice in the scenarios of enhanced mobile broadband (eMBB) and uRLLC slices. Their delay of uRLLC slice was 25 ms. The authors in [33] proposed the ai-greedy algorithm to reduce end to end delay in wireless network. The algorithm was created in an adaptive model, and it will rearrange the network through measuring the distance at every iterations. The result shown that the delay of end to end data transmission was 61.22 ms. The authors in [34] proposed a delay optimal resource allocation model between network slice and substrate network. And used uses the branch and bound method to solve it. The result shown that the delay end to delay of their uRLLC slice was 30 ms. The authors in [35] proposed the service orchestration model SliceNet and implement the end to end cognitive network slicing and slice management framework. Through the edge computing, they shorten the delay to end to end slices to provide better service in the medical scenario. And the average round-trip time from client to edge in their case was 50.68 ms. These data show that the delay is still not up to the 5G standard and further optimization is needed.

In summary, most of works in intent-driven network management is still in the management of users’ input, without considering the continuous monitoring and operation of network services. Besides, the existing zero-touch network management architecture mostly toward single management domains, and the implementation of each component is not yet clear. Due to the rapid changes and high complexity of the next-generation mobile network, it is necessary to further study the whole life cycle automatic management of communication services for future network. Compared with the existing works of network management, the novel contributions of this article are twofold. On the one hand, the intent-driven closed-loop control and management framework based on open RAN. We propose that it can quickly refine and decompose the service requirements of CSCs, find and issue adaptive rules to the managed-entities. For CSPs, this eliminates the need for their extensive a priori knowledge and reduces labor costs. On the other hand, with the help of AI in the corresponding modules, the system is able to ensure the QoS such as low delay and high data rates for CSCs.

III. INTENT-DRIVEN CONTROL AND MANAGEMENT FRAMEWORK FOR OPEN RAN

A. Intent-Driven Control and Management Framework

Based on the open RAN architecture [7] and near real-time RAN intelligent controller (RIC), we present an intent-driven control and management framework for open RAN to provide communication resources to the end-devices in scenarios for CSCs requests. An overview of the framework is shown in Fig. 2. There are three layers in this framework, including the intent layer, control and management layer, and infrastructure layer. The characteristics of each layer and the issues to be addressed are summarized as follows:

The intent layer regards the intent translation as key as accountable for receiving high-level service requirements intent from CSCs through the GUI. And converting requirements into a quintuple with the help of the policy repository.

The control and management layer, consists of a near real-time RIC and offline training model. In order to realize near-real-time CL control and management on infrastructure network, we regarded MAPE-K (monitoring, analysis, plan, execution, knowledge) [36] as a valid logical control and management method. And develop the slice application (xApp-Slice), the monitor application (xApp-Monitor) in the near-real time RIC to realize corresponding modules in MAPE-K.

The infrastructure layer constructs on the disaggregated open RAN which composed of specific elements that will be presented subsequently. And the network slices are logically deployed on the infrastructure network.

B. Disaggregated Open RAN

The core of open RAN’s concept is the separation of software from hardware and vendors. This concept was first introduced by 3GPP in Release 14 [37]. The existing baseband unit (BBU) is broken down into three components, which are radio unit (RU), distribution unit (DU) and central unit (CU). And multiple RUs can be connected to a single DU to reduce the cost of baseband resources by centralized processing multiple need. Moreover, in open RAN, these units link to RAN intelligent controller with open standardized interfaces to control and manage the network in near real-time CL.

E2-Interface: E2 is a logical interface connecting the near-real time RAN intelligent controller (near-RT RIC) with the underlying open RAN nodes. Due to the limitations of radio access technology (RAT), the near-RT RIC function which is bundled with O-CU may only control the underlying open RAN nodes (E2 Nodes) O-CU and O-DU.

O1-Interface: The O1 interface is between open RAN managed element and the management entity. This interface is advantageous to the non-real time (non-RT) control of RAN elements and resources. And the offline training model in non-RT RIC can use the O1 interface to acquire data.
The intent verification is a necessary consideration in order for the intent goal to be executed accurately. The intent verification is based on the commitment theory, which guarantees that the transcreation result can satisfy the original goal. In case of multiple intent conflicts, the conflict deconfliction is performed and the conflict-free intent quintet is distributed to the knowledge of MAPE-K.

D. Decomposition and Reasoning

Through the intent translation, we can get the formalized intent goals of quintuples from the knowledge. Treating each intent goal as an event, we apply the EC to model the refinement processes of intent goals. And the Pyke is a toolkit we used to implement the rules and formulas of EC. It brings in a form of logic programming to the python inspired by Prolog. Thus, it acts as the reasoner of EC and is also associated with the offline training algorithm model to assist in the selective collection of algorithmic information and the setting of decision spaces. It acts as the analysis stage of MAPE-K. And the decomposition model of EC will be introduced later as a separate section.

E. Offline Training Algorithm

The Offline training algorithm is an important component of the control and management layer. It can make different decisions under different resource environments. In our framework, we adopt the DQN as the main body of the algorithm. And it can reduce the action space in complex environments with the help of decomposition and reasoning. The algorithm allows for greater flexibility and adaptability in managing complex and dynamic network environments, enabling the CSPs to optimize network performance, improve resource utilization, and ensure efficient communication resource allocation more simply. It acts as the plan stage of MAPE-K.

F. XApp-Slice and XApp-Monitor in Near Real Time RIC

In the open RAN framework, the near-RT RIC is responsible for the real-time control of the RAN elements and resources by collecting and manipulating fine-grained data on the E2 interface. In our framework, we enhanced the function of the near-RT RIC by creating new xApps to deploy network slicing and monitor the RAN in real time using FlexRIC, a flexible and efficient software development kit (SDK) [38]. The E2 agent has access to internal RAN components within the infrastructure stack to monitor and modify the RAN parameters. The xApp-Slice can create slices, bind terminals to these slices or delete them. Meanwhile, the trained model enables the xApp-slice to dynamically obtain management operations for each slice and send them to the corresponding resources via the E2 interface. It acts as the execution stage of MAPE-K. At regular intervals, the trained model will be replaced by the offline training model. Through the new xApps, logical slices with slices’ label, base-station’s id and users list can be deployed on the open RAN. By utilizing network slicing, CSPs can accommodate the diversified requirements imposed by the verticals. Network slices with different QoS criteria can service for different UEs on demand, such as URLLC services. RAN slicing plays an important role in end-to-end network slicing, ensuring that every service shares communication resources efficiently.
G. Extended Closed-Loop Management

CL is an existing management method [16] in which the system is located on managed entities with specific goals. It is able to monitor and act on the managed entity by analysis, plan, and the execution cycle entity. The CL is achieved through the interaction of management services, which are mainly provided by functional modules in its different phases. The traditional MAPE-K CL consists of four stages: monitor, analysis, plan, and execution, and we have integrated the reward and state services from our DQN model in the traditional architecture, and defined in detail what exactly needs to be stored in the knowledge base, which will be detailed later. Based on the extended CL architecture logically, we developed each model in near-RT RIC to implement the resource management for open RAN.

Specifically, in the extended CL architecture we proposed, and the knowledge of this CL consists of an environment, a system, a target, and an adaptive rules. The environment contains abstract information of the relevant state of the managed entities at present. And the system model mainly contains information such as nodes topology. The goal model contains sub-goals that describe the intent of the actual business application of the management system. The sub-goals can be abstract goals or operational goals. The goal model can determine whether the current state satisfies the sub-goals. The key to the knowledge is the adaptation rule model. The self-adaptation rules consist of three parts: preconditions, data manipulation commands and postconditions. The preconditions describe when the adaptation rules are actually applicable and need to be evaluated on the basis of environment and system. The data manipulation commands describe the change of the control data when the rule is applied. The postconditions describe how the environment should be affected after the action is executed in the ideal state and whether it meets the system intent goals. The monitor stage tracks the state and behavior of all nodes for open RAN to collect information about resources during the entire service provision period, and the information is used to update the system models and the environment models. The analysis stage is where these models are used to decide if managed entities adjustments are needed. The decision is depended on the gap between the system and the intent goal. If SLA violations exceeding fault tolerance values, adaptive rules must be applied to approach the intent again. If a reliable management rule can be found, it will be employed to the system through issuing the analogous configuration parameters within the execution agent. In addition, the employed rules and their expected effects are written in knowledge base for subsequent queries. If not, the system needs to wait the CL for rule learning.

H. Intent-Driven Closed-Loop Control and Management

After analyzing the characteristics and key technologies of the three layers above, the process of our proposed management framework is shown in Fig. 4. First, the CSCs use the interactive interface to input the web-level business intent. This intent is the goal to be achieved and requires the user to inform the life cycle of the system requirement service. Then, the intent manager completes the semantic extraction based on the CSCs’ input and identifies the corresponding information from the knowledge base. It also completes intent decomposition, and gets the services and the SLA that the system will provided. Next, the manager provides the results to the module corresponding to the analysis phase in MAPE-K. If the gap between the environment and the intent goal is greater than the fault tolerance value, corresponding adjustment is needed. The relevant information is then informed to the plan stage. In this phase, it queries the knowledge base for rules that can be applied to adjust the service in the current state. If a reliable rule can be found, it is applied to the managed entities through publishing the analogous operation and configuration in the execution phase. If no, a new assignment rule is learned through DQN. The new rule is then stored in the knowledge base. The monitor provides real-time monitoring of the relevant open RAN resources throughout the service lifecycle. And in our framework, the analysis stage is realized by the decomposition reasoning. The main of plan stage is realized by offline learning in non-RT RIC. The execution is mainly achieved through the E2 Agent and xApp-Slice. And the xApp for monitoring completes the resources information collection in real-time.

IV. INTENT DECOMPOSITION MODEL

A coarse-grained abstract intent goal can be refined into multiple fine-grained sub-intent goals. This section presents a modeling approach and process for decomposing abstract intents into multiple levels. The top of the model is the high-level abstract intent goals derived from the consumers. And the bottom layer of the model can be understood as the most relevant solution. For CSPs, after receiving the high-level intent goals from CSCs. They should implement the solution to deploy the satisfactory services to consumers. For example, completing radio access network configurations including cell list to meet the intent “deploy a URLLC service at the edge of the network” from CSCs. Due to the complex network structure and the changing network status of the controlled area. It is difficult to find the most suitable solution quickly and accurately. This mathematical model bridges the gap between the CSCs requirements and CSPs services, helping them save management costs and reduce the probability of errors. Specifically, the analysis stage in our framework will decompose the CSCs’ intent goal according to the facts and rules which modelled by the EC in the knowledge until the operational goals are found. All these abstract intent goals, the facts and rules are stored in the knowledge base as...
our expert experience. Through the logical reasoning, the abstract intent goals can be refined into multiple possible operational goals rapidly. During this decomposition process, all intent goals need to be firstly represented as a quintuplet 
\(<\text{Region}>, <\text{Attribute}>, <\text{Object}>, <\text{Operation}>, <\text{Result}>\), where \(<\text{Region}>> describes the service identity; \(<\text{Attribute}>> describes the service attributes; \(<\text{Object}>> describes the object targeted by the service; 
\(<\text{Operation}>> describes the expected state, including the link identity, link state, delay, packet loss rate, bandwidth, etc.

The environment is represented by a two-tuple \((A,W)\), where \(A = \{A_1,...,A_n\}\) denotes the functional or the non-functional attributes, and \(W = \{W_1,...,W_i,...,W_n\}\) denotes the weight of each represented attribute.

The decomposition process is a triad \((G, CL, D)\), where \(G\) denotes the network-level business service that the user is trying to implement or the expected outcome at the end of the service. The \(CL\) denotes the control relationships between the service activities, and \(D\) denotes the data relationships between the activities.

Based on the abstraction level, the intent goals are classified as abstract goals and actionable goals. Actionable goals correspond to concrete measures for the net elements and are located at the lowest level of the tree. Each abstract goal can be decomposed into several subgoals in the form of AND/OR, which are other abstract or actionable goals with weight constraints. Usually, the only way to find a concrete operation that matches the abstract goal is through continuous refinement.

In the goal decomposition process, we use event calculus (EC) to represent goals in a high-level abstract and apply logical reasoning to mathematically model the goal decomposition process. EC is a logic-based formalism that is mainly used to represent the temporal priority and is used in the presence of constraints; \(\text{HoldsAt} and \text{Clipped}\) are used as core axioms. We will explain the application of the model in detail in Section VI in conjunction with the service case.

V. RESOURCE MANAGEMENT MODEL FOR OPEN RAN SLICING

A. Problem Model as Markov Decision Process

The efficient resource allocation methods are crucial for network management. Thus, they play a fundamental role in our knowledge base regarding as the operational goals. In the control and management layer of our framework, the resource allocation focus on effectively scheduling MAC resources in O-DU of each slice. Static resource management is flawed because of the unpredictability inherent in the wireless channel, we consider the dynamic approach to reassign resources in time depended on network and channel changes. To do that, the resource allocation among the open RAN slices is represented as a Markov decision process (MDP) in our modeling. Since there are limited communication resources shared between networks with different service slices, the goal of our MDP problem is to minimize the probability of violating the service level agreement (SLA), which identifies both the services required and the expected level of all service slices.

\[
\begin{align*}
\arg \min_r P(r) & \leq \lambda_{\text{slicen}}, \\
\text{s.t.,} & \sum_{n=1}^{N} \sum_{m=1}^{M} e_n u_m \leq K, \\
\end{align*}
\]

where \(\lambda_{\text{slicen}}\) indicates the desired threshold in QoS requested by slice \(n\), and \(\varepsilon_n\) indicates the tolerated error range. \(e\) and \(u\) are vector of \(e_n\) and \(u_m\) as resource allocation indicator. \(N\) indicates total number of RAN slices providing communication services. \(M\) is the amount of UEs in each slice. \(K\) indicates total communication resources available for allocation in MAC. The above variables have been summarized in Table I. MDP provides a usable mathematical framework for solving optimization problems. Therefore, we model (4)
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<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{alloc}$</td>
<td>desired threshold in QoS requested by slice $i$</td>
<td>Limitations corresponding to the slice getting from the result of translation</td>
</tr>
<tr>
<td>$Q_{slice}(s, a)$</td>
<td>performance state specific values</td>
<td>The actual value corresponding to the expected performance of each slice</td>
</tr>
<tr>
<td>$r_t$</td>
<td>reward allocation indicator</td>
<td>Number of resources allocated per slice</td>
</tr>
<tr>
<td>$a_t$</td>
<td>resource allocation indicator</td>
<td>Number of resources allocated per user</td>
</tr>
<tr>
<td>$S_t$</td>
<td>total communication resources</td>
<td>Number of resources in communication environment</td>
</tr>
<tr>
<td>$s_t = {s_1^t, ..., s_n^t}$</td>
<td>current state each step</td>
<td>Existing resource distribution, Resource utilization, Throughput, Delay, Reliability</td>
</tr>
<tr>
<td>$A_t = {a_1^t, ..., a_n^t}$</td>
<td>action of state at each step</td>
<td>The adjustment of RBs allocation;</td>
</tr>
<tr>
<td>$r_t$</td>
<td>reward at each step</td>
<td>+1 for decreasing the goal distance function; -1 for increasing the goal distance function</td>
</tr>
<tr>
<td>$Q(S_t, A_t)$</td>
<td>Q-function maps state to Q-values</td>
<td>Current reward and discounted future max Q value</td>
</tr>
<tr>
<td>$\theta$</td>
<td>all parameters of the neural network</td>
<td>Each representing a weight in the neural network</td>
</tr>
<tr>
<td>$L(\theta)$</td>
<td>Loss function</td>
<td>Calculate the difference of Q-value between Q-eval and Q-target network</td>
</tr>
</tbody>
</table>

as a single-agent MDP, and solve it by DQN, an offline deep reinforcement learning algorithm. As our framework in Fig. 2, the offline algorithm collects the useful information over time by the xApp-Monitor in the near-RT RIC. It is the intelligent agent responsible for making the resource allocation plans to manage open RAN. The important members of our MDP are outlined below:

- **State Space**: The state of controller agent represents the open RAN status in each time step, includes the setting of related UEs, available RBs, and QoS of slice $e_n$.
- **Action Space**: The agent needs to decide how resources should be allocated to the open RAN slices and associated UEs. Both the open RAN slices and UEs can utilize multiple RBs to satisfy the desired QoS, as a result, the action is characterized by row vectors $e, u$. In every step time $t$, the agent will decide to perform action based on policy.
- **Reward Function**: The value of reward depends on whether it reasonably allocates the required resources. An operation is considered successful if it satisfies the SLA constraint. Since our goal is to minimize the SLA violation probability, the reward can be expressed as the complement of violation probability.

### B. Open RAN Slicing Based on Deep Q Network Algorithm

We use the DQN approach to investigate the defined MDP model. And it contains two essential phases: the training and the implementation. In the training phase, two neural networks are used in an offline manner. Rewards, actions, policies, states, agents, and environments are all essential elements in the process of training. In our framework, the neural networks of Q-evaluation (Q-eval) are trained offline with the train data collected by the xApp-Monitor in a period of time. The mapping of the DQN algorithm from the OAI-based disaggregated open RAN environment to each parameter of model is shown in the Table I.

The agent retrieves the state $S_t = \{s_1^t, s_2^t, s_3^t, s_4^t, s_5^t\}$ from the underlying network during each training iteration, where $s_1^t$ is the existing resource distribution, $s_2^t$ is the resource utilization, $s_3^t$ is the throughput, $s_4^t$ is the delay, and $s_5^t$ is the reliability.

Based on the algorithm model, the output to the state will be the action $A_t = \{a_1^t, a_2^t, a_3^t\}$, where $a_1^t$ is the resource allocation in slice 1, $a_2^t$ is the resource allocation in slice 2, and $a_3^t$ is the resource allocation in slice 3. And the immediate rewards $r_t$ will be received. Regardless of whether the state is positive or negative, the intelligent agent must learn to maximize potential rewards through

$$R_t = \sum_{k=0}^{N} \gamma^k r_{t+k+1},$$  \hspace{1cm} (5)

where $N$ refers to the total number of training steps throughout the learning process, $\gamma(0 < \gamma < 1)$ represents the discount factor represents the present value of future rewards. Equation (5) serves as a reference to predict the future reward that will be obtained. But one disadvantage is that the reward may vary randomly based on the initial value of the state. As a result, during each training step, the expected reward value for taking action focusing on a particular state is

$$Q(S_t, A_t) = E[r_t | S_t, A_t] = E[r_t + \gamma \max_{a_{t+1} \leq A} Q(S_{t+1}, a_{t+1})],$$  \hspace{1cm} (6)

which represents action function. It is responsible for selecting the optimal control action that maximizes the reward value for each state. However, since intelligent agents cannot initially determine the optimal control action, it is crucial to explore untrained state-action pairs during the learning process. The greedy strategy $\varepsilon - greedy, 1 - \varepsilon$ means the probability that previously stored Q values are utilized. Random actions are learned with a uniform distribution probability of $\varepsilon$. In DQN, actions updates are performed by

$$Q(S_t, A_t) \leftarrow (1 - \alpha) Q(S_t, A_t) + \alpha(r_t + \gamma \max_{a_{t+1} \leq A} Q(S_{t+1}, a_{t+1})),$$  \hspace{1cm} (7)

In (7), $\alpha$ is a constant represents the learning rate that determines the number of action updates. Thus, (7) is converted to

$$Q(S_t, A_t) \leftarrow Q(S_t, A_t) + \alpha(r_t + \gamma \max_{a_{t+1} \leq A} Q(S_{t+1}, a_{t+1}) - Q(S_t, A_t)).$$  \hspace{1cm} (8)

If the algorithm converges, the second term in (8) will become zero. Additionally, within the parentheses, it represents the error of the temporal difference. In the algorithm, the optimal action is refined through frequent updates of the action values that this inaccuracy is approximated to be 0.

The Q-network is responsible for calculating the action-value function in DQN, and it is named so since it is approximated by the neural network. During the training process, the Q-network’s parameters are updated to minimize the inaccuracy between the predicted and actual action values, which is regarded as the function that measures the loss. Thus, the Q-value of the target can be the label of the training, the loss function expressed as the mean square error (MSE) of the target and the current is

$$L(\theta) = E[(y_t - Q(S_t, A_t; \theta))^2],$$  \hspace{1cm} (9)

$$y_t = r_t + \gamma \max_{a_{t+1} \leq A} Q(S_{t+1}, a_{t+1}; \theta),$$  \hspace{1cm} (10)

where $y_t$ denotes the Q-values of Q-target network, $\theta$ is employed to depict all the parameters of Q-evaluate network. And the intelligent agent can acquire knowledge of action values by iteratively updating them towards the target.
Learning occurs through the interaction of an intelligent agent and its environment, where pre-existing experiences are used to set states, actions, and rewards. By receiving experience inputs in a sequential manner, the agent can establish correlations between the data as it learns. In order to eliminate correlations, experience replay is necessary for the neural network to learn from past experiences. When the parameters are bound to \(\theta\), they would update through gradient backpropagation. And the gradient is equal to the loss function taking the partial derivative of \(\theta\) as

\[
\nabla L(\theta) = E[(y_t - Q(S_t, A_t; \theta))\nabla \theta Q(S_t, A_t; \theta)].
\]

The fixed range for the target is referred to as the renew space of \(\theta\). Utilizing it, the Q-target network Q-value in \(i\) iterations is computed, as opposed to the present Q-network’s update. \(Q(s_{t+1}, a_t; \theta)\) serves as the target for the Q-network and is updated at the intervals of steps, rather than through iterative updates over time. The current Q-network’s parameters, \(\theta\), is updated through gradient backpropagation. And the gradient is equal to the loss function taking the partial derivative of \(\theta\) as

\[
\nabla L(\theta) = E[(y_t - Q(s_t, a_t; \theta))\nabla \theta Q(s_t, a_t; \theta)].
\]

The pseudo-code for the algorithm, based on the above formula and algorithmic model, has been given in our previous work [39].
on the pre-defined axioms implemented in the EC. In order to complete the decomposition of the abstract goal until the element corresponding to the attribute that is an operation goal is found, some relevant axioms need to be known in advance.

The resource allocation representation consists of a complex action which is compounded by the atomic actions RB allocation RBadjust, CPU allocation CPU as

\[
\text{Happens(allocation, } t_1, t_2) \leftarrow \text{Happens(RBadjust, } t_1, t_2) \lor \text{Happens(CPU, } t_1, t_2) .
\]

Then, a fluent—end-to-end delay requirement delay reflects the network real-time state of the uRLLC service provided by the CSPs. This state is affected by the complex action allocation but the effect requires further learning and is temporarily represented by unknown. That is to say that the delay constraint cannot be inferred to be satisfied when the resource allocation is true as

\[
\text{Initiates(allocation} \land \text{delaymon, delay, } t_1, t_2) \leftarrow \text{Happens(allocation, } t_1, t_2) \land t_1 < t < t_2 \land [
\text{Happens(delaymon, } t_1, t_2) \lor \text{Happens(RBadjust, } t_1, t_2) \lor \text{Happens(CPU, } t_1, t_2)] \land 
\text{Happens(delaymon, } t_1, t_2) .
\]

A fluent reliability requirement reliability reflects the degree of accuracy of the provided service and is used to measure how often the overall adaptive management system makes the correct decision, which can be calculated by the mean squared error (MSE). Since unsupervised learning has no historical data, it can be solved by comparing the actual target distance after performing the action with the neural network prediction; A fluent—throughput requirement throughput mainly reflects the downlink rate when the data is downloaded; A fluent—provides satisfactory automatic driving service is true only when the requirements of delay, reliability, throughput are both satisfied as

\[
\text{HoldsAt(self} \rightarrow \text{driven, } t) \leftarrow \text{Initiallyp(delay) } \land \text{Clipped(0, delay, } t) \land \text{Initiallyp(reliability) } \land \text{Clipped(0, reliability, } t) \land \text{Initiallyp(throughput) } \land \text{Clipped(0, throughput, } t).
\]

B. Simulation Setup and Environment Details for Open RAN

In order to illustrate the control and management process of our framework, we first simulate our managed-entities with the help of the OAI platform. The RU handles each part of the digital front end (DFE) and PHY layer as well as the digital beamforming functions. The DU runs the RLC, the MAC and part of the PHY layer. The CU is responsible for its operation. The RU is deployed on processors Intel Core i7-1260 CPU@2.10GHz, along with usp r b210. And the controller’s operating system is Ubuntu 18.04 with low-latency kernel “Linux 4.8-0-52”. The evolved packet core (EPC) uses VMware Workstation Pro 16 to deploy in i5-3210M CPU, indicating that the OAI has implemented all the functionalities of the EPC. What’s more, the PC deploying the RU runs FlexRIC and xApps as the SD-RAN controller, the UEs in the network model are deployed by smart phone—Redmi 4A and VMware. They are linked to the base station through antenna and bridge. The decomposition of the goals implemented through logical reasoning by Pyke 1.1.1. DQN algorithm is designed on Python 3.6 platform, using TensorFlow 1.13.1 to build the Q-eval network and Q-target network for the offline training, and it runs on Ubuntu 18.04. The relevant settings of the test bed can be clearly seen in Table III.

C. Analysis of Results

The above events, fluent, axioms have been translated into the programmes of Pyke, and the programmes decomposition_knowledge.krb as shown in Fig. 6(a) have
been stored in the knowledge base. Through the defining the different types of facts, rules, the backend algorithm in the plan stage can obtain the operational goals to reduce the decision space. And the reasoning result is shown in Fig. 6(b).

To demonstrate the feasibility of our framework, we presented the process of CL control and management for open RAN, which can provide satisfactory services to CSCs in automatic driving instance. First, the management system will translate the highest level intent goal provided by the CSCs as a quintuplet, shown in Table II.

Then, the intent goal whose object is the global virtual slice needs to perform further refinement and decomposition until the intent goal’s attribute is “operational goal” as shown in Table IV. This process is realized by Pyke with the help of knowledge. It will be passed to the algorithmic model to narrow down the decision space for it, and eventually the DQN will find out the specific management operation parameters.

Based on the intent goals decomposition and translation as described above, the near-RT RIC will create initializing slices on open RAN. During the whole process, the xApp-Monitor in the controller monitors the status of related elements, and stores them in Knowledge. The trained model with the DQN supports the xApp-Slice to realize the resource management through this status. And the performance and gain of our framework will be illustrated by the following two parts:

**DQN training performance:** The simulation parameters of DQN are shown in Table III. And the Fig. 7 illustrates the convergence of resource management DQN algorithms. In Section V, during the training process of the DQN, we have specified a loss function, also referred to as cost, which decreases gradually. Meanwhile, we investigated the effect of the learning rate for the loss function on our algorithms, and it is shown in the four subplots of Fig. 7. So it is obvious that when the learning rate is too low in Fig. 7(a), the loss function changes slowly and it takes longer to make the algorithm converges. When the learning rate is too big in Fig. 7(c) and Fig. 7(d), the cost vibration amplitude is very large and may cause the loss function to cross directly over the global optimum point. Therefore, 0.001 is chosen as the suitable learning rate of our algorithm. In Fig. 7(b), during the offline training process to obtain the resource management solution, due to the phenomenon of exploration, the performance of algorithms in the early stages is powerless. The agents tend to rely less on what they have learned and more on taking random actions. At the end of the training, the error is minimised, implying that the Q-value becomes accurate.

**The performance gain of delay and rate:** The delay variation over time for the open RAN with UE1 as the end-device is shown in Fig. 8(a). And the variation of download rate is shown in Fig. 8(b). It is apparent that at \( t = 0 \), we enter the intent for automatic driving. Since no automatic driving service slice was previously running on managed entities, the execution starts the slice deployment through the near-RT RIC. After the deployment, UE1 starts to access this service device is shown in Fig. 8(a). The monitor in the controller shows that the end-to-end (E2E) slice networks have a delay of 37ms and a download rate of 1.8Mbps. These values do not meet the expected results. So the plan first is to find the available rules in knowledge, but no luck. And its DQN module needs to find out the best resource management rules to make the expected results of the system. As a result, the delay and rate began to fluctuate. After a period of training, the system finds the most appropriate rule to distribute by

---

**TABLE III**

<table>
<thead>
<tr>
<th>Hardware/Software</th>
<th>Role</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intel Core i7-1260 <a href="mailto:CPU@2.10GHz">CPU@2.10GHz</a></td>
<td>the RU</td>
</tr>
<tr>
<td>i5-3210M CPU</td>
<td>the Core</td>
</tr>
<tr>
<td>Redmi 4A and VMware</td>
<td>the UEs</td>
</tr>
<tr>
<td>Ubuntu 18.0</td>
<td>the operating system</td>
</tr>
<tr>
<td>“Linux 4.8.0-52”</td>
<td>logical reasoning</td>
</tr>
<tr>
<td>Pyke 1.1.1</td>
<td>algorithm</td>
</tr>
<tr>
<td>Python 3.6</td>
<td>neural network</td>
</tr>
<tr>
<td>TensorFlow 1.13.1</td>
<td>Parameter setting</td>
</tr>
</tbody>
</table>

**TABLE IV**

<table>
<thead>
<tr>
<th>Intent</th>
<th>RB allocation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region</td>
<td>mobile network</td>
</tr>
<tr>
<td>Attribute</td>
<td>operational goal</td>
</tr>
<tr>
<td>Object</td>
<td>O-DU</td>
</tr>
<tr>
<td>Operation</td>
<td>scheduling free RBs for new slice; reduce the allocation for new slice</td>
</tr>
<tr>
<td>Result</td>
<td>delay &lt; 20ms; rate &gt; 1Mbps</td>
</tr>
</tbody>
</table>

---
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execution. So the delay and rate of service’s slices were stale at the desired value. At this point, the management framework has made the open RAN minimize the delay on the basis of meeting the rate requirements. Through the simulation results of Fig. 8, especially the variation of the loss function in Fig. 8(c), we can also see that the value of $\varepsilon$ in the DQN will affect the learning speed of the management system. Either too large or too small values of $\varepsilon$ will slow down the management speed. So in our model, we use $\varepsilon = 0.45$ to ensure the system timeliness. Fig. 8(d) shows that the cumulative reward increases as the growth of the number of training episodes, that illustrates the gain of our algorithm.

VII. CONCLUSION

In this paper, we proposed an intent-driven closed-loop control and management framework and introduced its workflow on the open RAN. To realize closed-loop control, we modeled the problems of the intent goal decomposition and the resource management of slices with event calculus and markov decision process. Additionally, we designed the deep Q network algorithm to address the problems of resource management. With the help of open source platform, we deployed every control and resource module in our framework. And through the case of “providing automatic driving service”, we demonstrated the reliability and performance gain of our framework. It can be used to assist the communication service providers in offering diverse services to consumers and managing them in a highly complex mobile network. In the future, we plan to extend our framework by tailoring the management rules to the corresponding network slices in core network and migrating the management systems to the elements of 6G network. These extensions will further enhance the capabilities of our framework and enable it to adapt to future network requirements.
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