Correlation energy of the spin-polarized electron liquid by quantum Monte Carlo
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Variational and diffusion quantum Monte Carlo (VMC and DMC) methods with Slater-Jastrow-backflow trial wave functions are used to study the spin-polarized three-dimensional uniform electron fluid. We report ground state VMC and DMC energies in the density range $0.5 \leq r_s \leq 20$. Finite-size errors are corrected using canonical-ensemble twist-averaged boundary conditions and extrapolation of the twist-averaged energy per particle calculated at three system sizes ($N = 113, 259, 387$) to the thermodynamic limit of infinite system size. The DMC energies in the thermodynamic limit are used to parameterize a local spin density approximation correlation function for inhomogeneous electron systems.

**Introduction.** The three-dimensional uniform electron liquid (UEL) is an important model for studying many-body interactions in fermionic systems and for describing the electronic structures of real materials [1–11]. The UEL model at high density can be used to understand the behavior of real systems under extreme conditions, for example in studies of warm dense matter, which is an exotic, highly compressed state of matter that exists between solid and plasma phases at high temperatures and pressures [5, 12]. Furthermore, accurate calculations of the correlation energies of spin-polarized electron liquids are essential for density functional theory (DFT) as they enable the parameterization of spin-exchange-correlation functionals that allow DFT to be used to study the magnetic properties of materials.

The pairwise Coulomb interaction introduces many-body correlations in fermionic systems such as the electron liquid. The correlation energy of the electron liquid is defined as the difference between the exact ground-state energy per particle and the Hartree-Fock (HF) ground-state energy per particle. The correlation energy is only a small percentage of the total energy of an electronic system, but it significantly affects the chemical bonding, electronic structure, and magnetic properties of materials [13–15]. The Kohn-Sham formalism of DFT [16, 17], which is widely used to describe the chemical and physical properties of real systems, depends on the correlation energy of the electron liquid [18–20] as calculated by many-body wave function-based methods [21–24], including quantum Monte Carlo (QMC) simulation [2, 25–31]. The variational (VMC) and diffusion quantum Monte Carlo (DMC) methods [2, 32] used in this work are stochastic methods for determining ground state expectation values of quantum operators.

This work presents new VMC and DMC results for the correlation energy of the ferromagnetic (i.e., spin-polarized) three-dimensional UEL (3D-UEL), which are lower than previously reported results. QMC energies obtained in finite simulation cells obey the variational principle, and it is reasonable to assume that the QMC energy per particle extrapolated to the infinite system-size limit is also in practice an upper bound on the true energy per particle. Hence the fact that our energies are lower than previous works suggests that our results are more accurate.

We used the VMC and DMC techniques to obtain 3D-UEL ground state energies at high and intermediate densities ($0.5 \leq r_s \leq 20$). In the VMC method, parameters in trial wave functions are optimized according to the variational principle, with energy expectation values calculated by Monte Carlo integration in the 3N-dimensional space of electron position vectors. In the DMC method, the imaginary-time Schrödinger equation is used to evolve a statistical ensemble of electronic configurations towards the ground state. Fermionic antisymmetry is maintained by the fixed-phase approximation, in which the complex argument of the wave function is constrained to equal that of an approximate trial wave function optimized within VMC. The CASINO package was used for all our QMC calculations [33].

**Trial wave function.** The simplest fermionic wave function is a Slater determinant of one-electron orbitals, which describes exchange effects but not correlation. Multideterminant wave functions [34] and pairing (geminal) wave functions [35] can be used to describe correlation effects in electronic systems. However, the most efficient method of going beyond the Slater wave function in QMC calculations is to multiply it by a Jastrow factor $\exp(J)$, resulting in a Slater-Jastrow wave function [2, 26, 27]. The Jastrow factor usually depends explicitly on the distances between particles, thereby allowing a very compact description of correlation effects.
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with a relatively small number of variational parameters. The Jastrow factor is positive everywhere and symmetric with respect to the exchange of indistinguishable particles, so it does not change the nodal surface defined by the rest of the wave function. By evaluating the orbitals in the Slater determinant at quasiparticle coordinates $X(R)$, which are functions of all the electron positions $R$, we introduce a backflow transformation [36, 37], and the resulting wave function is referred to as a Slater-Jastrow-backflow (SJJB) wave function. We used a SJJB trial spatial wave function $\Psi(R) = e^{i\theta(R)}S(X(R))$ for all the systems studied, where $R = (r_1, \ldots, r_N)$ is the $3N$-dimensional vector of electron coordinates. The antisymmetric Slater part $S$ is a product of determinants of single-particle orbitals which are of the free-electron form $\psi_k(r) = \exp(ik \cdot r)$, where wavevector $k$ is a reciprocal lattice vector of the simulation cell offset by twist vector $k_s$, where $k_s$ lies in the supercell Brillouin zone. The details of our Jastrow factor and backflow functions are provided in our previous works [8, 10, 38].

Finite-size effects. Monte Carlo-sampled canonical-ensemble twist-averaged (TA) boundary conditions were used to reduce quasirandom single-particle finite-size (FS) errors in total energies due to momentum quantization effects [39–43].

The HF kinetic and exchange energies were used as control variates to improve the precision of the TA energy. Systematic FS errors due to the use of the Ewald interaction rather than $1/r$ to evaluate the interaction between each electron and its exchange-correlation hole and the incomplete description of long-range two-body correlations were removed by fitting

$$E_{\text{DMC}}(N) = E(\infty) + b/N \tag{1}$$

to the TA DMC energy per particle $E_{\text{DMC}}(N)$ at different system sizes $N$, where $b$ and $E(\infty)$ are fitting parameters. Unlike the previous work of Spink et al. [29], we do not rely on analytic FS correction formulas [41, 44], but instead use the analytic results to provide the exponents used in FS extrapolation formulas. All our calculations were performed using face-centered cubic (fcc) simulation cells, maximizing the distance between each particle and its closest periodic image.

The leading-order analytical FS correction to the energy per electron of the 3D-UEL is $\Delta E_1 = \frac{\sqrt{3}/2N}{2N}$ [44], where $N$ is the number of electrons. The next-to-leading-order correction is

$$\Delta E_2 = \frac{C}{\pi r_s^2 (2N)^{4/3}} \left[ \left(1 + \zeta\right)^{2/3} + \left(1 - \zeta\right)^{2/3} \right], \tag{2}$$

where $\zeta$ is the spin polarization and $C = 5.083$ for an fcc simulation cell [41]. We calculated the analytical FS correction $\Delta E = \Delta E_1 + \Delta E_2 + \Delta E_{\text{SP}}$, where $\Delta E_{\text{SP}} = T_{\text{HF}}(\infty) - T_{\text{HF}}(N)$ is the correction for residual single-particle errors in the TA HF kinetic energy $T_{\text{HF}}$. Figure 1 illustrates the difference between analytical FS corrections $\Delta E$ to the TA energies per particle and FS corrections obtained by extrapolation [i.e., $E_{\text{DMC}}(\infty) - E_{\text{DMC}}(N)$, where $E_{\text{DMC}}(\infty)$ is the DMC energy at the infinite system size limit obtained by extrapolation using Eq. (1) and $E_{\text{DMC}}(N)$ is the TA DMC energy for a finite simulation cell containing $N$ electrons]. The analytical FS corrections do not include an $O(N^{-1})$ contribution arising from FS effects due to backflow [42]; however, these FS effects and any further $O(N^{-1})$ FS effects are removed by extrapolation.

Table I lists FS corrections, which are calculated analytically and by extrapolation of the TA VMC and DMC energies to the infinite system size limit, for all the studied system sizes and densities. The VMC and DMC FS corrections for high-density systems are almost the same, while decreasing the density makes the DMC FS correction slightly larger than the VMC correction.

Quantum Monte Carlo energies. We performed QMC calculations for the ferromagnetic 3D-UEL in simulation cells with $N = 113$, 259, and 387 electrons for each density. Our DMC energies for $r_s = 0.5, 0.75, 1, 2, 3, 4, 5, 10,$ and 20 were obtained using time steps $\tau = 0.005, 0.01, 0.02, 0.05, 0.1, 0.16, 0.25, 1.0,$ and 2.0, respectively, with a target walker population of 2560. The time step bias for the selected $\tau$ is negligible [8, 10]. The TA QMC energies for different system sizes are listed in Table II.

Table III shows the VMC and DMC energies at the infinite system size limit and the $\chi^2$ value for the fit of Eq. (1). The increase in the $\chi^2$ value at high density is due to the crossover between HF-like behavior at small system sizes to interacting Fermi-liquid behavior at large system sizes. This behavior is much more pronounced in VMC than in DMC. Our DMC correlation energies are compared with previous results in Table IV. The results of Spink et al. [29] were obtained using SJJB-DMC without the $\pi$ term, which is a plane-wave two-body term [28], in the BF. They corrected FS errors using canonical-ensemble twist averaging, and analytical corrections $(\Delta E)$ [41, 44], but did not include the

![FIG. 1. Difference between FS corrections obtained analytically and by extrapolation DMC energies to infinite system size using Eq. (1), plotted against density parameter $r_s$.](image)
TABLE I. Finite-size corrections in mHa obtained analytically and by extrapolation of VMC and DMC energies to the thermodynamic limit.

<table>
<thead>
<tr>
<th>N</th>
<th>0.5</th>
<th>0.75</th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
<th>10.0</th>
<th>20.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>analytic</td>
<td>16.62</td>
<td>9.55</td>
<td>6.40</td>
<td>2.394</td>
<td>1.335</td>
<td>0.879</td>
<td>0.635</td>
<td>0.230</td>
<td>0.082</td>
</tr>
<tr>
<td>VMC</td>
<td>12.25(7)</td>
<td>7.50(4)</td>
<td>5.22(1)</td>
<td>2.083(5)</td>
<td>1.182(7)</td>
<td>0.789(4)</td>
<td>0.585(3)</td>
<td>0.207(1)</td>
<td>0.07(1)</td>
</tr>
<tr>
<td>DMC</td>
<td>12.24(7)</td>
<td>7.52(1)</td>
<td>5.25(2)</td>
<td>2.092(1)</td>
<td>1.192(3)</td>
<td>0.785(1)</td>
<td>0.589(4)</td>
<td>0.215(1)</td>
<td>0.078(7)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>N</th>
<th>0.5</th>
<th>0.75</th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
<th>10.0</th>
<th>20.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>analytic</td>
<td>7.59</td>
<td>4.32</td>
<td>2.88</td>
<td>1.065</td>
<td>0.592</td>
<td>0.3889</td>
<td>0.280</td>
<td>0.101</td>
<td>0.036</td>
</tr>
<tr>
<td>VMC</td>
<td>5.39(7)</td>
<td>3.29(4)</td>
<td>2.28(1)</td>
<td>0.913(5)</td>
<td>0.517(7)</td>
<td>0.343(4)</td>
<td>0.258(3)</td>
<td>0.091(1)</td>
<td>0.033(1)</td>
</tr>
<tr>
<td>DMC</td>
<td>5.39(7)</td>
<td>3.31(1)</td>
<td>2.31(2)</td>
<td>0.912(1)</td>
<td>0.518(3)</td>
<td>0.343(1)</td>
<td>0.259(4)</td>
<td>0.095(1)</td>
<td>0.035(1)</td>
</tr>
</tbody>
</table>

TABLE II. TA HF, VMC, and DMC total energies in Ha per electron of spin-polarized 3D-UELs. N is the number of electrons in the fcc simulation cell. TA VMC energy variances in Ha² are also reported.

<table>
<thead>
<tr>
<th>N</th>
<th>0.5</th>
<th>0.75</th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
<th>10.0</th>
<th>20.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>analytic</td>
<td>5.854558(6)</td>
<td>2.330313(3)</td>
<td>1.162757(1)</td>
<td>1.427486(3)</td>
<td>−0.0923078(4)</td>
<td>−0.0382833(1)</td>
<td>−0.0481719(1)</td>
<td>−0.00163115(7)</td>
<td>−0.02520187(3)</td>
</tr>
<tr>
<td>E_{VMC}</td>
<td>5.808195(6)</td>
<td>2.305623(9)</td>
<td>1.139746(1)</td>
<td>0.1238369(3)</td>
<td>−0.018672(1)</td>
<td>−0.0528478(8)</td>
<td>−0.0613822(7)</td>
<td>−0.0599599(3)</td>
<td>−0.0313879(1)</td>
</tr>
<tr>
<td>E_{DMC}</td>
<td>5.808184(7)</td>
<td>2.305612(4)</td>
<td>1.139729(2)</td>
<td>0.123820(2)</td>
<td>−0.018680(1)</td>
<td>−0.052860(1)</td>
<td>−0.061395(1)</td>
<td>−0.0599754(5)</td>
<td>−0.0314033(3)</td>
</tr>
<tr>
<td>Var.</td>
<td>0.33(2)</td>
<td>0.102(6)</td>
<td>0.060(3)</td>
<td>0.0112(4)</td>
<td>0.0049(1)</td>
<td>0.00263(7)</td>
<td>0.00156(4)</td>
<td>0.00362(7)</td>
<td>0.000082(1)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>N</th>
<th>0.5</th>
<th>0.75</th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
<th>10.0</th>
<th>20.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>analytic</td>
<td>5.854561(2)</td>
<td>2.337769(1)</td>
<td>1.168586(6)</td>
<td>1.457384(6)</td>
<td>−0.0929783(1)</td>
<td>−0.03867691(8)</td>
<td>−0.04957388(6)</td>
<td>−0.0410213(2)</td>
<td>−0.0249661(1)</td>
</tr>
<tr>
<td>E_{VMC}</td>
<td>5.851066(3)</td>
<td>2.309840(2)</td>
<td>1.1246887(6)</td>
<td>0.1250068(6)</td>
<td>−0.0180072(5)</td>
<td>−0.0524023(3)</td>
<td>−0.0616555(4)</td>
<td>−0.0508438(2)</td>
<td>−0.0313465(1)</td>
</tr>
<tr>
<td>E_{DMC}</td>
<td>5.851034(8)</td>
<td>2.309831(8)</td>
<td>1.124672(5)</td>
<td>0.125000(1)</td>
<td>−0.018016(1)</td>
<td>−0.052418(1)</td>
<td>−0.061665(1)</td>
<td>−0.0508555(4)</td>
<td>−0.0313595(5)</td>
</tr>
<tr>
<td>Var.</td>
<td>0.34(2)</td>
<td>0.218(8)</td>
<td>0.114(2)</td>
<td>0.0233(6)</td>
<td>0.0095(2)</td>
<td>0.00526(7)</td>
<td>0.00308(4)</td>
<td>0.000682(8)</td>
<td>0.000158(2)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>N</th>
<th>0.5</th>
<th>0.75</th>
<th>1.0</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
<th>10.0</th>
<th>20.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>analytic</td>
<td>5.849115(1)</td>
<td>2.3401955(8)</td>
<td>1.1704411(5)</td>
<td>1.4669147(1)</td>
<td>0.0003433(1)</td>
<td>−0.03628659(6)</td>
<td>−0.04657043(4)</td>
<td>−0.04082637(1)</td>
<td>−0.024798478(7)</td>
</tr>
<tr>
<td>E_{VMC}</td>
<td>5.816683(3)</td>
<td>2.310966(1)</td>
<td>1.143459(1)</td>
<td>0.1253138(5)</td>
<td>−0.01783(1)</td>
<td>−0.0522918(6)</td>
<td>−0.0690676(3)</td>
<td>−0.0508112(2)</td>
<td>−0.03133433(9)</td>
</tr>
<tr>
<td>E_{DMC}</td>
<td>5.816683(8)</td>
<td>2.310942(5)</td>
<td>1.143460(5)</td>
<td>0.125301(2)</td>
<td>−0.01784(2)</td>
<td>−0.052304(1)</td>
<td>−0.069074(2)</td>
<td>−0.0508228(2)</td>
<td>−0.0313472(4)</td>
</tr>
<tr>
<td>Var.</td>
<td>0.77(4)</td>
<td>0.32(1)</td>
<td>0.177(6)</td>
<td>0.0340(7)</td>
<td>0.0136(2)</td>
<td>0.00730(9)</td>
<td>0.00460(5)</td>
<td>0.00101(1)</td>
<td>0.000228(2)</td>
</tr>
</tbody>
</table>

 subsequenly derived FS correction due to backflow [42]. To compare with the work of Spink et al. [29], we performed QMC calculations for r_s = 0.5, 1, and 2, using a 118-electron fcc simulation cell, without including a π term in the BF. Our TA DMC energies for r_s = 0.5, 1, and 2 are 5.81036(1), 1.14082(1), and 0.12436(2) Ha per electron, respectively, while the TA DMC energies reported by Spink et al. [29] for the same system size and density without analytical FS correction are 5.80967(2), 1.14036(2), and 0.12403(3) Ha per electron, respectively. Our TA DMC energies agree with those of Spink et al. [29] to within error bars. Hence the main source of difference between our DMC energies at the thermodynamic limit and the results of Spink et al. energies is the dif-
Density parameter interpolation (DPI) energies \(^{[21]}\) are also calculated using a combination of FCIQMC and DMC. Results of Ceperley \(^{[2]}\), \(^{[3]}\) were compared with the DMC results of Spink \(^{[29]}\), which were obtained in TA calculations at a single finite cell size and include the analytical FS correction \(\Delta E\).

\[
E_C(r_s) = \frac{A \ln(r_s) + B + \gamma r_s}{1 + \beta_1 r_s^{3/2} + \beta_2 r_s^2}, \tag{3}
\]

which describes logarithmic behavior at very small \(r_s\) \(^{[24]}\). This five-parameter fitting function gives a \(\chi^2\) value of 5.8 per degree of freedom. The fitted values of \(A, B, \) and \(\gamma\) are \(0.0169245, -0.0250295,\) and \(-0.0174433\) Ha/electron with asymptotic standard errors of 0.0003118, 0.0004773, and 0.001581, respectively. The fitting parameters of \(\beta_1\) and \(\beta_2\) are 0.283806 and 0.0520433, respectively, with asymptotic standard errors of 0.03059 and 0.004198, respectively. Equation (3) has the form of the first two terms in the Gell-Mann-Bruckner expansion at small \(r_s\) \(^{[24]}\), and it behaves like the Perdew-Zunger parameterization at large \(r_s\) \(^{[18]}\).

The density parameter interpolation (DPI) parameterization (Table IV) was obtained using four high-density and three low-density constraints on a seven-parameter correlation functional \(^{[21]}\). The DPI correlation energies are lower than the widely used correlation functionals in density functional calculations.

**Conclusion.** The ground state energy of the ferromagnetic 3D-UEL within the density range \(0.5 \leq r_s \leq 20\) was calculated using the VMC and DMC methods. The single-particle and many-body FS errors were corrected by canonical-ensemble twist averaging and extrapolation to the thermodynamic limit. Our correlation energies are more negative than previous works so the variational principle suggests that they are more accurate, and we have used them to parameterize a correlation functional.
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